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Abstract 
Sound perception studies mostly depend on questionnaires with fixed indicators. Therefore, it is desirable to 
explore methods with dynamic outputs. The present study aims to explore the effects of sound perception in the 
urban environment on facial expressions using software named FaceReader based on facial expression 
recognition (FER). The experiment involved three typical urban sound recordings, namely, traffic noise, natural 
sound, and community sound. A questionnaire on the evaluation of sound perception was also used, for 
comparison. The results show that, first, FER is an effective tool for sound perception research, since it is 
capable of detecting differences in participants’ reactions to different sounds and how their facial expressions 
change over time in response to those sounds, with mean difference of valence between recordings from 0.019 to 
0.059 (p<0.05or p<0.01). In a natural sound environment, for example, facial expression increased by 0.04 in the 
first 15 seconds and then went down steadily at 0.004 every 20 s. Second, the expression indices, namely, happy, 
sad, and surprised, change significantly under the effect of sound perception. In the traffic sound environment, 
for example, happy decreased by 0.012, sad increased by 0.032, and surprised decreased by 0.018. Furthermore, 
social characteristics such as distance from living place to natural environment (r=0.313), inclination to 
communicate (r=0.253), and preference for crowd (r=0.296) have effects on facial expression. Finally, the 
comparison of FER and questionnaire survey results showed that in the traffic noise recording, valence in the 
first 20 s best represents acoustic comfort and eventfulness; for natural sound, valence in the first 40 s best 
represents pleasantness; and for community sound, valence in the first 20 s of the recording best represents 
acoustic comfort, subjective loudness, and calmness. 
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1. Introduction 

Sound quality is considered to be a key part of the sustainable development of urban open 
spaces (Zhang et al., 2006; Hardy, 2012). Reducing sound levels from certain sound sources 
(reducing noise) may not necessarily result in an acoustic environment of high quality; one reason 
is that sound perception is equally important as absolute sound level (Axelssonet al., 2014; 
European Environmental Agency, 2014). To reflect this fact, the term ‘soundscape’ was put 
forward by Schafer, with the definition “a sonic environment with emphasis on the way it is 
perceived and understood by the individuals or by a society” (Brown et al., 2011). Ever since this 
concept emerged, researchers have been studying the effects of acoustic environments on the 
sound quality and how sounds can be used in urban planning and design (Pijanowski, 2011). In 
2014, the International Organization of Standardization (ISO, 2014) gave a broader definition of 
soundscape: “acoustic environment as perceived or experienced and/or understood by a person or 
people, in context.” That is, the soundscape is an evaluation of the acoustic quality of a space, and 
such an evaluation cannot neglect cultural factors and the lived experiences of people (Brown et al., 
2011). 

In sound perception studies, the typical data collection methods are: (1) questionnaires, (2) 
semantic scales, (3) interviews (Alettaet al., 2018; Pérez et al., 2018), (4) physiological 
measurements, and (5) observation protocols (Schulte, 2002). Of these tools, questionnaire surveys 
are the most common in both on-site studies and laboratory studies (Alettaet al., 2016). In previous 
soundscape studies, questionnaires have been used to evaluate pleasantness, sound preference and 
subjective, loudness (Liu et al., 2014) as well as audio–video and sound–odour interaction in urban 
environments, in laboratory settings (Ba and Kang, 2019).Semantic scales are usually used to find 
out the extent of certain characteristics of the sound environment. For instance, Pérez et al. (2018) 
studied the soundscapes of monumental places through on-site questionnaires, asking about 
perceived sounds’ sources, loudness, and a set of 12 semantic attributes (such as ‘pleasant’, 
‘natural’, ‘comfortable’). Mackrill et al. (2013) conducted laboratory experiments to study hospital 
sounds, having participants semantically (such as ‘relaxed’, ‘reassured’, ‘at ease’ and ‘intrigued) 
rate a range of sound clips representative of a ward soundscape. 

However, questionnaire surveys have several limitations, as follows: For one thing, 
questionnaires are subjective, and an ‘experimenter effect’ might occur if the questionnaire is not 
well designed (Brown et al., 2011). For another, the results of the questionnaire for a participant’s 
experience about a recording are a fixed value and cannot show the trend over time. 

Another method of data collecting in sound perception is physiological measurement. 
Physiological indicators such as heart rate (HR) (Medvedev et al., 2015; Blood and Zatorre, 2001), 
SCL (Medvedev et al., 2015), electrodermal activity, respiratory rate, and facial electromyography 
(Lee et al., 2018) are also used in sound perception studies. Compared with questionnaire surveys, 
physiological measurement has some advantages: it is objective and can show change over time. 
However, physiological methods cannot directly reflect the emotions of research participants 
(Alettaet al., 2016). 

As a environment evaluation tool, FaceReader (Noldus, 2014), a software based on facial 
expression recognition (FER), has been applied in psychological evaluations (Zarbakhsh and 
Demirel, 2018; Bartlett et al., 2005; Amor et al., 2014). Video cameras have been the predominant 
method of measuring facial expressions in this context (Oliver et al., 2000). In FaceReader, facial 
expressions are divided to reflect six types of emotions: happiness, surprise, fear, sadness, anger, 
and disgust, as per a universally recognized classification of expressions (Ekman, 1982). The 
validity of FER has been proven in many previous studies (Sato et al., 2019). FaceReader is 
capable of measuring emotions with an efficacy of over 87% according to a self-assessment test 
(Christos et al., 2010). The validity of FaceReader for East Asian people in particular has been 
shown to be 71% (Yang and Li, 2015). The efficiency of this method has been tested in many 
domains of study, for example in relation to tourism advertisements, where FaceReader proved 
useful for collecting and analysing real-time data concerning seven discrete emotions plus valence 
and arousal (Hadinejadet al., 2017), or for characterizing customers’ response to different kinds of 
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sweeteners (Leitch et al., 2014). The effects of external factors on people are usually a cumulative 
process. Leitch et al. (2014) indicated the length of time after tasting sweeteners has influence on 
valence and arousal of facial expression. Hadinejad et al. (2017) proved that arousal and positive 
emotions keep decreasing as participants were watching tourism commercials. Therefore, FER has 
been proven to be effective in getting the accumulated changes of under the effect of external 
factors. However, whether it can be used for sound perception has not been tested by any study. 
Furthermore, people’s demographic characteristics, such as their gender (Yang et al., 2018; Ma 
and Wong, 2017), age (Yi and Kang, 2019), and professions and educational levels (Meng and 
Kang, 2013), are expected to correlate with their evaluation of sound perception. Whether these 
characteristics will influence the results of facial expression recognition, however, is unknown. 

Thus, the present study explores the effectiveness of facial expression recognition for 
evaluating urban sound perception, focusing on the following research questions: (1) whether this 
facial expression analysis system can be applied to sound perception studies; (2) what the 
mechanics are of the effects of different sound environment on valence and the different facial 
expression indices; (3) whether the characteristics of participants influence their facial expression; 
and (4) compared with questionnaires and semantic scales, what the advantages FER may have for 
urban sound perception study. A laboratory experiment using FER with 32 participants was 
conducted. The experiment involved three typical urban sound recordings, namely, traffic noise, 
natural sound, and community sound. 
2. Method 

2.1 Materials 

The recordings were collected in typical urban public spaces along the banks of the Majiagou 
River in Harbin, which is located in northeast China, as shown in Figure 1. Three typical 
recordings representative of sounds described in a number of studies from the soundscape 
literature were chosen (Gygiet al., 2007; Yang et al., 2013; Kang et al., 2019), namely, the traffic 
sounds on the main roads of the city (Location 1), the natural sounds in the city parks (Location 2), 
and the sounds of human activity in the public spaces of the community (Location 3). The HEAD 
multi-channel acoustic data acquisition front end was used to collect binaural recordings, and the 
osmo+ panoramic camera was used to collect the corresponding scene video. The recordings were 
collected from 1 pm to 3 pm (Liu et al., 2014). Both the audio and video devices were placed at the 
height of 1.5m (Kang et al., 2019) to simulate the average height of the human ear. A BSWA 801 
sound-level meter was placed at the same height to measure sound pressure level. In addition, the 
recordings were then played using high-fidelity headphones to play back to 30 volunteers 
randomly selected from students in Harbin Institute of Technology. They were asked to record 
sound sources they heard in each recording, and sort by significance. From the record, two most 
heard sound sources are the dominant source of sound for this survey site. The A-weighted 
equivalent SPL for 3-min of the traffic sound recording was 71.79 dBA in Location 1, and the 
main sound sources were car engines (55.4%), and horns (28.3%); the A-weighted equivalent SPL 
for 3-min of the natural sound recording was 43.83 dBA in Location 2, and the main sound 
sources included birdsong (66.4%), and wind (20.9%); and the A-weighted equivalent SPL for 
3-min of community recording was 57.96 dBA in Location 3, mainly including people’s speech 
(72.6%) and footsteps (20.8%). The same recording equipment was used to record a background 
soundscape with no significant sound in a quiet night environment. A BSWA 801 sound-level 
meter was used to record the A weighted equivalent SPL for 3mins, which is 38.42 dBA, which 
represents the average sound level. It was used to adapt the participants to the outdoor 
environment before playing each recording. 
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Figure 1. The survey sites and survey locations. 1-traffic sounds of the main roads of the city, 

mainly car engine, horns, and other mechanical noises;2-natural sounds in the city parks, mainly 
birdsong, wind and human footsteps; 3-sounds of human activity in the public spaces of the 

community, mainly people’s speech and footsteps. 
2.2 Stimuli 

The recordings and videos were merged using Adobe Premiere software (Botello, 2006) into 
three video files, each lasting 3 minutes, composed of panoramic video and sound. In order to 
eliminate the impact of the video on the results, the three sections of the corresponding video are 
the same—scenes of a path with trees in the park—and there is no human activity in the video. 
Before formal experiment, a pilot experiment was carried out to test the effect of visual factors on 
facial expression. The participants were asked to listen to background sound with the same visual 
environment, the results showed that the facial expressions of the participants got into a stable 
state within 1 minute. Therefore, a 1 minute background sound with video were set up before the 
formal experiment to avoid the effect of visual factors. After the background sound, the main 
recording then plays after a 2-second transition, for 2 minutes (Zarbakhsh and Demirel, 2018). 

In order to decide on a suitable duration of recordings, a pilot study was conducted. In the 
pilot study, the sampling rate of FER was set as 15 per second. Arousal, which indicates whether 
the test participant is active (+1) or not active (0), was used for the determination of duration. 
Figure 2 shows the absolute value of change in arousal every 20 seconds for the three recordings. 
The trends for the three recordings are similar (these results do not include the one-minute 
background sounds heard by the participants): in the first 20 seconds, arousal changes the most; 
comparing the period from 0 s to 20 s and the period from 20s to 40s, the amount of change in 
arousal significantly decreases (from 0.091 to 0.126 compared with 0.044 to 0.052), and then it 
remains relatively stable until the end of the recordings. However, as the length of time listening to 
the recording increases, the amount of change in arousal starts to increase slightly, in particular 
after 80 s, which may be due to distraction among the participants. These rises may not be caused 
by the recordings, indicating that when the length of the recording exceeds 80 s, the resulting 
facial expression analysis results may be inaccurate. This shows that when using FaceReader to 
study the acoustic landscape in a laboratory environment, recording duration should be from 60 s 
to 80 s. 
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(a)  (b)  (c)  

Figure 2. The trends of arousal change in different sound sources. 
traffic noise, (b) natural sound, and (c) community sound. 

2.3 Participants 

To determine the required number of, taking the traffic noise recording as an example, 
according to the difference between the average value of the 20 s valence and the initial value for 
facial expression recognition results, a one-sample t-test with 0 as test value was performed with 
different sample sizes, as shown in Table 1. It is worth noting that, unless otherwise stated, “40 s” 
indicates the ranges of 0s - 40s accumulated, and it is the same for 60 s, 80 s and so on. It can be 
seen from the value of t in Table 1 that the impact of traffic noise on facial expression is negative: 
when the recording duration is 20 s, to confirm the negative effect of traffic noise, the number of 
participants has to be 30 or more (p=0.038), but when the recording time is 40 s to 60 s, as few as 
10 people (p=0.046) can prove the effect. Thus, when the recording duration is more than 40 
seconds, at least 10 participants should be recruited to study the effect of the recording on facial 
expressions through FaceReader. In the present study, 32 participants (Hong and Jeon, 2014; Ba 
and Kang, 2019) were used—17 women and 15 men, all of whom were students at the Harbin 
Institute of Technology aged 19 to 26 (mean=23.32, SD=1.452). Power analyses based on g-power 
software have been used to calculate the sample size for paired sample t-test, ANOVA and linear 
regression, the power are 81%, 82% and 89% respectively, proving that the sample size meets the 
requirements for statistical analysis (Faul et al., 2007). The analysis was conducted in a laboratory 
with a panoramic screen, and participants were informed about the precautions and scheduled for a 
time to enter the laboratory the day before the analysis. The precautions included: (1) The 
experiment involves evaluation of sound under three types of environment using questionnaires, 
which will take approximately 30 minutes; (2) remember to take their smartphone for filling out 
online questionnaires; (3) if someone else is experimenting while entering the lab, please wait 
outside to prevent influence. In order to prevent the participants from knowing that this is an 
experiment of the influence of sound on facial expressions, which may lead to subjective errors, 
the participants were told before the experiment that it was just a subjective evaluation experiment 
of sound. On the day of the analysis, after a participant entered the laboratory, he or she was given 
five minutes to adapt to the laboratory environment. 

 
Table1 Mean difference between valence of different time and test value of facial expressions with 
different sample size 

 Sample size 

Listening time 5 10 20 30 

20s -0.002 -0.005 -0.006 -0.009 * 

40s -0.021* -0.031* -0.020 * -0.021 * 

60s -0.019 -0.046 ** -0.028 * -0.023 * 

80s -0.021 -0.030 -0.027 -0.025** 

** means p<0.01; * means p<0.05 
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2.4 Questionnaire design 

The questionnaire data were compared with the results of FaceReader, and were divided into 
three parts as shown in Table 2. The first part covered basic demographic information on the 
participants. The second part asked the participants to evaluate the subjective loudness and 
acoustic comfort of the recordings on a scale of 0 to 10 from ‘completely silent’ to ‘extremely 
loud’ and from ‘extremely uncomfortable’ to ‘extremely comfortable’. The third part asked the 
participants to rate the recordings on four semantic scales, namely, eventful, vibrant, calm, and 
pleasant. The questionnaire, and especially the semantic attributes chosen, were based on previous 
studies (Harris et al., 2005, Axelssonet al., 2010; Jennings et al., 2010; Cain et al., 2013). The 
fourth part was filled out after the experiment. In the community recording, the participants’ facial 
expressions showed different trends, which may be related to the participant’s preference for 
language sounds. Therefore, after the experiment, the participants were asked to fill out a 
supplementary online questionnaire (part 4), asking the extent to which their living place was near 
to the natural landscape, their inclination to communication, and their preference for crowds on a 
five-point scale (Pérez et al., 2018). 
 

Table 2 Questions and scales in the questionnaire survey 

Parts Questions Scales 

Part I Basic information Name, gender, age Nominal and ordinal 

Part II Subjective 

loudness and acoustic 

comfort 

Subjective loudness and acoustic comfort 

of the recordings 

Scale of 0 to 10 from “completely silent” to 

“extremely loud” and from “extremely 

uncomfortable” to “extremely comfortable” 

Part III Evaluation of 

sounds using semantic 

dimensions 

The degree to which the recording was 

eventful/ vibrant/ calm/ pleasant 

Scale of 0 to 10 from “completely silent” 

(extremely uncomfortable) 

Part IV Preference for 

speech-related activities 

Distance from their living place to the 

nature, inclination to communicate with 

others and preference for crowd 

Scale of 1 to 5 from “completely silent” 

(extremely uncomfortable) 

2.5 Facial expression recognition 

The input of FaceReader is photos or videos of the participant’s face. To recognize facial 
expressions, FaceReader works in three steps. The first step is detecting the face (Viola and Jones, 
2001). The next step is accurate 3D modelling of the face using an algorithmic approach based on 
the Active Appearance Method (AAM) described by Cootes and Taylor (2000). In the last step, the 
actual classification of facial expressions is done by training an artificial neural network; the AAM 
is used to compute scores of probability and intensity of six facial expressions (happiness, surprise, 
fear, sadness, anger, and disgust) on a continuous scale from 0 to 1 indicating intensity. ‘0’ means 
that the expression is absent, ‘1’ means that it is fully present (Lewinski et al., 2014). 

Besides the intensity of individual facial expressions, FaceReader also calculates their valence, 
that is, whether the emotional state of the participant is positive or negative (Frijda, 1986). 
‘Happy’ is the only positive expression; ‘sad’, ‘angry’, ‘scared’, and ‘disgusted’ are considered to 
be negative expressions; and ‘surprised’ is not used in the calculation of valence. FaceReader also 
calculates arousal, that is, whether the test participant is active (+1) or not active (0). Arousal is 
based on the activation of 20 Action Units (AUs) of the Facial Action Coding System (FACS) 
(Ekman et al., 2002). 

Participants’ facial expression data were gathered in a laboratory (Figure 3). A panoramic 
screen was placed in the laboratory, on which the panoramic video taken of the recording area was 
displayed. The participants sat in a fixed seat in front of the screen, and a video camera connected 
to a computer running FaceReader was placed in front of the participant. Each participant listened 
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to 3 recordings using earphones; FaceReader computed facial expression data as the recording 
went on. At the end of each recording, the QR code for the questionnaire was displayed on the 
screen, and the participants were asked to fill out a questionnaire related to their subjective 
feelings about the sound environment they had just experienced. The experimenter reminded the 
participants to fill out the questionnaire based on the 2 minutes of the recording, without including 
the previous 1 minute of background sound. The participants were given 5minutes to adapt to the 
laboratory environment and, after each recording, were asked to rest for 3 minutes before the next 
recording. After the three recordings, each participant was presented with a small gift. 

 

(a)  

 

 

(b)  (c)  

Figure 3. The laboratory experiment for facial expression recognition. 
(a)plan, (b)section, and (c) view from participant. 

2.6 Data Analysis 

SPSS (Feeney, 2012) was used to perform the analyses of survey data. First, a dispersion test 
was operated to delete the data with a large degree of dispersion. Then, a one-sample t-test was 
used to confirm the number of participants. An analysis of variance (ANOVA) was used to test the 
difference in valence between recordings. Paired-samples t-test and independent-samples t-test at 
p<0.01 and p<0.05 were conducted to compare difference of valence between recordings and test 
the significance of the influence of gender on facial expression. Pearson correlation tests were used 
to calculate the relationship between the results from FaceReader and the questionnaire. Further, 
linear and nonlinear regression analyses were performed to model change of valence and the six 
types of facial expression over time. 

For individual difference in facial expressions and the comparison between questionnaire 
survey and FaceReader data, effect sizes were also reported using an effect size calculator (Lipsey 
and Wilson, 2012).Effect size is a quantitative measure for the strength of a statistical claim; 



Qi Meng, Xuejun Hu, & Jian Kang. Science of the Total Environment  [DOI: 10.1016/j.scitotenv.2019.135484] 

Science of the Total Environment      page8 
 

reporting of effect sizes facilitates the interpretation of the substantive magnitude of a phenomenon, 
while the significance of a research result reflects its statistical chance of being meaningful (Kelley 
and Preacher, 2012).  The measurements of effect size are as follows: for Pearson correlation, 
0.10 or above means a small effect, 0.30 or above means a medium effect, and 0.50 or above 
means a large effect (Cohen, 1988, 1992); for independent-samples t-test, d-value greater than 0.20 
means a small effect, greater than 0.50means a medium effect, and greater than 0.80 means a large 
effect (Cohen, 1988). 
3 Results 

3.1 Effect of sound perception on facial expression 

In FaceReader, the valence, which indicates whether the emotional state of the participant is 
positive or negative, is calculated for the facial expression in each frame. In this experiment, since 
the facial expression of each participant has different initial values in its natural state, the average 
value of all the data when listening to the background sound are taken as the initial value for each 
participant; measurement every 20 seconds after the start of the recording is then taken, and the 
average value is compared with the initial value to obtain the amount of change every 20 seconds. 
As mentioned in 2.4, there were two valence change models reflecting the features of the 
community sounds (the third recording); therefore, in the analyses below, the results of the third 
recording are separated and abbreviated into CP (community-positive) and CN 
(community-negative). 

   

(a)  (b)  (c)  

Figure 4 The changes of valence with different sound types from 20s to 80s with error bar of 95% 
confidence interval; (a) shows20s, (b) 40s and (c) 80s 

T-traffic noise, N-natural sound, CP-community sound(positive), CN-community sound(negative) 
 
Figure 4 shows the average valence change (with error bar of 95% confidence interval) from 

20 s to 80 s, based on valences after listening to the recordings for 20 s, 40 s, and 80 s. In general, 
CN showed the greatest valence drop (from -0.061 to -0.024), followed by traffic noise (from 
-0.007 to -0.004), where the valence changed positively after listening to the recording for 20 s 
(0.020) and 40 s (0.027), but became below zero at 80 s (-0.002). The valence for CP was 
relatively low for the first 20 s (-0.006) but highest of the four at 40 s (0.035) and 80 s (0.034). To 
confirm the differences among sound environments, a one-way ANOVA was conducted; 
significance at 20 s, 40 s and 80 s was 0.157, 0.013 and 0.010, respectively, which indicates that 
after listening to recordings for 40 s and 80 s, the effect of sound source on facial expression is 
significant (p<0.05).  

To test the differences between recordings, a paired-sampled t-test was conducted (Table 3). 
The greatest differences are between traffic noise and natural sounds, with mean difference 
reaching 0.028 at 40 seconds (p=0.025), and between natural sounds and CN, with mean 
difference reaching 0.059(p=0.034). The valence in the first 40 seconds between natural sounds 
and CP is similar, but deviation appears at 80 s, with a mean difference of 0.022(p=0.021).From 
valence results in Figure 4 and Table 3, we can see that there are differences between recordings 
and between measurement times, indicating that FaceReader is capable of detecting differences in 
participants’ reactions to different sounds. 
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Table 3 Mean differences between different recordings of valence change from initial value to 20s, 
40s, and 80s, where T means traffic noise, N means natural sound, CN means community 
(negative), CP means community (positive) 

Listening time T&N T&CP T&CN N& CP N&CN 

20s -0.019 * 0.007 0.006 0.043 0.019 ** 

40s -0.028* -0.012 0.014 0.008 0.059* 

80s 0.004 -0.009 0.008 0.022* -0.029 ** 

** means p<0.01; * means p<0.05 

A linear or quadratic regression was performed for each recording to determine the trends in 
valence of the four recordings (Figure 5). With p<0.05, the valences of the four recordings all 
changed significantly over time. In the traffic noise recording, the valence went down at around 80 
s by 0.023 and then recovered slightly. In terms of natural sounds, the valence increased by 0.038 
immediately (within 15s) and then steadily declined (by 0.004 every 20 s) to the initial value. For 
CP, the valence rose until 60 s, by 0.033, and then fell back to initial value at approximately the 
same pace. For CN, the valence dropped by 0.020 as soon as the recording started and kept going 
down (by 0.037) up to 80 s before recovering slightly, similar to traffic noise. As in most previous 
studies (Hu et al., 2019; Kang et al., 2012), natural sounds had positive effects on facial expression, 
and traffic noise, negative. In addition, although CP and natural sounds both influence valence 
positively, and CN and traffic noise negatively, the curves are different. From the results above, 
FaceReader as a tool for urban soundscape study can be seen not only to show to what extent an 
acoustic environment is subjectively positive or negative but also to display how facial expression 
changes over time. 

 
(a) 

 
(b)

 (c)  (d) 

Figure 5. Relationships between listening time and valence in traffic sound (a), natural 
sound (b), community sound (positive) (c), and community sound (negative) (d). 

3.2 Effects of sound perception on facial expression indices 

Facial expression can be evaluated based on six indices—happiness, surprise, fear, sadness, 
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anger, and disgust—using a scale from 0 (absent) to 1 (fully present). This section considers the 
effects of sound perception on these indices.Figure6 shows the average change (absolute value, 
with 95% confidence interval error bar) in the scores for the respective expressions over the four 
recordings. Except happy in CN, which is higher than that for the other three recordings, by 0.015, 
in the other five expressions there is no significant difference between recordings. Expressions that 
show significant change in all the four recordings are sad (mean=0.028, SD=0.031), happy 
(mean=0.028, SD=0.037), and surprised (mean=0.020, SD=0.026), while angry (mean=0.011, 
SD=0.023), disgusted (mean=0.009, SD=0.017) and scared (mean=0.012, SD=0.014) show 
relatively small, non-significant effects. Therefore, in this section, happy, sad and surprised are 
chosen for analysing their effect of sound perception. 

   

(a)  (b)  (c)  

   

(d)  (e)  (f)  

Figure 6. Effect of sound source on different expressions with error bar of 95% 
confidence interval. 

T-traffic noise, N-natural sound, CP-community sound (positive), CN-community sound 
(negative) 

Happy, (b) Sad, (c) Surprised, (d) Angry, (e) Disgusted, and (f) Scared 

(a) 
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(b) 

(c) 

Figure 7.  Relationships between listening time and valence indices for different sound 
sources 

Happy, (b) Sad, and (c) Surprised, T-traffic noise, N-natural sound, CP-community sound 
(positive), CN-community sound (negative) 

Figure 7 shows the results of linear or quadratic regressions of happy, sad, and surprised. In 
all 12 graphs, the scores of these three expressions are significantly affected by time (p<0.05 or 
p<0.001), except happy in CN (p=0.297). 

It can be seen, in Figure 7a, that The happy expression goes down in traffic noise by 0.012 in 
the first 80 seconds and then starts to rise slightly. For natural sounds, similar to the trend for 
valence with this recording, happy expression displays an immediate rise of 0.010 at the beginning 
and a downward trend (about 0.002 every 20 seconds) thereafter, being still greater than the initial 
value until 80 s. In the community-positive results for the community recording(CP), happy rises 
by 0.015 in the first 60 s and then goes down by 0.025 by the end of the recording, while for the 
negative type, happiness does not change significantly over time (p=0.297). 

In terms of sad, in Figure 7b, in both traffic noise and natural sound, the sad expression 
increases with time (0.005 every 20 s) through the whole recordings. In community (positive) sad 
decreases by 0.029 in the first 60 s and started to rise by 0.024 until the end of the recording. In 
community (negative), sad rises by 0.025 in the first 60 s and starts to go down by 0.012 until the 
end of the recording. In community (positive) and community (negative), curves of sadness are 
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both quadratic and the trends are opposite. 
In terms of surprised, in Figure 7c, in traffic noise, natural sound and community(positive), 

surprise goes down linearly from the beginning, at a rate of 0.003,0.005,0.003 every 20 s, 
respectively. While community (negative) sees an increase after going down by0.026 for the first 
80 seconds. The surprised expression decline in all the four cases, it could be implied that with the 
time of recording goes on, the participants generally feel less and less surprised. 

From the results above, happy, sad and surprise are significantly influenced by listening time 
(p<0.05) in all the sound environments. Therefore, in soundscape studies, thesefacial expression 
indices could be used for the evaluation of acoustic perception. 
3.3 Individual differences 

Through independent-samples t-test, gender does not significantly affect the change in 
valence and the six components of facial expressions, which is consistent with some previous 
studies in urban soundscape using questionnaire evaluations. In the questionnaire designed for 
assisting the present study, there are three questions that are about the social characteristics of the 
participants (2.4). 

The relationship between the questionnaire questions and average change in different 
expressions using Pearson’s correlation, reporting Cohen’s effect size, is shown in Table 4. Sad 
expression and arousal are not influenced by social characteristics. Living place has small effects 
on happy (r=0.127), angry (r=0.116), disgusted (r=0.243), and valence (r=0.104)when listening to 
the recordings and a medium effect on surprised (r=-0.313); inclination to communication has 
small effects on surprised (r=-0.132), scared (r=0.123) disgusted (r=0.188), and valence (r=-0.253); 
and preference for crowds has small effects on happy (r=-0.153), angry (r=-0.151), surprised 
(r=0.296), scared (r=0.126), and disgusted (r=0.136). From these results, we see that the selected 
social characteristics generally have small effects on different expressions and valence and do not 
influence arousal. 

 
Table 4 Relationships between the Social characters and average change in different expressions 

Social characters Happy Sad Angry Surprised Scared Disgusted Arousal Valence 

Distance to nature 0.127* -0.075 0.116* -0.313** -0.077 0.243* -0.025 -0.104* 

Inclination to communication -0.019 0.041 -0.002 -0.132* 0.123* 0.188* -0.088 -0.253* 

Preference for crowd -0.153* -0.030 -0.151* 0.296* 0.126* 0.136* -0.076 -0.076 

*** means large effect, r>0.5; **means medium effect, r>0.3; * means small effect, r>0.1 

 
As mentioned in chapter 2.3, there are two types of curve for the community recording, thus 

an independent-samples t-test is also performed to see what factors influence which type a 
participant belongs to (Table 5). In T-test, Cohen’s d was calculated to determine effect size 
(Cohen, 1988); distance from living place to natural landscape and inclination to communication 
had medium effects on valence (d=0.673 and 0.705, respectively), while preference for crowds had 
a small effect (d=0.284). From the result, the inclination of the participants to communicate the 
distance from their living place to natural environment causes the preference for human speech 
sound, and the preference is also affected by their preference for crowd. 

Table 5 The difference in social characters between community (positive) and community 

(negative). 

Social characters Mean difference ES(d) 

Distance to nature 1.217 0.673** 

Inclination of communication 1.167 0.705** 

Preference to crowd 0.450 0.284* 

** means medium effect, d>0.4; * means small effect, d>0.2 
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4 Discussion 

In order to decide whether and how FaceReader can take the place of questionnaires as a tool 
in sound perception research, the results of these two methods should be compared. Here, a 
Pearson’s correlation test between participants’ evaluations and valence change, with effect size, 
was conducted (Table 6). Based on the sign of r, valence is negatively correlated with subjective 
loudness and eventfulness and positively correlated with acoustic comfort, vibrancy, pleasantness, 
and calmness. In the recording of traffic noise, acoustic comfort (r ranging from 0.351 to 0.547) 
and eventfulness (r ranging from 0.459 to 0.463) had significant correlations with valence at all 
three time points, while vibrancy (r from 0.213 to 0.273), pleasantness (r from 0.243 to 0.352), and 
calmness (r from 0.295 to 0.226) had small correlations with it. Therefore, when studying traffic 
noise, change in valence can be used to predict acoustic comfort and eventfulness, and can to a 
certain extent reflect the evaluation of vibrancy, pleasantness, and calmness. As for natural sound, 
acoustic comfort (r from 0. 029 to 0.164), subjective loudness (r from 0.090 to 0.158), 
eventfulness (r from 0.067 to 0.136), vibrancy (r from 0.152 to 0.218), and pleasantness (r from 
0.157 to 0.315) can all be reflected based on valence from FaceReader. Finally, with community 
sounds, valence in the first 20 seconds can be used to predict acoustic comfort (r=0.472), 
subjective loudness (r from 0.212 to 0.580) and pleasantness (r from 0.116 to 0.179), while 
calmness can be reflected by valence change in the first 20 s (r=0.378). 

 
Table 6 Relationship between the results of semantic evaluations and valence change through 20s, 
40s, and 80s of the three recordings. 

Sound 

environment 
Listening time Comfort Loudness 

Eventful- 

ness 
Vibrancy 

Pleasant- 

ness 
Calmness 

Traffic noise 

20 s 0.547*** -0.010 -0.462** 0.273* 0.352** 0.204* 

40 s 0.351** 0.029 -0.463** 0.213* 0.276* 0.195* 

80 s 0.380** 0.084 -0.459** 0.250* 0.243* 0.226* 

Natural sound 

20s 0.164* -0.090 -0.161* 0.152* 0.266* 0.030 

40 s 0.029 -0.129* -0.136* 0.218* 0.315** 0.059 

80 s 0.134* -0.158* 0.067 0.158* 0.157* 0.070 

Community 

sound 

20 s 0.472** -0.580*** -0.066 0.044 0.179* 0.378** 

40 s 0.008 -0.212** -0.035 -0.060 0.121* 0.018 

80 s 0.027 -0.002 -0.206* -0.123* 0.116* 0.167* 

*** means large effect, r> 0.5; ** means medium effect, r>0.3; * means small effect, r>0.1 

 

Table 7 The difference in semantic evaluations between community (positive) and community (negative). 

Semantic evaluations Mean difference ES(d) 

Comfort 0.416 0.237* 

Loudness -0.083 -0.065 

Eventfulness -0.361 -0.205* 

Vibrancy 1.083 0.649** 

Pleasantness 1.594 0.594** 

Calmness 1.200 0.447* 

** means medium effect, d>0.4; * means small effect, d>0.2 
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An independent-samples t-test was conducted for the difference in questionnaire evaluations 
between participants whose facial expression changes showed different trends (positive and 
negative), and the effect size was also calculated (Table 7). It can be seen that whether people react 
positively or negatively to community sound has medium effects on their evaluation of vibrancy 
(d=0.649) and pleasantness (d=0.594) and small effects on acoustic comfort, eventfulness, and 
calmness (d=0.237, 0.205, and 0.447). From the result, the preference for human speech sound is 
significantly correlated with acoustic comfort, eventfulness, vibrancy, pleasantness and calmness. 
5 Conclusions 

This study put forward facial expression recognition as a potential method for sound 
perception study. Based on a laboratory experiment that involved 32 people, the following 
conclusions can be drawn. 

First, FaceReader is capable of detecting differences in the participants’ reactions to different 
sounds. The valence for natural sounds and community (positive) is significantly different up to 80 
s, with mean difference of 0.022 (p<0.05). The valence for traffic sounds and natural sounds 
decreases with increase of listening time(p<0.01). The valence for community exhibits a parabolic 
change, which increase followed by decrease in community (positive) and decrease followed by 
increase in community (negative). 

Second, expression indices can also change under the effect of sound perception. Expressions 
that change significantly under four typical sound environments are sad, happy and surprised, but 
not angry, disgusted, or scared. Social characteristics generally significantly affect expressions and 
valence but not arousal. Living place significantly affects happy (r=0.127), angry (r=0.116), 
disgusted (r=0.243), valence (r=0.104), and surprised (r=-0.313); distance from their living place 
to natural landscape, inclination to communication, and preference for crowds significantly affect 
(d=0.673, 0.705, and 0.284 respectively) whether they belong to the community-positive or 
-negative group. 

In terms of comparison between FaceReader and questionnaire survey data, the results show 
that valence in the first 20 s best represents acoustic comfort (r=0.547) and eventfulness (r=0.463) 
in the traffic noise condition; valence in the first 40 s best represents pleasantness (r=0.315) in the 
natural condition; and valence in the first 20 s best represents acoustic comfort (r=0.472), 
subjective loudness (r=0.580), and calmness (r=0.179) in the community condition. 

Since many factors may bring effects on facial expression such as vision, odour and people's 
emotional status in a real situation, it seems difficult to identify the causal link between the sound 
with facial expression only. The aim of the present study is just to verify the Effectiveness of FER 
for Evaluation of Urban Sound Perception. Therefore, to avoid the effects of other factors, the 
experiment was carried out in the laboratory after collecting sound environment materials. In 
future study, the possibility and procedures of field study using FER will be explored. 
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