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Abstract 

Vaccinia Virus (VACV) is well-known as the vaccine used for the eradication of smallpox. It 

serves as the model orthopox virus and has gained further clinical significance as an oncolytic 

virus. As a member of the poxvirus family, VACV is a double-stranded DNA virus that replicates 

exclusively in the cytoplasm of infected cells. Early research suggested that VACV alters the 

host cell cycle and inhibits cellular DNA synthesis. Later, VACV was described to modulate key 

cell cycle regulators during late timepoints of infection. However, the relevance of this cell 

cycle subversion to VACV replication and how it is achieved remains undefined. In this PhD 

project, I combined state of the art techniques with classical assays to determine the (viral) 

effector proteins, their mode of action, and the contribution of the host cell cycle to productive 

VACV infection. Using recombinant VACV strains, RNAi, biochemistry, and super-resolution 

microscopy, I demonstrate that VACV early gene expression inhibits cell proliferation after 

viral entry. Concurrently, the cellular CDK inhibitor p21 is upregulated, while the tumour 

suppressor p53 is targeted for degradation by the viral kinase B1 and/or its paralog 

pseudokinase B12. The second wave of viral gene expression shifts the cell cycle from G1 to 

S/G2/M, while still inhibiting cell proliferation. Additionally, the viral kinase F10 was shown to 

be necessary and sufficient to cause degradation of p21, and for activation of the cellular DNA 

damage response (DDR), a process known to be essential for viral DNA replication. By probing 

these cellular pathways with a small molecule inhibitor library I defined their requirement for 

the viral life cycle. Screening for defects in viral late gene expression, I found inhibition of 

Aurora Kinases, selected CDKs, ATR and Chk1/2 interferes with infection. Collectively, I 

demonstrate that VACV modulates cell cycle checkpoints and identify the viral kinases B1 and 

F10 as potential temporal controllers of the host cell cycle that serve to promote productive 

viral replication.    
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Impact statement 

Cancer represents the second most prevalent cause of death worldwide, costing millions of 

lives each year. With over 18 million new cases in 2018 alone, it imposes an immense burden 

on global healthcare systems. Due to the high treatment-associated costs, the majority of 

deaths caused by cancer occur in low and middle income countries. There is therefore a great 

need for preventative treatments and novel, more effective anti-cancer therapies. 

Development of improved therapies relies on better understanding of the mechanisms that 

drive oncogenesis. These efforts have identified a small group of oncogenic viruses that drive 

cancer development, and current estimates by the WHO assume that viral infections account 

for 20% of human cancer cases. However, viruses have not only been recognized as a cause 

for cancer but also as a promising biotechnological tool for anti-cancer therapy. These 

virotherapies exploit a virus’ natural or engineered preference for preferentially infecting and 

thereby destroying tumour cells. Several different virotherapies based on oncolytic viruses 

such as vaccinia virus (VACV) are currently being tested in clinical trials.   

VACV is well-known as the model poxvirus and has gained clinical significance as the vaccine 

used to successfully eradicate smallpox. The causative agent of smallpox, variola poxvirus, 

remains the deadliest virus in human history, accounting for more than 500 million deaths. 

The smallpox vaccination campaign has been discontinued, which leaves the population at risk 

for smallpox re-emergence by bioterrorism, or zoonotic poxvirus infections such as 

monkeypox and cowpox. Limited treatment options for poxvirus infections necessitate 

continued research into this virus family to develop improved anti-virals and vaccines. 

This study characterizes how VACV affects the division and growth program of its host cell, the 

so-called cell cycle. This process is tightly regulated in normal cells, whereas uncontrolled cell 

division is a hallmark of cancer. Several molecular checkpoints ensure that cells divide in a 

controlled manner. To study the interaction of VACV with the cellular checkpoint machinery, 

new methods were developed that can also be applied to study other viruses. Using these 

assays, VACV was found to activate cellular checkpoints and thereby prevents (cancer) cells 

from dividing. Apart from inhibiting cancer cell division, activation of the checkpoint 

machinery was also shown to be essential for VACV replication and production of infectious 

particles. Highlighting the complexity of host-pathogen interactions, these findings might not 

only help the advancement of improved anti-cancer virotherapies but also provide new drug 

targets for the development of anti-poxviral agents.     
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List of Cellular Proteins 

 

Protein abbreviation Protein name 

Protein function 

Relevance to study 

 

α-Tubulin α-Tubulin 

Major component of microtubules which are part of the cellular cytoskeleton. 

Loading control for immunoblots. 

ATR Ataxia telangiectasia and Rad3-related 

Serine/threonine protein kinase. Sensor of (cellular) DNA damage and essential kinase in 
the DNA damage checkpoint. Activation due to double strand breaks, escalates the signal 
by phosphorylating downstream effectors, including the kinase Chk1. Results in inhibition 
of cellular DNA replication to promote DNA repair and/or apoptosis. 

VACV infection was found to activate Chk1, which is the downstream effector kinase of ATR. 
Previously, it has been published that VACV infection activates both ATR and ATM in the 
cytosol but only depends on ATR activation for viral genome replication (Postigo et al., 
2017). 

ATM Ataxia-telangiectasia-mutated 

Serine/threonine protein kinase. Sensor of (cellular) DNA damage and essential kinase in 
the DNA damage checkpoint. Activation due to single strand breaks, escalates the signal by 
phosphorylating downstream effectors, including the kinase Chk2. Results in inhibition of 
cellular DNA replication to promote DNA repair and/or apoptosis. 

VACV infection was found to activate Chk2, which is the downstream effector kinase of 
ATM. Previously, it has been published that VACV infection activates both ATM and ATR in 
the cytosol but only depends on ATR activation for viral genome replication (Postigo et al., 
2017). 

Aurora A Aurora kinase A 

Serine/threonine kinase. Critical regulator of key mitotic events such as spindle assembly, 
and centrosome separation. Assists progression through spindle checkpoint during mitosis. 

Chemical inhibition of the kinase for 24h prior to infection was found to prevent viral late 
gene expression but not viral early gene expression. 

Aurora B Aurora kinase B 

Serine/threonine kinase. Part of the chromosome passenger complex. Involved in key 
mitotic events such as chromosome condensation and alignment, as well as cytokinesis.   

Chemical inhibition of the kinase for 24h prior to infection was found to prevent viral late 
gene expression but not viral early gene expression. 

Cdc25 Cell division cycle 25 

Tyrosine protein phosphatase 

Dephosphorylates CDK1, thus assisting in CDK1 activation and M phase entry. Involved in 
the DNA damage response ATR/ATM cascade to arrest the cell cycle. 

CDK1  Cyclin-dependent kinase 1 

Serine/threonine kinase. Associates with Cyclin A to promotes G2 progression, then 
switches to Cyclin B binding which is required for M phase entry. 

CDK1 levels, as well as phosphorylation of CDK1 were analysed by immunoblot analysis over 
an infection timecourse of 24h. While VACV was not found to modulate CDK1 protein 
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expression, it was observed that CDK1 in infected cells was more phosphorylated on Tyr15 
(i.e. inhibited) than mock infected controls. 

CDK2 Cyclin-dependent kinase 2 

Serine/threonine kinase. Associates with Cyclin E at the G1/S border to promote S phase 
entry, then binds Cyclin A which promotes S phase completion. 

Protein levels were analysed by immunoblot over an infection timecourse of 24h. No viral 
modulation of CDK2  levels was observed. 

CDK4 Cyclin-dependent kinase 4 

Serine/threonine kinase. Promotes G1/S transition; phosphorylates and thus inhibits 
cellular Rb. Requires Cyclin D for cyclic activation. 

Protein levels were analysed by immunoblot over an infection timecourse of 24h. No viral 
modulation of CDK4 levels was observed. 

CDK6 Cyclin-dependent kinase 6 

Serine/threonine kinase. Promotes G1/S transition; phosphorylates and thus inhibits 
cellular Rb. Requires Cyclin D for cyclic activation. 

Protein levels were analysed by immunoblot over an infection timecourse of 24h. CDK6 
levels were observed to decrease upon infection, compared to mock infected controls. 

CDK7 Cyclin-dependent kinase 7 

Serine/threonine kinase. Catalytic subunit of the CDK-activating kinase (CAK) complex which 
is required for activation of other cell cycle regulatory proteins including CDK1/2/4/6. 

Protein levels were analysed by immunoblot over an infection timecourse of 24h. No viral 
modulation of CDK7 levels was observed. 

Cdt1 Chromatin licensing and DNA replication factor 1 

Cellular DNA replication licensing factor, essential for pre-replication complex assembly, 
loading of the MCM complex onto DNA 

Cell cycle-dependent expression exploited as a marker for G1 phase. Used both untagged 
in immunoblots and fluorescently tagged in the stable HeLa FUCCI cell line (Sakaue-Sawano 
et al., 2008). 

Chk1 Chk1 

Serine/threonine-protein kinase. Effector kinase in the ssDNA damage response pathway: 
activated ATR propagates the signal by phosphorylating Chk1, which triggers a biochemical 
cascade that results in inhibition of S phase progression and prevents M phase entry. 
Modulates activity of key effectors such as the M phase promoting phosphatases Cdc25A 
and Cdc25C. 

VACV infection was shown to cause activation of Chk1, as was measured by phosphorylation 
of Chk1 at Ser345. Activated Chk1 was observed by immunofluorescence to be enriched in 
VACV replication sites. Chemical inhibition of Chk1 was found to inhibit viral late gene 
expression while allowing for viral early gene expression. 

Chk2 Chk2 

Serine/threonine-protein kinase. Effector kinase in the dsDNA damage response pathway: 
activated ATM propagates the signal by phosphorylating Chk2, which triggers a biochemical 
cascade that results in inhibition of S phase progression and prevents M phase entry. 
Modulates activity of key effectors such as p53 and p21. 

The viral kinase F10 was shown to cause activation of Chk2, as was measured by 
phosphorylation of Chk2 at Thr68. Activated Chk2 was observed by immunofluorescence to 
be enriched in VACV replication sites. Chemical inhibition of Chk1/2 was found to inhibit 
viral late gene expression while allowing for viral early gene expression. 

Cyclin A Cyclin A 

CDK activating protein, S/G2 transition and G2 progression. 
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VACV was previously reported to reduce Cyclin A expression (Wali and Strayer, 1999b). 
These findings were confirmed in this study and VACV infection was found to reduce Cyclin 
A levels compared to mock infected controls (measured by immunoblot analysis). 

Cyclin B Cyclin B 

CDK activating protein, G2/M transition and M phase progression. 

VACV was previously reported to alter expression of Cyclin B (Wali and Strayer, 1999b). 
However, immunoblot analysis in this study could not confirm these findings and Cyclin B 
levels were not measured to modulated by VACV infection (assessed by immunoblot 
analysis). 

Cyclin D Cyclin D 

CDK activating protein, G1 and G1/S - specific protein 

Required for G1 progression and S phase entry. Immunoblot analysis of VACV infected cells 
showed no viral modulation of Cyclin D protein levels compared to mock infected controls. 

Cyclin E Cyclin E 

CDK activating protein, G1/S - specific protein 

Cyclin E levels were analysed by immunoblot over an infection timecourse of 24h. No viral 
modulation of Cyclin E levels was observed. 

DNA-PK DNA-dependent protein kinase catalytic subunit 

Serine/threonine protein kinase. 

Sensor for (cellular) DNA damage. Part of the ssDNA damage response. Has been previously 
been reported to have anti-poxviral activity and is counteracted the by the VACV proteins 
C4 and C16 (Ferguson et al., 2012; Peters et al., 2013; Scutts et al., 2018). In this study, 
chemical inhibition of DNA-PK was not found to affect VACV replication. 

Geminin Geminin 

Cellular inhibitor of cellular DNA replication. Blocks association of the MCM complex with 
the pre-replication complex. 

Cell cycle-dependent expression exploited as a marker for S/G2/M phase. Used both 
untagged in immunoblots and fluorescently tagged in the stable HeLa FUCCI cell line 
(Sakaue-Sawano et al., 2008). 

MCM2 Minichromosome maintenance protein 2 

Subunit of the MCM2-7 complex required for cellular DNA replication initiation and 
elongation 

Used as a marker to distinguish quiescent from dividing cells by immunoblot analysis. 

Mdm2 (Mouse) double minute 2  

E3 ubiquitin-protein ligase 

Destabilizes the tumour suppressor p53 by ubiquitination and directs its proteasomal 
degradation in unstressed cells. VACV was found in this study to cause degradation of 
Mdm2 in a viral kinase B1 and/or viral pseudokinase B12 dependent manner. 

MEK1 Mitogen-activated protein kinase 1 (MAP2K1) 

Serine/threonine kinase. Part of the MAP kinase signalling pathway. Extracellular factors 
(e.g. mitogens, growth factors, and cytokines) associate with the receptor Ras, which then 
activates Raf1. Raf1 promotes activation of MEK1. This regulates several cellular effects 
such cell growth, and cell division. 

The effect of chemical inhibition of MEK1 on VACV replication was tested. MEK1 inhibition 
was not found to negatively affect the viral life cycle at the tested concentrations. 

P21 P21, Waf1, Cip1 

Member of the Cip/Kip family of CDK inhibitors (CKI). Context-dependent function: in the 
presence of mitogens assists G1/S transition. In the absence of cell cycle stimulatory factors 
inhibits CDKs, thus preventing cell cycle progression. 
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VACV infection was found to dynamically regulate cellular levels of p21 (induction coinciding 
with viral early gene expression, degradation coinciding with viral late gene expression). F10 
was shown to be sufficient and required to degrade p21 late during infection. 
 

P53 P53 

Transcription factor and tumour suppressor. Relays and integrates signals from different 
cellular pathways in response to stresses such as DNA damage, hypoxia, and starvation. 
Induces cell cycle arrest to allow for e.g. DNA repair, or apoptosis if the damage is 
irreparable. Transcription factor for p21. 

VACV infection was observed to cause degradation of p53 (Wali and Strayer, 1999b; Yoo et 
al., 2008). However, p53 was found to be dispensable for the VACV-induced cell cycle arrest. 
The p53 stabilizing drug Nutlin-3 was shown to inhibit viral late gene expression and to 
prevent VACV from shifting the cell cycle. 

PCNA Proliferating cell nuclear antigen 

Subunit of the cellular DNA polymerase delta, processivity factor, and implicated in cellular 
DNA damage response. 

Used as a marker to distinguish quiescent from dividing cells by immunoblot analysis. Was 
reported to be involved in VACV genome replication (Postigo et al., 2017). 

PIM1 PIM1 

Serine/threonine protein kinase 

Phosphorylates and stabilizes the CKI p21 (Wang et al., 2002). Shares sequence homology 
with the viral kinase B1. 

PIM2 PIM1 

Serine/threonine protein kinase 

Phosphorylates and stabilizes the CKI p21 (Wang et al., 2010). Shares sequence homology 
with the viral kinase B1. 

Rb Retinoblastoma-associated protein 

Transcriptional repressor. Hypophosphorylated (active) Rb binds to the cellular 
transcription factor E2F1, prevents transcription of its target genes, thus inhibiting G1/S 
progression. Serine/threonine protein kinase 

Dysregulation of Rb activity is observed in several viral infections. VACV was shown to cause 
hypophosphorylation of Rb. However, Rb(hypo) was found to be inactivated by 
sequestration into a complex with the TFIIIB subunit Brf1 (Yoo et al., 2008). 

Wee1 Wee1 

Tyrosine protein kinase 

Inhibitory phosphorylation of CDK1 on Tyr15, thus blocking M entry. Chemical inhibition of 
Wee1 was found to inhibit VACV replication after early and before late viral gene 
expression. 
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List of Viral Proteins 

 

Protein abbreviation Protein name (gene name) Viral expression 

Protein function  

Relevance to study 

 

A24 DNA-directed RNA polymerase 133kDA 
polypeptide RPO132, A24 (A24R) 

Early and prepackaged 

Subunit of the DNA-dependent RNA polymerase. Required for early, intermediate, and late 
viral gene transcription. 

siRNA knockdown of A24 was used as an experimental mean to inhibit viral intermediate 
and late gene expression, while allowing for viral genome replication. 

B1 Serine/threonine protein kinase B1 (B1R) Early and prepackaged 

Promotes viral genome replication by phosphorylating and thus inhibiting the host antiviral 
factor BAF1, as well as the viral pseudokinase B12. Loss of B1 prevents viral genome 
replication (Olson et al., 2017; Wiebe and Traktman, 2007). 

siRNA knockdown of B1, or a temperature sensitive VACV mutant with a non-functional 
version of B1 were used as an experimental mean to inhibit viral genome replication and 
viral post-replicative gene expression while allowing for viral early gene expression. 
Additionally, B1 and/or its pseudokinase B12 were found to be required for VACV-mediated 
degradation of cellular p53 and Mdm2. B1 was found to be dispensable for both the 
observed VACV-induced cell cycle arrest and shift. 

B12 Probable serine/threonine protein kinase B12 
(B12R) 

Early 

Paralog pseudokinase of B1. Represses viral genome replication in the absence of B1 
through an unknown mechanism. B1 represses B12 (Olson et al., 2017, 2019). 

In this study a recombinant VACV strain (ΔB1mutB12) was used that lacks B1 and has an 
additional mutation in B12 which renders the virus replication competent. ΔB1mutB12 
could no longer direct degradation of p53, nor Mdm2 but was found to still block host cell 
cycle progression. 

D5 Primase/helicase D5 (D5R) Early and prepackaged 

Required for VACV core degradation, genome uncoating and replication (Kilcher et al., 
2014). 

siRNA knockdown of D5, or temperature sensitive VACV mutants with non-functional 
versions of D5 were used as an experimental mean to inhibit viral genome uncoating and 
post-uncoating steps while allowing for viral early gene expression. 

E9 DNA polymerase E9 (E9L) Early 

Viral DNA synthesis. 
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siRNA knockdown of E9 was used as an experimental mean to inhibit viral genome 
replication and viral post-replicative gene expression while allowing for viral early gene 
expression and viral genome uncoating. 

F10 Serine/threonine protein kinase F10 (F10L) Late and prepackaged 

F10 is required for several steps during VACV morphogenesis: recruitment of cellular 
membranes to initiate crescent formation; transition of immature virions into mature 
virions (forms a dynamic phosphorylation network with H1). Additional function in 
modulation of the host cytoskeleton and stress fibre formation (Greseth et al., 2017; Novy 
et al., 2018; Punjabi and Traktman, 2005). 

This study has identified F10 as required and sufficient to activate the cellular DNA damage 
response as marked by phosphorylation of Chk2. Additionally, F10 was found to be required 
and sufficient to cause degradation of cellular p21 late during VACV infection. 

F17 Phosphoprotein (F17R) Late and prepackaged 

Required for virion maturation and infectivity (Wickramasekera and Traktman, 2010). 
Prevents cytosolic sensing by dysregulation of mTOR (Meade et al., 2018). 

Used as a marker for viral late gene expression in immunoblots 

H1 Dual specificity protein phosphatase H1 (H1L)  Late and prepackaged 

Dephosphorylates the viral early transcription factor A7, which is required for 
transcriptional competence of the virus. Negatively regulates the viral protease I7, which is 
involved in VACV morphogenesis (Liu et al., 1995; Novy et al., 2018). Immunomodulatory 
functions: prevents Stat1 activation (Najarro et al., 2001). 

Genetic deletion of H1 was used as an experimental mean to test for the requirement of 
viral early gene expression and/or the phosphatase H1 itself in blocking and/or shifting the 
host cell cycle. 

I3 Protein I3 (I3L) Early and intermediate 

Single stranded DNA binding protein, interacting with viral genomes, undefined function in 
viral genome replication (Greseth et al., 2012, 2018). 

Used as a marker for viral early gene expression in immunoblots 
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1 Introduction 

1 Poxviruses and vaccinia virus 

1.1 Poxviruses: A general overview 

 
Viruses are ancient, obligate intracellular parasites that have co-evolved with their hosts for 

millions of years. As such they have developed highly diverse morphologies, host range 

tropisms, and replication strategies. 

 

Poxviruses are amongst the largest and most complex viruses known to date. They package a 

single, linear 120-360 kbp double-stranded DNA genome, which encodes over 200 ORFs 

(Moss, 2007). Owing to the large coding capacity, poxviruses replicate more autonomously 

from the host cell than other viruses. They encode and pre-package their own transcription 

and replication machinery which allows viral replication to occur in the cytoplasm (Cyrklaff et 

al., 2005; Moss, 2013). While poxviral DNA replication is independent of the nuclear DNA 

machinery, viral proteins are translated on host ribosomes. These viral proteins modulate and 

highjack (almost) every cellular pathway to promote productive infection. Horizontal gene 

transfer armed poxviruses with an arsenal of immune-modulatory factors that help to avoid 

detection by the immune system, as well as subversion of apoptotic pathways (McFadden et 

al., 1995). 

 

Poxviruses have a broad host and cell tropism, although their primary cell type is thought to 

be epithelia (McFadden, 2005). Highlighting this, the Poxviridae family is subdivided into the 

Chordopoxvirinae that infect vertebrates, and the Entomopoxvirinae that infect insects (Figure 

1-1). The Chordopoxvirinae are further subdivided into eight genera, including the 

Orthopoxviruses, Leporipoxviruses, and Molluscipoxviruses (Moss, 2007). The most well-

studied genera are the Orthopoxviruses which comprise the etiological agent of smallpox 

variola virus (VARV), the prototype poxvirus vaccinia virus (VACV), and two poxviruses which 

are known to cause zoonotic infections, monkeypox (MPXV) and cowpox virus (CPXV).  
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Figure 1-1 Poxviridae family phylogenetic tree. 

 

Although the origin of poxviruses remains enigmatic, DNA sequencing and bioinformatics 

analysis showed the Poxviridae family to be closely related to other DNA virus families such as 

the Asfaviridae, Iridoviridae, Phycodnaviridae, and Mimiviruses (Iyer et al., 2001; Suzan-Monti 

et al., 2006). 

 

 

1.2 Medical history of poxviruses 
 

In 1980 the world witnessed the first and, to date, only eradication of a human pathogen: 

variola virus (VARV), the causative agent of smallpox. Smallpox infections start with non-

specific symptoms such as fever and fatigue, before developing the characteristic virus filled 

lesions that spread across the entire body of an infected individual (Behbehani, 1983). With a 

mortality rate of 15-45% variola major killed 2-3 million people a year, amounting to 300 to 

540 million casualties in the 20th century alone (Aylward and Birmingham, 2005; Behbehani, 

1983; Selgelid, 2004). This makes smallpox the deadliest human pathogen that has been 

described (WHO).  

Highlighting the social impact and ancient history of VARV, the Indian God Kakurani is 

dedicated to smallpox and descriptions of smallpox-like symptoms can be found already in 

ancient Indian and Chinese writings (Behbehani, 1983). Although the biological origins of VARV 

remain enigmatic, it is speculated that VARV might have evolved from Camelpox (Behbehani, 

1983). Global traders and invaders brought the disease to Europe and North Africa around 570 
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AD. Spanish invaders spread smallpox across the Atlantic to the Americas where 3.5 millions 

Aztecs were killed by introduction of VARV.  

The history of smallpox is closely linked to the history and discovery of vaccination as a 

preventative treatment. In 1122 BC China reported a novel immunization process against 

smallpox, so-called “variolation”. Susceptible individuals would sniff or swallow scab material 

from smallpox lesions in order to gain protective immunity. However, this early form of 

vaccination was associated with considerable risks and inoculated patients frequently 

developed smallpox infections. The breakthrough in combatting smallpox was made in 

England in the 18th century. Several physicians observed that dairy maids who were previously 

infected with cowpox seemed protected from subsequent smallpox infections (Behbehani, 

1983). One of the physicians, Dr. Edward Jenner, systematically researched the protective 

immunization of cowpox and discovered that passaging of cowpox through a human host 

increased the effectiveness of immunization. In 1796 Dr. Edward Jenner coined the term 

variolae vaccinae (smallpox of the cow) which he used to describe the inoculation of 

individuals with cowpox to confer immunity against subsequent smallpox infection. Despite 

initial scepticism, vaccination became recognized as a safe and effective preventative 

treatment to combat smallpox (Behbehani, 1983). Almost 200 years after the invention of 

vaccination, smallpox was targeted for eradication in a world-wide vaccination program. The 

Smallpox Eradication Program from 1966-1980 spearheaded by the WHO immunized 

individuals with three different vaccines based on live, replicating poxvirus. Although the 

origin remains unknown, the virus has been isolated and was termed vaccinia (VACV). The 

WHO noted the last natural case in Somalia in 1977 before smallpox was officially declared 

eradicated in 1980 (Okwo-Bele and Cherian, 2011).  

Although smallpox is eradicated, poxviruses are still recognized as a potential threat to global 

health (WHO, 2015). Recent advancements in synthetic biology allowed Noyce and co-workers 

to bring previously extinct horsepox back from the dead by recreating it from synthetic DNA 

fragments (Noyce et al., 2018). This opens up the possibility of reconstituting VARV and its use 

as a bioterrorist agent. However, poxviruses do not only pose a threat through deliberately re-

created and released viruses: Zoonotic transmission of monkeypox has a reported fatality rate 

of 10-15%. Monkeypox is endemic in Africa but sporadic outbreaks have also been reported 

in the USA and in individual cases in the UK (Nolen et al., 2016; Vaughan et al., 2018). 

Treatment of poxvirus infections relied on non-poxvirus specific anti-virals such as cidofovir, 

which has originally been approved for treatment of cytomegalovirus. Limited specificity and 

bioavailability required the development of improved, specific anti-poxvirals (De Clercq, 
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2002). In 2018, the first orthopox-specific anti-viral was globally approved (Hoy, 2018). 

Tecovirimat (TPOXX) inhibits the wrapping protein F13 and therefore prevents formation and 

egress of EVs. Although a considerable advancement in poxvirus therapeutics, TPOXX remains 

the only orthopoxviral-specific compound approved by the FDA for use in humans. Given the 

continued threat to global health by poxviruses, further research of poxvirus - host 

interactions are essential in order to improve and expand current treatment options. 

 

However, poxviruses have not only been recognized for their disease potential but also as a 

promising biotechnological vector for gene therapy (cf. section 2.3). Additionally, poxviruses 

have co-evolved with their cellular host for thousands of years and have developed strategies 

to manipulate and exploit almost every cellular pathway. Together with the possibility to 

genetically modify their genome, this makes poxviruses an excellent molecular tool to study 

host cell biology.  

 
 
 

2 Vaccinia Virus 
 

2.1 Morphology and composition of the virion 
 
Poxviruses, including VACV, produce two types of infectious particles during infection: mature 

virions (MVs), and enveloped virions (EVs). Whereas MVs are wrapped in a single membrane 

which contains the viral fusion machinery, EVs contain an MV-like particle that is surrounded 

by a second lipid bilayer (Figure 1-2) (Payne, 1978, 1979; Smith et al., 2002). MV-like particles 

contained in EVs are distinct from MVs as they lack the viral protein A26 (Ulaeto et al., 1996). 

EVs are exocytosed from 8hpi onwards and mediate short range virus spread within a tissue 

(Payne, 1980). MVs on the other hand are released by cell lysis after ca. 72hpi and are required 

for long range host-to-host transmission (Moss, 2007; Smith et al., 2003). 

VACV virions were first visualized by electron microscopy (EM) as large, brick-shaped particles, 

measuring 360 x 270 x 250 nm  (Cyrklaff et al., 2005; Griffiths et al., 2001; Hollinshead et al., 

1999; Nagler and Rake, 1948; Roos et al., 1996; Sodeik and Krijnse-Locker, 2002). MVs are 

composed of approximately 80 different structural proteins arranged into three main 

structural elements (Condit et al., 2006; Cyrklaff et al., 2005; Easterbrook, 1966; Goebel et al., 

1990; Hollinshead et al., 1999; Ichihashi, 1996): the dumbbell shaped core containing the viral 

dsDNA genome and early transcription system, two lateral bodies (LBs) that flank the core, 

and a single-lipid bilayer membrane containing 26 membrane proteins, half of which are 
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dedicated to fusion (Bisht et al., 2008; Gray et al., 2018; Moussatche and Condit, 2015; Ojeda 

et al., 2006; Senkevich and Moss, 2005).  

 

Figure 1-2 Vaccinia virion structure. 

[A] VACV as seen by electron microscopy (image: Dr. Jason Mercer). The dumbbell-shaped core (C) contains the 
viral dsDNA genome and is flanked by two proteinaceous structures called lateral bodies (LB). The virion is 
surrounded by a lipid bilayer envelope. [B] Schematic representation of an MV (left) and an EV (right). Outlined are 
the viral genome, the dumbbell-shaped core, the two lateral bodies and the entry fusion complex (red) at the tips 
of the virions.  
 
 

The virion core contains the 192 kbp VACV genome which encodes approximately 200 genes. 

Within the core, the genome is packed into highly condensed structures termed nucleoids, 

which assemble to form 30-40nm thick helical tubules, comparable to cellular chromosomes 

(Goebel et al., 1990; Griffiths et al., 2001; Holowczak et al., 1975; Malkin et al., 2003; Müller 

and Peters, 1963).  

The LBs are two proteinaceous structures that reside on either side of the core. Although the 

exact composition and function of the LBs is unclear, they have been shown to pre-package 

(viral) effector proteins, including the main component F17, G4, and the viral phosphatase H1. 

Upon viral entry, the LBs are degraded in a proteasome-dependent manner to release the pre-

packaged proteins that were proposed to function as cytoplasmic immune-modulators 

(Schmidt et al., 2013). Therefore, the LBs offer an immediate delivery system of pre-

synthesised effector proteins that do not require de novo protein synthesis.     

 

2.2 VACV replication cycle 
 

The virus life cycle has co-evolved with its host cell to efficiently produce a large number of 

infectious progeny virions. VACV encodes over 200 proteins which allow the virus to highjack 

(almost) every cellular process to promote its own replication. Unique amongst DNA viruses, 

the poxvirus life cycle takes place only in the cytoplasm of infected cells, and no nuclear 

replication stage has been observed.  
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The complex VACV replication consists of temporally cascaded phases which each depend on 

completion of the previous step (Figure 1-3). The virus life cycle begins with attachment to the 

host cell where virions use apoptotic mimicry to trigger their own uptake by macropinocytosis 

(Mercer and Helenius, 2008a; Mercer et al., 2010; Schmidt et al., 2011a). However, a subset 

of virions is able to directly fuse at the plasma membrane, thus bypassing the endocytic 

internalisation step (Moss, 2006). Like all viruses that enter by endocytosis, VACV takes 

advantage of the environment within its endocytic carriers, macropinosomes, to facilitate 

infection. Acidification and macropinosome maturation promotes fusion of the viral and 

delimiting macropinosome membrane, which releases the viral core into the cytoplasm 

(Armstrong et al., 1973; Carter et al., 2005; Rizopoulos et al., 2015a). After entry into the host 

cytosol, lateral bodies are degraded to release pre-packaged (viral) effector proteins (Schmidt 

et al., 2013). The reducing environment of the cytosol stimulates expression of viral early 

genes within the intact core by the pre-packaged viral transcription machinery (Broyles et al., 

1988; Gross and Shuman, 1996; Hu et al., 1998; Moss, 1990; Resch and Moss, 2005; Yang and 

Moss, 2009). The transcribed viral RNAs (vRNAs) are exported through pores in the core and 

are translated on host ribosomes into proteins required for viral DNA replication and 

uncoating (Kates and McAuslan, 1967; Kates et al., 1968; Kilcher et al., 2014; Munyon et al., 

1967). After uncoating, the viral genome is released into the cytosol and accumulates in 

discrete cytosolic structures, so-called viral factories, where the viral DNA is replicated (Mercer 

et al., 2012; Schmidt et al., 2013; Welsch et al., 2003). Viral genome replication allows for viral 

intermediate and late gene expression. Intermediate genes mostly encode transcription 

factors that direct the late stage of viral gene expression, whereas the viral late genes encode 

structural proteins that form new progeny virions during morphogenesis. In addition to 

structural proteins, late genes also encode the viral early transcription machinery which is 

packaged in the assembling virions for the next round of infection (Moss, 2013). Assembly of 

the new virions occurs within electron-dense, perinuclear sites which localize close to the 

MTOC (Tolonen et al., 2001). Although only incompletely characterized, VACV morphogenesis 

is initiated by membrane crescent formation. These viral membranes were described to 

“scoop up” all the components required for formation of an infectious virion, the viroplasm, 

excluding the viral DNA (Szajner et al., 2003, 2004). These immature virions (IVs) are filled with 

viral DNA through an unknown mechanism. Maturation of IVs to MVs requires proteolytic 

processing of several viral proteins, as well as complex dynamic phosphorylation (Ansarah-

Sobrinho and Moss, 2004; Byrd and Hruby, 2005; Byrd et al., 2002; Mercer and Traktman, 

2005; Novy et al., 2018; Whitehead and Hruby, 1994). Once fully processed, MVs are either 
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stored until cell lysis, or they are wrapped in two additional Golgi-derived membranes to form 

wrapped virions (WVs) (Condit et al., 2006; Sivan et al., 2016). WVs are transported to the 

plasma membrane where they undergo egress by fusion of the outermost membrane to be 

released as extracellular enveloped virions (EEVs), thus completing one round of VACV 

replication. 

 

 

 

Figure 1-3 VACV replication cycle. 

The VACV life cycle takes place only in the cytoplasm of infected cells. The virus life cycle begins with attachment 
to the host cell and uptake by macropinocytosis. Acidification and macropinosome maturation promote fusion, 
which releases the viral core into the cytoplasm. Viral early genes are expressed and promote genome uncoating. 
Released viral genomes are replicated in the cytosol, which allows for viral intermediate and late gene expression. 
Viral late gene expression is followed by morphogenesis which produces two different forms of infectious particles: 
the double wrapped enveloped virions (EVs), and the single wrapped mature virions (MVs). 

 

 

 

 

 

 

 

2.2.1 VACV entry and fusion 
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Poxviral attachment and entry mechanisms have been controversially discussed and it was 

suggested that VACV strains differed in their entry mechanisms  (Bengali et al., 2009). As I have 

been using the VACV strain Western Reserve (WR) throughout this study, this section focuses 

on the reported uptake mechanisms for WR. 

During its life cycle, VACV produces two infectious forms of virions, MVs and EVs which show 

distinct but converging entry mechanisms (Figure 1-4). VACV entry is initiated by attachment 

of virions to the cell surface. MVs attach to glycosaminoglycans (GAGs) and extracellular 

laminin on the host cell surface. Binding requires the MV protein H3 that interacts with 

chondroitin sulfate, A26 which mediates attachment to laminin, as well as D8 and A27 which 

bind heparin sulfate (Chiu et al., 2007; Chung et al., 1998; Hsiao et al., 1998, 1999; Lin et al., 

2000). While GAG binding is the primary mechanism for MV attachment, GAG-independent 

mechanisms have been described and were suggested to account for the broad VACV host cell 

tropism (Foo et al., 2009; McFadden, 2005). As MVs and EVs have distinct molecular surfaces 

they do not share any epitopes and were shown to rely on different factors for attachment. 

While no attachment factors for EVs have been described so far, the cellular protein Gas6 was 

hypothesised to link phosphatidylserine in the EV membrane to the cell surface receptor 

kinase Axl (Morizono et al., 2011; Vanderplasschen and Smith, 1997). 

Virions that are attached to the cell surface trigger their own uptake by apoptotic mimicry 

(Mercer and Helenius, 2008a). Phosphatidylserine (PS) in the MV membrane allows virions to 

“pose” as apoptotic bodies which induces their uptake by macropinocytosis (Mercer and 

Helenius, 2008b; Zwartouw, 1964). Macropinocytotic uptake is paralleled by largescale actin 

and plasma membrane rearrangements, causing cell blebbing (Mercer and Helenius, 2008b). 

Fusion of the viral and macropinosome membrane, which releases the viral core into the 

cytoplasm, relies on macropinosome maturation (Rizopoulos et al., 2015b). VACV containing 

macropinosomes mature in parallel to classical endosomes, going through an early to late 

Rab5 to Rab7 exchange, phosphoinositide switch, and gradual acidification.  

 

In order to deliver the viral core into the cytosol, the virus needs to fuse its envelope 

membrane with the delimiting membrane of the macropinosome. Poxviral fusion is catalysed 

by the entry fusion complex (EFC) which consists of 11 proteins that are structured into 

functional subdomains (Gray et al., 2018, 2016; Moss, 2006, 2012). Each EFC protein is 

individually required for fusion and deletion either causes a defect in hemifusion (A16, A21, 

F9, G3, G9, H2, J5, and O3), or full fusion (A28, L1, L5) (Moss, 2012). In the case of MV fusion, 

the acidic pH 4.5-5.0 of late macropinosomes activates the entry/fusion complex within the 
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MV membrane (Rizopoulos et al., 2015b; Townsley et al., 2006). Although this process is only 

incompletely understood, it has been suggested to involve pH-dependent inactivation of the 

fusion suppressor A26 (Chang et al., 2012). 

 

 

Figure 1-4 Entry mechanisms for MVs and EVs. 

After attachment to the host cell plasma membrane MVs and EVs enter the cell by macropinocytosis. In case of the 
single-wrapped MVs acidification of the macropinosome activates the fusion machinery, located at the tips of the 
virions. Fusion with the delimiting membrane of the macropinosome releases the core into the host cell cytosol. As 
EVs have an additional membrane, acidification of the macropinosome is required to promote rupturing of the 
outer EV envelope in order to expose the underlying fusion machinery. EVs were also reported to enter the cell by 
direct fusion at the plasma membrane, thus directly releasing the core into the cytosol without prior acidification 
step.  

 

Since EVs are surrounded by an additional membrane that shields the EFC, EV fusion requires 

an additional membrane rupture step. It has been shown that EV membrane rupture is acid 

mediated and also relies on macropinosome maturation (Schmidt et al., 2011b). While the 

molecular details remain unclear, the major EV membrane proteins A34 and B5 have been 

suggested to render the membrane susceptible to acidic destablilization (Roberts et al., 2009; 

Schmidt et al., 2011b). Removal of the EV membrane exposes the underlying EFC in the MV 

membrane to promote fusion and release the viral core (Schmidt et al., 2011b). In addition to 

pH-mediated fusion, EVs have been shown to fuse directly at the plasma membrane (Law et 

al., 2006; Roberts et al., 2009; Vanderplasschen et al., 1998). 
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Upon release into the cytosol, the two lateral bodies (LBs) that flank the core are degraded by 

the host cell proteasome. Degradation of the main LB component F17 was found to be 

required to release pre-package viral factors, such as the viral phosphatase H1 (Schmidt et al., 

2013). Released H1 then dephosphorylates STAT1 to abrogate IFN-γ stimulated anti-viral 

immune responses (Najarro et al., 2001; Schmidt et al., 2013).   

 

 

2.2.2 Viral early gene expression and core disassembly 

 

During extracellular transmission, the viral dsDNA genome is supercoiled and protected within 

the proteinaceous virus core. The core needs to be disassembled to release the genome and 

allow for genome replication upon entry into the host cell. Therefore, the core has a context 

dependent role as either protective shell or a barrier to replication. Viruses have solved this 

problem by generating cores or capsids that exist in an intrinsically meta-stable state which 

responds to internal as well as external stability cues (Greber et al., 1994; Kilcher and Mercer, 

2015). Poxviruses release their genome from the core in a unique two-step uncoating process.  

The first step, core activation, occurs after release of the core into the cytosol. The redox 

environment of the host cytoplasm reduces and therefore breaks the disulphide bonds within 

the viral core (Locker and Griffiths, 1999; Schmidt et al., 2013). Core activation causes distinct 

morphological changes and expansion transforms the biconcave core into an oval structure. 

Prepackaged within the core is the viral early transcription machinery, including the viral DNA-

dependent RNA polymerase subunit A24, L3, the RNA-helicase I8, and the viral early 

transcription factor A7  (Baroudy and Moss, 1980; Broyles et al., 1988; Gross and Shuman, 

1996; Hooda-Dhingra et al., 1990; Hu et al., 1998; Moss, 1990; Resch and Moss, 2005; Yang 

and Moss, 2009). Deletion of any component of the transcription machinery was found to 

inhibit the formation of virus particles (Hu et al., 1998; Resch and Moss, 2005). Although not 

part of the transcriptional machinery, genetic deletion of the VACV phosphatase H1 produces 

infectious virions that are transcriptionally incompetent (Liu et al., 1995). Recently, H1 has 

been found to dynamically dephosphorylate the early transcription factor A7, which is critical 

for transcriptional competence of the progeny virions (Novy et al., 2018). 

Upon core activation, preassembled complexes of viral RNA polymerase and early 

transcription factors are triggered to transcribe early genes while the core is still intact 
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(Broyles, 2003; Rohrmann et al., 1986; Yang and Moss, 2009). The ca. 80 different viral mRNAs 

are exported into the cytosol via pores in the viral core to be translated by host ribosomes 

(Chou et al., 2012; Yang and Moss, 2009). The early wave of genes encodes viral proteins that 

are required in subsequent viral DNA replication, such as the viral kinase B1, the viral AAA+ 

ATPase D5, and the viral polymerase E9; proteins that serve as intermediate transcription 

factors such as A24; and proteins that have immune-modulatory functions (Chou et al., 2012). 

Early gene expression triggers the second stage of core disassembly called core uncoating. 

Viral genome uncoating requires expression of the viral uncoating factor D5 and the ubiquitin-

proteasome system, although the exact mechanism remains unknown (Kilcher et al., 2014; 

Mercer et al., 2012; Satheshkumar et al., 2009; Schmidt et al., 2013). Once uncoated, the 

genome is accessible for DNA replication factors and replication of the genome can start.      

 

 

2.2.3 Viral DNA replication 

 
VACV DNA replication occurs exclusively in the cytoplasm (Moyer, 1987) in distinct, electron 

dense structures termed viral factories (Kajioka et al., 1964; Katsafanas and Moss, 2007). 

These sites of viral DNA replication are transiently surrounded with ER membrane, which 

might serve to shield the viral genome from cellular DNA sensing (Tolonen et al., 2001). 

Poxviruses encode an arsenal of proteins involved in all stages of DNA replication, including 

precursor metabolism, DNA replication and processing. These proteins include the viral 

polymerase E9, the helicase-primase D5, the Uracil DNA glycosylase D4, the processivity factor 

A20, the protein kinase B1, the late transcription elongation factor H5, and the single strand 

DNA binding protein I3 (Boyle et al., 2007; Czarnecki and Traktman, 2017; Hutin et al., 2016; 

Moss, 2013).  
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Figure 1-5 VACV genome replication by rolling hairpin strand displacement mechanism. 

Figure adapted from (Moss, 2007). VACV genome replication is initated via self-priming by nicking the DNA near 
the hairpin termini. The replisome including the virally encoded polymerase E9 synthesises the new genome from 
3’ to 5’ end. The new ends fold back onto themselves to reform the hairpins. As the rest of the genome is copied, 
a concatamer of two, or up to four genomes is formed which is then cleaved into single genomes by the viral 
resolvase A22. 
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Although the replication mechanism of poxviruses is incompletely understood, genome 

replication is generally thought to proceed via a rolling hairpin strand displacement 

mechanism (Du and Traktman, 1996; Moss, 2013; Pogo et al., 1984) (Figure 1-5). Once released 

from the core, the viral genome is coated with the viral ssDNA binding protein I3 and H5, which 

as of now has no clear function in viral DNA replication (Beaud and Beaud, 1997; Rochester 

and Traktman, 1998). Replication is initiated via self-priming: while the origin of the free 3’ 

end remains unidentified, the viral DNA is thought to get nicked near the hairpin termini at 

one or both ends of the genome  (Senkevich et al., 2015). They thus generated free 3’ end to 

primes the viral replisome complex consisting of the DNA polymerase E9, the uracil-DNA 

glycosylase D4, and the accessory protein A20 (Moss, 2007). Sharing homology with eukaryotic 

polymerases, the  viral E9 DNA polymerase then starts to synthesise VACV DNA from the 3’ to 

the 5’ end (Tattersall and Ward, 1976; Wang et al., 1989). As the ITR regions are 

complementary, the newly replicated DNA strand folds back on itself to form the hairpin for 

the newly synthesized genome. The replisome continues to copy the DNA, extending 

deoxynucleotides towards the distal hairpin terminus. As the remaining genome is copied, a 

concatamer of two, or up to four genomes is formed (Garcia et al., 2006; Moyer and Graves, 

1981). The juxtaposed genomes remain joined at their hairpin termini until the onset of late 

viral gene transcription. The virally encoded Holliday junction resolvase A22 cleaves the 

concatamer in its terminal hairpins to release unit-length, individual genomes (DeLange and 

McFadden, 1987; Garcia et al., 2000).  

 

Another viral protein required for viral genome replication is the viral kinase B1 (Figure 1-6). 

B1 is pre-packaged into VACV particles and is expressed early during infection. Although B1 is 

not directly involved in the synthesis or processing of viral DNA, genetic deletion or loss of its 

kinase activity prevents genome replication (Condit and Motyczka, 1981; Condit et al., 1983; 

Rempel and Traktman, 1992). B1 has been shown to promote viral genome replication by 

suppressing the host antiviral barrier to autointegration factor (BAF). In the absence of B1, BAF 

detects and binds to viral DNA in the cytosol thus inhibiting viral genome replication and 

intermediate viral gene transcription (Ibrahim et al., 2011, 2013; Wiebe and Traktman, 2007). 

Although the detailed mechanism of BAF-mediated inhibition remains to be established, it was 

suggested that BAF compacts and aggregates viral DNA, thus prevent efficient replication 

(Ibrahim et al., 2011). The antiviral activity of BAF depends on its ability to bind DNA, which 

can be inhibited by phosphorylation (Ibrahim et al., 2011; Wiebe and Traktman, 2007). B1-

mediated phosphorylation of BAF prevents its association with viral DNA thus inhibiting its 
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antiviral function. Apart from BAF, the only described substrates of B1 are the viral DNA 

binding protein H5, p53, and the ribosomal protein Sa and S2 (Banham et al., 1993; Beaud et 

al., 1995; Brown et al., 2000; Santos et al., 2004). As these substrates have either been 

identified by in vitro phosphorylation assay, or by expressing only the B1 without the context 

of infection, the functional relevance of these modifications and substrates during the VACV 

life cycle remains to be established.  

B1 shares sequence homology with the cellular vaccinia-related kinases (VRKs) and it was 

found that expression of VRK2, and to a lesser extent VRK1, can complement B1’s function in 

viral genome replication (Boyle and Traktman, 2004; Nichols and Traktman, 2004; Olson et al., 

2017). Interestingly, the ability of VRK2 and VRK1 to rescue viral DNA replication in the absence 

of B1, was described not to depend on the inactivation of BAF (Olson et al., 2017). This 

indicated that B1 and the VRKs share another substrate which is linked to viral DNA replication. 

Recently, this substrate has been identified as the viral pseudokinase B12 (Olson et al., 2019; 

Rico et al., 2019). B12 is a paralog of B1, also expressed early during infection but without any 

reported kinase activity. In the absence of B1 and VRKs, B12 inhibits viral genome replication 

through a not yet identified mechanism. Phosphorylation by B1 and/or VRK1/2 relieves the 

DNA block mediated by the repressor B12 (Rico et al., 2019). 

 

 

Figure 1-6 Viral kinase B1 promotes viral DNA replication by inhibiting viral B12 and cellular BAF. 

Although not directly involved in viral DNA synthesis, the early expressed viral kinase B1 (orange) is required for 
viral genome replication. B1 has a dual suppressor function: it phosphorylates and inactivates the cellular antiviral 
restriction factor BAF, as well as the viral pseudokinase B12. How B12 represses viral genome replication in the 
absence of B1 is not known. 
 

 

As poxviruses seemingly encode all the required factors, poxviral DNA replication has long 

been believed to be independent of the nuclear replication machinery. However, a recent 

report questions whether viral replication is really autonomous (Postigo et al., 2017). VACV 
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was shown to activate the cellular DNA damage response (DDR) pathway (cf. section 3.3.3) in 

a pre-uncoating step. Although the function of DDR activation remains unclear, it was shown 

to be essential for VACV DNA replication and late gene expression. In contrast to previous 

reports, the authors suggested a model whereby the cellular single strand binding protein RPA 

rather than the viral I3 is recruited to nicked viral DNA. Based on pulldown experiments, RPA 

was suggested to then form a complex with the viral polymerase E9, the proposed scaffold 

protein H5, and the cellular DDR activator protein TOPBP1, thus linking the replisome complex 

to the viral DNA. Supporting this idea, RPA was found to co-localize with H5 and E9 on AraC 

stabilized genomes. In addition to DDR activation, the cellular DNA polymerase processivity 

factor PCNA was also found to be essential for VACV replication. As VACV is not known to 

encode a viral sliding clamp protein, it was suggested that PCNA might function to stabilize the 

interaction between the polymerase E9 and the viral DNA. In support of this, PCNA was found 

to interact with E9 in pulldown experiments, however it could not be visualized on viral 

genomes. Although this study provides evidence that VACV replication is not completely 

autonomous from the nuclear replication machinery, the detailed mechanism and functional 

relevance of DDR activation for viral replication remains to be established.   

 

 

2.2.4 Viral intermediate and late gene expression 

 
Post-replicative viral gene expression is divided into intermediate and late gene expression, 

which together account for ca. 90 viral ORFs. Although this expression wave is described to 

occur after genome replication, it has been suggested that genome replication is not a 

requirement per se but the delay is rather a consequence of the inaccessibility of the viral 

genome for intermediate transcription factors prior to uncoating (Keck et al., 1990; Moss, 

2007). However, since poxviral gene transcription is cascaded, intermediate expression 

requires early expression of essential transcription factors. The intermediate class of genes 

encodes the three viral transcription factors A1, A2, and G8 which are required for late gene 

expression (Keck et al., 1990; Yang et al., 2011), as well as the single strand binding protein I3 

which is also expressed early (Tseng et al., 1999). Many of the intermediate genes were shown 

to have dual specificity promoters, allowing them also to be transcribed during the late 

expression wave (Yang et al., 2011). Transcription of intermediate genes is mediated by the 

viral RNA polymerase, the capping enzyme D1, the transcription elongation factor J3, the 

helicase A18, the viral intermediate transcription factor-1 (VITF-1) E4, and VITF-3 which is a 

heterodimer of A8 and A23 (Broyles, 2003; Moss, 2007; Sanz and Moss, 1999). In addition to 
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the viral proteins, the cellular proteins G3BP and p137 were shown to form a complex which 

can direct transcription of viral intermediate genes and was therefore named VITF-2 

(Katsafanas and Moss, 2004; Rosales et al., 1994). It was speculated that VITF-2 might serve 

as a sensor of cell activation i.e. exit from quiescence in order to promote post-replicative gene 

expression only if the cellular environment is favourable. In addition to VITF-2, another cellular 

transcription factor, YY1, was shown to bind to the intermediate promoter of I3 (Broyles et al., 

1999; Oh and Broyles, 2005). Thus, although VACV encodes most of the machinery involved in 

intermediate gene expression, it also recruits select cellular proteins to assist transcription.  

 

While intermediate genes mostly encode transcription factors that direct the late stage of viral 

gene expression, viral late genes encode structural proteins that form new progeny virions 

during morphogenesis. In addition to structural proteins, late genes also encode the viral 

fusion proteins, the viral phosphatase H1, the viral kinase F10, and the viral early transcription 

machinery which is packaged in the assembling virions for the next round of infection (Lin and 

Broyles, 1994; Liu et al., 1995; Moss, 2007; Szajner et al., 2004). The major structural proteins 

that form the viral core, A3, A10, and L4 are expressed during this late transcriptional wave 

(Jesus et al., 2015; Katz and Moss, 1970; Resch et al., 2007), as well as major LB component 

F17 (Schmidt et al., 2011b; Wickramasekera and Traktman, 2010). Specific late viral 

transcription factors (VLTFs) direct transcription of late viral genes. Genetic studies have 

identified the viral A1, A2, and G8 proteins to serve as the VLTFs (Carpenter and Delange, 1992; 

Keck et al., 1990; Yang et al., 2011; Zhang et al., 1992). Additionally, the early expressed H5 

has also been described to promote late gene expression (Moss, 2007). Again highlighting the 

involvement of host factors, a fifth transcription factor termed VLTF-X was found to be 

composed of the heterogeneous nuclear ribonucleoproteins A2/B1 and RBM3 (Gunasinghe et 

al., 1998; Wright et al., 2001). Additionally, the cellular transcription factors TATA binding 

protein (TBP), SP1 and YY1 were described to be recruited to sites of viral replication (Broyles 

et al., 1999; Knutson et al., 2006; Oh and Broyles, 2005). However, it remains to be established 

how these factors are recruited and how they support viral transcription. 

 
 

 

2.2.5 Morphogenesis and spread 

 

Assembly of the new virions occurs within electron-dense, perinuclear sites which localize 

close to the MTOC and contain viral DNA as well as viral late proteins (Tolonen et al., 2001). 
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VACV morphogenesis is a highly orchestrated assembly and maturation process that requires 

extensive proteolytic processing, as well as complex dynamic phosphorylation (Ansarah-

Sobrinho and Moss, 2004; Byrd and Hruby, 2005; Byrd et al., 2002; Mercer and Traktman, 

2005; Novy et al., 2018; Whitehead and Hruby, 1994). Due to its complexity, many processes 

remain incompletely understood.  

 

Much of what is known today about VACV morphogenesis was discovered by electron 

microscopy (EM) (Condit et al., 2006; Dales and Siminovitch, 1961; Dales et al., 1978) (Figure 

1-7). The assembly of new progeny virions is marked by the formation crescent-shaped 

structures composed of a single lipid bilayer and the viral scaffold protein D13 (Heuser, 2005; 

Szajner et al., 2005) (Figure 1-7, red). In addition to D13, this initial step of membrane diversion 

requires the activity of the viral kinase F10 (Condit et al., 1983; Wang and Shuman, 1995). 

Inactivation of F10 results in the loss of any discernible, morphogenesis-associated structures 

such as crescents, or electron-dense viroplasm. After F10-assisted membrane recruitment D13 

organizes into a honeycomb lattice to stabilize the ER-derived membrane, assisted by 

additional viral proteins (Bahar et al., 2011; Moss, 2018; Weisberg et al., 2017). In order for 

crescent formation to occur, D13 requires anchoring to the ER membrane by interaction with 

the viral protein A17 (Bisht et al., 2009; Krijnse-Locker et al., 1996). A17 is a substrate for F10 

phosphorylation and its deletion causes an accumulation of membranous material in the 

absence of any functional crescents (Betakova et al., 1999; Derrien et al., 1999; Mercer and 

Traktman, 2003; Rodríguez et al., 1995, 1998). While maintaining their curvature, crescents 

then grow into spherical IVs which scoop up dense viral matter that contains all essential viral 

building blocks apart from the viral DNA (Figure 1-7, blue). As crescents are growing to form 

IVs the membrane ends are capped by the viral protein A11. Capping prevents annealing of 

the lipid bilayer and is thought to be required for incorporation of the viral genome into the 

IVs. The mechanism of how viral genomes are trafficked and packaged into the IV has not yet 

been defined. Viral DNA replication however is known to occur independently of viral 

morphogenesis (Szajner et al., 2003, 2004). Packaged DNA then starts to condense within the 

IVs, forming so-called immature virions with nucleoid (IVNs) (Condit et al., 2006) (Figure 1-7, 

yellow). 

Maturation of the IVNs into intracellular mature virions (IMVs) relies on the viral seven-protein 

complex (7PC), which includes the viral kinase F10 (Figure 1-7, green). Studies using 

temperature sensitive F10 VACV strains have shown that F10 not only functions in membrane 

recruitment but also in IMV formation (Derrien et al., 1999; Punjabi and Traktman, 2005; 
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Szajner et al., 2004). F10 kinase activity is required for association and incorporation of 

viroplasm into the IVs (Punjabi and Traktman, 2005). Each component of the 7PC, A15, A30, 

D2, D3, G7, and J1, has been shown to be individually required for virion morphogenesis 

(Cassetti et al., 1998; Chiu and Chang, 2002; Chiu et al., 2005). Again linking F10 kinase activity 

to correct progression of morphogenesis, the two 7PC components A30 and G7 were identified 

as F10 substrates and F10 phosphorylation is required for IV to IMV maturation (Mercer and 

Traktman, 2005; Szajner et al., 2001, 2003).  

 

 

Figure 1-7 The different morphological stages during VACV assembly. 

Electron microscopy image of an VACV infected cells (image: Dr. Jason Mercer). VACV morphogenesis is initiated 
by formation of membrane crescents (red). The crescents incorporate dense, viral matter (viroplasm) and grow into 
spherical immature virions (IVs, blue). Viral DNA is incorporated into IVs by an unidentified mechanism and starts 
to condense, forming immature virions with nucleoid (IVNs, yellow). IVNs mature into intracellular MVs (IMVs, 
green) through a complex process of dynamic phosphorylation and proteolytic processing which causes 
condensation of the viral core and lateral bodies. 
 
 
 

Maturation of the brick-shaped core and lateral bodies requires disulphide bond formation in 

structural proteins of the core and membrane, as well as proteolytic processing which is 

regulated by complex dynamic phosphorylation (Byrd and Hruby, 2005; Byrd et al., 2002; 

Locker and Griffiths, 1999; Novy et al., 2018). Proteolytic cleavage is mediated by the viral 

proteases I7 and G1 and is temporally as well as spatially regulated (Moss and Rosenblum, 
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1973; Novy et al., 2018). Activation of I7 is regulated by Ser134 phosphorylation by F10 and 

dephosphorylation by the viral phosphatase H1 (Novy et al., 2018). After IVN formation F10 

directs I7 proteolytic cleavage of A17 in order to allow for disassembly of the D13 scaffold. 

Activation of I7 by F10 is also required for subsequent cleaving of the core proteins p4a (A10), 

p4b (A3), G7, A12, and L4 (Ansarah-Sobrinho and Moss, 2004; Dyson et al., 1989; Katz and 

Moss, 1970; Mercer and Traktman, 2005; Novy et al., 2018; Sarov and Joklik, 1972; Unger et 

al., 2013; Vanslyke and Hruby, 1994; Vanslyke et al., 1991). H1 is a negative regulator of I7 

protease activity and deletion of H1 causes  hypercleavage the core proteins p4a, p4b, A12 

and L4 (Novy et al., 2018). However, H1(-) virions are able to form and morphogenesis occurs 

without any visible defects. While hypercleavage of the core proteins does not seem to impact 

particle production, the absence of proteolytic processing causes severe morphogenesis 

defects (Heljasvaara et al., 2001; Vanslyke and Hruby, 1994; Vanslyke et al., 1991; Wittek et 

al., 1984). An additional player involved in correct processing of viral core proteins is the viral 

phosphoprotein F17 (Zhang and Moss, 1991). In the absence of F17, the major core 

components p4a and p4b fail to be cleaved which results in a morphogenesis block 

(Wickramasekera and Traktman, 2010; Zhang and Moss, 1991). As the major component of 

the core flanking lateral bodies, F17 has also been suggested to be implicated in lateral body 

condensation during morphogenesis.  

 

Fully processed IMVs are marked by association of the attachment protein A27. IMVs 

accumulate in the cell cytoplasm where the majority of virions is stored until cell lysis at ca. 

72hpi. However, a subset of IMVs is wrapped in two additional Golgi-derived membranes to 

form wrapped virions (WVs) (Condit et al., 2006; Hiller and Weber, 1985; Sivan et al., 2016). 

Although association of A27 assists in microtubular transport of the IMV and has been shown 

to be a requirement for wrapping, the molecular determinants that destine an IMV to become 

an WV have not been determined (Howard et al., 2008; Rodriguez and Smith, 1990; Sanderson 

et al., 2000). Since EVs lack the fusion suppressor protein A26, and show differences in their 

membrane composition compared to “non-wrapped” MVs, it has been suggested that a subset 

IMVs might be specifically premarked for wrapping (Howard et al., 2008; Ulaeto et al., 1996). 

Once the IMVs are wrapped, they are transported to the plasma membrane in a process that 

depends on several viral proteins and the host cell cytoskeleton. The viral protein complex 

F12/E2 has been shown to assist in tethering the virions to the kinesin-1 motor complex, thus 

promoting their transport along microtubules (Carpentier et al., 2015; Dodding et al., 2011). 

WVs undergo egress by fusion of the outermost membrane with the plasma membrane thus 
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releasing mature EVs (Leite and Way, 2015; Roberts and Smith, 2008; Smith et al., 2002). After 

egress, a majority of EVs stay attached to the plasma membrane as so-called cell-associated 

EVs (CEVs), whereas the rest is released as extracellular enveloped virions (EEVs). The EV 

protein A36 promotes CEV dissemination by inducing actin polymerization underneath the 

virion (Blasco and Moss, 1992; Horsington et al., 2013). Actin tail formation propels the CEVs 

away from the infected cell to spread the virions to uninfected neighbours. In addition, if a 

virion attaches to an already infected cell, actin tail formation prevents re-infection by 

repelling the virion in a process called superinfection exclusion (Doceul et al., 2012). 

In summary, VACV infection produces two infectious forms of virions that differ in the number 

of wrapping membranes: the single-wrapped MVs, and the double-wrapped EVs. While EVs 

mediate short range spread of the virus within a tissue or host, MVs are required for long-

range dissemination between different hosts. 

 

 

2.3 Oncolytics  

 
Cancer represents the second most prevalent cause of death worldwide, costing millions of 

lives each year. With over 18 million new cases in 2018 alone, it imposes an immense burden 

on global healthcare systems. Due to the high treatment-associated costs, the majority of 

deaths caused by cancer occur in low- and middle- income countries. There is therefore a great 

need for preventative treatments and novel, more effective anti-cancer therapies. Over the 

past decades, viruses have been recognized and developed as a promising biotechnological 

tool for anti-cancer therapy. These virotherapies exploit a virus’ natural or engineered 

preference for infecting and thereby destroying tumour cells. Several different virotherapies 

based on oncolytic viruses, including VACV, are currently being tested in clinical trials 

(Breitbach et al., 2015; Yang et al., 2018).   

The ideal oncolytic virus selectively infects and destroys cancer cells, spreads within a tumour 

and can disseminate to distant metastases, elicits a robust and targeted immune response 

against the cancer cells, and has minimal side effects (Kirn and Thorne, 2009; Thorne, 2014; 

Yang et al., 2018). The poxviral life cycle offers several intrinsic advantages that make VACV an 

effective oncolytic agent. First, the broad host tropism allows for high transduction efficiency 

(McFadden, 2005; Yang et al., 2018). Second, owing to VACV’s fast replication kinetics, 

infected cells disseminate progeny virions within 8h of infection and are destroyed by cell lysis 
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within 48-72 hpi. Third, as VACV was used as the live vaccine to eradicate smallpox, the virus 

and its interaction with the human host has been extensively studied (Cono et al., 2003; 

Fenner et al., 1988). Furthermore, there are treatments available for adverse reaction to the 

vaccine, including the small molecule inhibitor Cidofovir (De Clercq, 2002). Additionally, VACV 

replicates exclusively in the cytosol of infected cells without incorporation of viral DNA into 

the host cell genome. This limits the risk of long-term latent effects or carcinogenesis due to 

host gene disruption (Shen and Nemunaitis, 2005). These aspects of VACV biology make it a 

uniquely safe viral system. Fourth, its large dsDNA genome is amenable to genetic 

modification and can accommodate transgenes without compromising viral integrity (Noyce 

et al., 2018; Thorne, 2014). VACV has been developed as a gene expression vector since the 

1980s (Mackett et al., 1982) and it was demonstrated that expression of non-poxviral genes 

could elicit a specific host immune response (Bennink et al., 1984). Since then, more efficient 

tools to generate recombinant VACV strains have been developed based on CRISPR-Cas9 

genome editing techniques (Okoli et al., 2018; Yang et al., 2018; Yuan et al., 2015). Fifth, VACV 

infection elicits a robust cytotoxic T-lymphocyte immune response as well as persistent, 

circulating neutralizing antibodies (Miller et al., 2008; Pütz et al., 2006). Sixth, the virion can 

be freeze dried and remains infective, thus facilitating storage and clinical use. Seventh, VACV 

EVs spread under the radar of the host immune system due to the additional viral membrane 

hiding most viral antigens. Together with the option of intravenous administration, this allows 

infection to spread to distant tumours and enables systemic treatment of metastatic cancers 

(Kirn and Thorne, 2009; Thorne, 2014; Yang et al., 2018).  

Several different VACV strains have been developed as oncolytic viruses. These include the 

strains Wyeth, Lister, Copenhagen and Wester Reserve (WR) (Foloppe et al., 2008; Kim et al., 

2006; Thorne et al., 2007; Zhang et al., 2007). Poxviruses have an inherent selectivity for 

cancer cells which has been further increased by genetic engineering of the virus. A common 

strategy is deletion of poxviral genes that make infection more dependent on cancer-specific 

host factors (Kirn and Thorne, 2009). VACV has an natural advantage in cancer cells, as viral 

replication relies on EGFR-Ras signalling which is intrinsically upregulated in most human 

cancers (Hanahan and Weinberg, 2000; Katsafanas and Moss, 2004). To further increase 

selectivity of VACV replication, deletion of the viral thymidine kinase (J2) renders infection 

dependent on host cell expression of thymidine kinase, which is also known to be induced in 

cancers (Gnant et al., 1999; Hengstschläger et al., 1994). Based on this principle, the oncolytic 

WR strain vvDD was engineered with a double deletion, missing both the viral thymidine 

kinase (J2R) and the viral growth factor (VGF). This oncolytic VACV strain induced an increased 
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cytopathic effect in mouse xenographs, compared to the single deletion virus (Thorne et al., 

2007).  

While deletion of viral genes increases tumour selectivity, introduction of immuno-

stimulatory, and so-called suicide genes increases the oncolytic efficiency. The VACV oncolytic 

strain JX-594 (Pexa-Vec) expresses granulocyte-macrophage colony stimulating factor (GM-

CSF) in a thymidine kinase negative background. Using this oncolytic VACV strain has produced 

promising results in phase I and II clinical trials, as it was able to disrupt tumour perfusion in 

hepatocellular carcinoma (Breitbach et al., 2015). Additionally, selective expression of pro-

drug converting enzymes (suicide genes) renders the infected cancer cell susceptible to 

treatment with the pro-drug whereas uninfected, normal tissue is not affected.  

In summary, VACV is a highly promising platform for oncolytic therapies owing to its unique 

replication characteristics and previous use as live vaccine in the smallpox eradication 

campaign. While different VACV-derived oncolytic strains are already tested in clinical trials, 

more detailed understanding of the virus host interaction will help the development of 

improved oncolytic strains.    

 

 

 

 

 

 

 

 

3 Host cell cycle 
 
The cell cycle describes the tightly controlled growth and division program of the cell. The 

active part of the cell cycle is divided into four consecutive stages: gap phase 1 (G1), DNA 

synthesis phase (S), gap phase 2 (G2), and mitosis (M). These four stages ensure that the 

cellular genome is copied faithfully and divided equally into two progeny cells. During G1, the 

cell monitors whether conditions are favourable to enter the cell cycle. In the presence of cell 

cycle stimulating factors, so-called mitogens, the cell will enter the replicative stage. During S 

phase the DNA replication machinery copies the genome, which is then proofread during the 

following G2 phase. Once all mistakes are corrected, the cell is cleared to enter mitosis, the 
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actual division stage of the cell cycle. During mitosis, the DNA is condensed into chromosomes 

and equally partitioned into two progeny cells. If cells are no longer required to divide and/or 

are terminally differentiated, they enter the fifth stage of the cell cycle, G0. In the presence of 

mitogens, quiescent, non-replicating G0 cells can re-enter the active cell cycle in G1.  

 

A complex signalling network ensures the correct and timely succession of each stage. The 

engine of the cell cycle, the core cell cycle machinery is fine-tuned by positive and negative 

regulators. Several molecular checkpoints monitor completion of the previous cell cycle phase 

and survey the cell for any damage. If any damage is detected, the checkpoints will either 

pause the cell cycle to allow for repair, or induce apoptosis if the incurred damage is 

irreparable. Although precisely regulated, accumulating errors in the control machinery can 

lead to aberrant cell division and cancer.    

 

In the following I am going to introduce the molecular constituents of the core cell cycle 

machinery, the positive and negative regulators, as well as the major checkpoints. For 

simplicity I am summarizing the mammalian system only and am going to focus on somatic cell 

division.  

 
 
 

3.1 The core cell cycle machinery: CDKs and cyclins 
 
Cell cycle progression is driven by the cyclin-dependent kinases (CDKs), which belong to the 

family of serine / threonine protein kinases. There are four main CDKs known: CDK1, CDK2, 

CDK4, and CDK6. Each CDK is associated with a different stage of the cell cycle (Figure 1-8). 

CDK4 and CDK6 are required during early G1, while CDK2 is required in late G1 and helps S 

phase completion, where CDK1 takes over to promote transit through G2 and M phase. While 

expression of CDKs is stable throughout the cell cycle, their activity is restricted to specific 

phases. Cyclic activation of the CDKs requires association with periodically expressed cyclins 

and phosphorylation of the resulting protein complex by the CDK-activating kinase (CAK) 

CDK7. Phosphorylation by CDK7 at conserved Thr residues promotes cyclin binding through a 

conformational change in CDKs. The conserved residues are Thr 172 on CDK4, Thr 160 on 

CDK2, and Thr 161 on CDK1 (Vermeulen et al., 2003). As CDK7 is localized in the cell nucleus, 

CDK - cyclin complexes require nuclear translocation for full activation. 
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There are four distinct types of cyclins that associate with CDKs, cyclins D, E, A, and B (Figure 

1-8). An additional cyclin H binds and activates the CAK CDK7. The D-type cyclins (D1, D2, and 

D3) activate CDK4 and CDK6 (Sherr, 1993, 1994), cyclin E associates with CDK2 (Ohtsubo et al., 

1995), cyclin A binds to CDK2 as well as CDK1, and cyclin B forms a complex with CDK1 (Girard et 

al., 1991; Walker and Maller, 1991). When the cell cycle has progressed past the stage where the 

respective cyclin was required, it is rapidly degraded by the proteasome, thus ensuring that the 

cell cycle only progresses in one direction.  

 

Cell cycle stage-specific cyclin degradation is mediated by two E3 ubiquitin ligases, the 

anaphase promoting complex / cyclosome (APC/C) and the SCF (Skp1/cullin/F-box protein) 

complex. While SCF controls the transitions between G1/S and G2/M phases, APC/C mediates 

progression through mitosis by enabling separation of the sister chromosomes during 

Anaphase. Activity of the APC/C is cell cycle dependent and requires association with its 

cofactors Cdc20, and Cdh1, respectively. Cdc20 activates APC/C early during mitosis and is 

then replaced by Cdh1 to keep the APC/C active throughout late mitosis and the transition 

from G1 to S. Association of its cofactors and activation of APC/C is regulated by cell cycle 

stage specific phosphorylation: phosphorylation of APC/C by CDK1 during early mitosis is 

required for association of Cdc20. On the other hand, CDK2 and CDK1 mediated 

phosphorylation of the second APC/C activator, Cdh1 prevents its binding to APC/C, thus 

keeping the complex inactive during S and G2 phase. Creating a reciprocal feedback loop, 

APC/C controls activity of CDKs by targeting cyclin A for degradation during G2 and M phase, 

and cylin B during late mitosis.  
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Figure 1-8 Schematic summary of the core cell cycle machinery. 

The cell cycle is regulated by CDKs (blue) and periodically expressed cyclins (yellow, green, grey, light grey). The 
activity of CDKs is controlled by association with a cell cycle stage specific cyclin and phosphorylation by CAK. The 
cell cycle is initiated by mitogen-induced (dark grey) expression of cyclin D (yellow) during early G1 phase.   

 

 

SCF uses different F-box proteins for substrate recognition. If the complex contains the F-box 

protein Skp2 (SCF-Skp2) it recognizes the CDK inhibitors p27 and p21 (cf. section 3.2) and 

promotes their proteasomal degradation. In complex with the F-box protein hCdc4, the SCF-

hCdc4 complex regulates the transition from G1 to S phase by degradation of cyclin E after 

entry into S phase (Spruck and Strohmaier, 2002). If complexed to the F-box protein β-TrCP 

(SCF- β-TrCP) it promotes entry into M phase by targeting the APC/C inhibitor Emi for 

degradation, as well as the M phase inhibiting kinase Wee1. 

 

Together, CDKs and cyclins represent the core cell cycle machinery that drives cell growth and 

division. Sequential succession of the distinct phases is mediated by phase-specific activation 

of the CDKs through the periodic rise and fall of cyclins (Bagga and Bouchard, 2014; Harper 

and Brooks, 2005; Vermeulen et al., 2003). G1 phase associated organelle duplication and 

protein synthesis is initiated by expression of cyclin D. The transcription of cyclin D is 

stimulated upon mitogen signalling and therefore acts as a sensor of optimal conditions for 

cell growth and division. Activation of the mitogen-activated protein kinase (MAPKs) and the 

Ras-Raf-MEK-ERK pathway stimulate expression of AP-1 transcription factors, which then in 

turn direct transcription of CCND gene (Albanese et al., 1995; Balmanno and Cook, 1999). 

Cyclin D activates CDK4 and CDK6, which directs expression of S phase inducing proteins such 

as cyclin E, and cyclin A  (Sherr, 1993, 1994). During late G1 cyclin E associates with CDK2 to 

promote G1/S transition (cf. section 3.2) (Ohtsubo et al., 1995). While CDK2 – cyclin E activity 

initiates synthesis of DNA and chromatin structural proteins, exchanging cyclin E for cyclin A is 

required for completion of S phase. Once the cells entered G2, cyclin A dissociates from CDK2 

and switches to binding CDK1 to drive G2 progression and DNA repair. The last cyclin switch 

happens at the G2/M checkpoint where CDK1 replaces cyclin A with cyclin B. Association of 

cyclin B with CDK1 is required for transit through G2/M and entry into mitosis (Girard et al., 

1991; Walker and Maller, 1991). If cells pass the spindle-checkpoint in mid-M phase, the cell 

cycle is reset at the end of M phase by the destruction of cyclin B.  
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3.2 Negative regulators of cell cycle progression 
 

While cyclins and the CAK drive cell cycle progression by activating CDKs, they are 

counteracted by CDK inhibitors (CKIs) that repress CDK activity (Figure 1-9). There are two 

distinct families of CKIs, the INK4 (inhibitor of CDK4) family, and the Cip (CDK-interacting 

protein) / Kip (kinase inhibitor protein) family. The INK4 family consists of four members: p15 

(INK4b), p16 (INK4a), p18 (INK4c), and p19 (INK4d) (reviewed in (Guan et al., 1994; Hannon 

and Beach, 1994; Serrano et al., 1993)). On the other hand, Cip/Kip family members include 

p21 (Waf1, Cip1), p27 (Kip1), and p57 (Kip2) (Dulić et al., 1994; El-Deiry et al., 1993; Matsuoka 

et al., 1995; Polyak et al., 1994a, 1994b). 

The INK4 CKIs specifically bind and inhibit the G1-associated kinases CDK4 and CDK6 (Harper 

and Brooks, 2005; Vermeulen et al., 2003). Expression of INK4 family members is incompletely 

understood but p15 has been shown to be induced by TGF-β (Hannon and Beach, 1994; 

Reynisdóttir and Massagué, 1997; Reynisdóttir et al., 1995). Cells accumulate p16 as they age 

through an unknown mechanism, while p18 and p19 are expressed during a narrow time 

window in foetal development and have been associated with terminal cell differentiation 

(Alcorta et al., 1996; Morse et al., 1997; Phelps and Xiong, 1998; Zindy et al., 1997).  

The Cip/Kip family members show broader specificity and bind cyclins as well as CDKs (Chen 

et al., 1995, 1996; Nakanishi et al., 1995; Sherr and Roberts, 1999; Warbrick et al., 1995). 

Association with CDK2 and CDK1 inhibits their enzymatic activity. On the other hand, the effect 

of Cip/Kip CKIs on CDK4 and CDK6 appears to depend on the stoichiometry of the resulting 

complex, as well as the phosphorylation status of the CKIs. At equimolar ratios, p21 and p27 

assist in the assembly of CDK4/6 with cyclin D, thus promoting CDK activity (Sherr and Roberts, 

1999). 

The two CKI families form a regulatory network that dictates the transition from G1 to S phase, 

as well as progression through the remaining cell cycle (Sherr and Roberts, 1999) (Figure 1-9). 

Successful entry from G1 into S phase requires sequential activation of CDK4/6 and CDK2 (cf. 

section 3.3.1). In the absence of cell cycle inducing mitogens Cip/Kip members inhibit CDK2/1 

activity by direct interaction with the kinases. This negative regulation is relieved during G1, 

as p21 and p27 are sequestered into a complex with CDK4/6, and thus dissociate from CDK2/1. 

This process is started during early G1 when mitogens induce expression of cyclin D, as well as 

p21 and p27. Cyclin D is bound by p21/p27 that then contact CDK4/6 to facilitate CDK4/6 - 

cyclin D complex formation. CDK4/6 activation is thought to be further promoted by p21/p27 
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through stabilization and nuclear localization of the resulting complex. Translocation into the 

nucleus is essential for full activation as it requires phosphorylation by the nuclear CAK CDK7 

(Chen et al., 1996; Hall et al., 1995; LaBaer et al., 1997; Sherr and Roberts, 1999). CDK4/6 

activation triggers subsequent activation of CDK2, which phosphorylates p27 at Thr187 to 

promote its degradation  (Sheaff et al., 1997; Vlach et al., 1997). Therefore, sequestration of 

the Cip/Kip proteins by CDK4/6 allows for full activation of CDK2 and progression into S phase 

(Polyak et al., 1994a; Sherr and Roberts, 1999). P21 and p27 remain bound to CDK4/6 for the 

remainder of the cell cycle, thus preventing inhibition CDK2, and CDK1 (Nourse et al., 1994; 

Polyak et al., 1994a; Toyoshima and Hunter, 1994). Although the mechanism is incompletely 

understood, p21 and p27 mediated inhibition is restored after degradation of cyclin E and 

cyclin A in S and G2 phase, respectively (Sherr and Roberts, 1999). Additionally, in the absence 

of mitogens, Cip/Kip family members are displaced from CDK4/6 by INK4 CKIs. This is thought 

to liberate Cip/Kip CKIs to interact with and inhibit CDK2/1 which causes cells to arrest in G1 

(Guan et al., 1994; Koh et al., 1995; McConnell et al., 1999; Medema et al., 1995; Mitra et al., 

1999; Reynisdóttir et al., 1995).  

 

 

 

 

Figure 1-9 Schematic overview of negative cell cycle inhibitors and their cell cycle targets. 

Cell cycle progression is regulated by the two CDK inhibitor families INK4 and Cip/Kip (pink and red). In the absence 
of cell cycle stimulatory mitogens, INK4 family member p17 and p15 inhibit G1 CDKs (blue), and Cip/Kip family 
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member p21 and p27 inhibit S/G2/M CDKs (blue). This systemic inhibition causes a G1 arrest. On the other hand, 
in the presence of mitogens, p21 and p27 are sequestered into a complex with CDK4/6 which relieves the inhibition 
and the cell cycle progresses.  
 
 
 

In addition to the above described process, inhibition by Cip/Kip CKIs is fine-tuned by 

phosphorylation. Dynamic phosphorylation of p21 and p27 has been shown to regulate their 

substrate specificity, inhibitory function, as well as subcellular localization. The two kinases 

CDK2 and GSK3β phosphorylate p21 on Thr57 which has the dual effect of facilitating binding 

to CDK1-cyclin B while repressing p21’s inhibitory function, thus promoting M phase 

progression (Dash and El-Deiry, 2005). A similar regulatory mechanism has been reported for 

p27, where phosphorylation switches its function as a CDK4 inhibitor to a CDK4 activator  

(James et al., 2008; Kardinal et al., 2006). Apart from regulation by post-translational 

modification, the activity of CKIs is also modulated by cellular factors such as Set/TAF1 nuclear 

protein which switches p21 from inhibiting CDK2 to inhibiting CDK1 (Canela et al., 2003). 

The Cip/Kip family of CKIs has not only been shown to function in G1/S transition but also in 

control of cellular DNA synthesis and repair (Ando et al., 2001; Luo et al., 1995; Nallamshetty 

et al., 2005; Waga et al., 1994; Watanabe et al., 1998). Binding of p21 to the DNA polymerase 

δ processivity factor PCNA in response to DNA damage prevents cellular DNA synthesis (Ando 

et al., 2001). Additionally, the interaction between p21 and PCNA inhibits the phosphatase 

Cdc25, thus preventing progression through G2/M (cf. section 3.3.2). 

In summary, the two CKI families INK4 and Cip/Kip are key regulators of cell cycle progression 

as well as integrators that link the G1/S and G2/M checkpoints to the core cell cycle machinery. 

 

 

3.3 Cell cycle checkpoints 

3.3.1 G1/S transition checkpoint 
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Figure 1-10 Schematic summary of the molecular mechanism of the G1/S checkpoint.  

The G1/S checkpoint is regulated by the tumour suppressor Rb (green). During early G1 it binds and represses the 
transcription factor E2F (orange). Activation of CDK4/6 (blue) by cyclin D (white, indicated by “D”) stimulates the 
complex to phosphorylate Rb, thus disrupting E2F binding. E2F dissociates and translocates to the nucleus where 
it initiates transcription of S phase genes, including cyclin A and B (white, indicated by “E” and “A”). Cyclin E 
mediated activity of CDK2 (blue) further promotes phosphorylation of Rb. Rb is dephosphorylated and activated by 
the PP1 phosphatase (grey) at the end of M phase.  
 
 

Transition from G1 into S phase is regulated by the tumour suppressor Retinoblastoma protein 

(Rb) (Figure 1-10). Rb acts as the gatekeeper between G1 and S phase by preventing 

transcription of S phase genes. In its active, unphosphorylated form Rb complexes the S phase 

transcription factor E2F, thus inhibiting its transcriptional activity. The active CDK4/6 – cyclin 

D complex mono-phosphorylates Rb at different residues during early G1, which disrupts Rb 

binding to E2F (Narasimha et al., 2014). E2F is released and can translocate to the nucleus 

where it directs transcription of cyclin E and cyclin A. Cyclin E then forms a complex with CDK2 

to further hyperphosphorylate and inactivate Rb (Lundberg and Weinberg, 1998; Narasimha 

et al., 2014). The combined action of Rb inhibition and increased cyclin E/A expression forms 

a positive feedback loop that initiates G1/S transition. At the end of M phase, Rb is 

dephosphorylated by the phosphatase PP1, which restores E2F repression (Ma et al., 2003).  

 
 
 

3.3.2 G2/M checkpoint 

 

Transit from G2 into M phase requires full activation of the CDK1 - cyclin B complex (Figure 

1-11). This stepwise process is initiated by binding of cyclin B in the cytosol which stimulates 
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CDK1 activity. Upon translocation into the nucleus the partially activated CDK1 phosphorylates 

bound cyclin B. Full activation of the complex relies on additional phosphorylation of CDK1 at 

Thr161 by the CAK CDK7 (Fesquet et al., 1993; Poon et al., 1993).   

 

 

Figure 1-11 Schematic summary of the molecular mechanism of the G2/M checkpoint. 

CDK1 (blue) activity requires binding to cyclin B (white, “B”), translocation to the nucleus, and phosphorylation by 
the CAK CDK7 (dark green). During G2, the CDK1 - cyclin B complex is kept in an inactive state by Wee1 (orange) 
and Myt1 which phosphorylate CDK1 at Tyr15 and Thr14, respectively. In the absence of DNA damage, the 
phosphatase Cdc25 (light green). Thus fully activated, CDK1 - cyclin B induces M phase entry. Triggering of the DNA 
damage response prevents M phase entry by blocking CDK1 - cyclin B activation. 

 

In order to ensure a long enough G2 phase to assess and repair any DNA damage, CDK1 - cyclin 

B is kept inactive throughout G2 by additional phosphorylation at residues Tyr15 and Thr14 on 

CDK1. These two inhibitory phosphorylations are directed by the kinases Wee1 and Myt1, 

respectively (Booher et al., 1997; Liu et al., 1997; Parker and Piwnica-Worms, 1992). In the 

absence of DNA damage, the phosphatase Cdc25 then relieves the inhibition by 

dephosphorylating both residues at the border between G2/M (Draetta and Eckstein, 1997). 

Thus, fully activated CDK1 - cyclin B induces phosphorylation of downstream substrates 

promoting entry into M phase. However, in the presence of unrepaired DNA damage, the DNA 

damage response is triggered to prevent M phase entry through several pathways (cf. section 

3.3.3). 
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3.3.3 DNA damage response 

 

The cell closely monitors DNA damage that might occur during the cell cycle. In case any 

damage is detected, a complex molecular signalling cascade is activated that either pauses the 

cell cycle to allow for DNA repair, or if the damage is irreparable induces apoptosis. This DNA 

damage response (DDR) is composed of sensor proteins that detect the DNA damage, 

transducer proteins that then propagate the signal, and effector proteins which mount an 

appropriate response. The DDR is divided into two branches, depending on whether a single 

strand DNA break (SSB), or a double strand DNA break (DSB) occurred.  These two branches of 

the DDR are controlled by the two signal transducing kinases Ataxia telangiectasia and Rad3-

related (ATR), and Ataxia-telangiectasia-mutated (ATM), respectively (Figure 1-12).  

ssDNA breaks are sensed by the replication protein A (RPA) which coats the exposed ssDNA 

and assists in the recruitment and activation of ATR and the ATR interacting protein (ATRIP) 

(Ashton et al., 2013; Awasthi et al., 2015; Cimprich and Cortez, 2008; Maréchal et al., 2014; 

Zou and Elledge, 2003). The ATR/ATRIP/RPA complex associates with the DNA-damage-

specific RAD9-RAD1-HUS1 (9-1-1) clamp (Ellison and Stillman, 2003). The 9-1-1 complex assists 

ATR kinase activity by recruiting TopBP1 which binds ATR and stimulates its kinase activity 

(Delacroix et al., 2007). Activated ATR propagates the signal by phosphorylating its effector 

kinase Chk1 at Ser residues 317 and 345 (Liu et al., 2000; Zhao and Piwnica-Worms, 2001), 

thus triggering a biochemical cascade that results in inhibition of S phase progression and 

prevents M phase entry (reviewed in (Awasthi et al., 2015; Lukas et al., 2004)). Chk1 mediated 

phosphorylation of CDC25 negatively regulates S phase progression. Additionally, cytoplasmic 

sequestration of the isoform CDC25C and degradation of CDC25A prevents dephosphorylation 

of CDK1 (cf. section 3.3.2). Hyperphosphorylated CDK1 remains inactive and fails to induce 

G2/M transition (Mailand et al., 2002; Nghiem et al., 2001; Peng et al., 1997; Sanchez et al., 

1997). Activation of the SSB response therefore influences both the G1/S and G2/M 

checkpoint.  

 

On the other hand, how dsDNA breaks are sensed is not as well-understood. Activation of ATM 

in response to dsDNA breaks involves recruitment by the Mre11-Rad50-Nbs1 (MRN) complex 

(Carson et al., 2003; Dupré et al., 2006; Hartlerode et al., 2015; Lee and Paull, 2004, 2005; You 

et al., 2005). Recruitment by MRN and subsequent acetylation stimulate autophosphorylation 

of ATM at Ser1981 which is required for full activation and stabilization at sites of DNA damage 

(Bakkenist and Kastan, 2003; So et al., 2009; Sun et al., 2007).  Similarly to the ATR signalling 
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cascade, ATM escalates the signal by phosphorylating its effector kinase Chk2 at residue Thr68 

(Chaturvedi et al., 1999; Matsuoka et al., 1998, 2000), which triggers further downstream 

events that pause cell cycle progression (reviewed in (Awasthi et al., 2015; Lukas et al., 2004)). 

A key effector protein in DDR signalling is the tumour suppressor p53. In unstressed cells, p53 

is rapidly turned over by proteasomal degradation, which is mediated by its negative regulator, 

the E3 ubiquitin ligase Mdm2 (Haupt et al., 1997; Kubbutat et al., 1997). Upon DNA damage, 

p53 is phosphorylated on several residues by ATR and ATM (Ser15), as well as their effectors 

Chk1/2 (Thr18 and Ser20) which inhibits binding to Mdm2 (reviewed in (Ashcroft et al., 1999; 

Hafner et al., 2019)). Additionally, p53 is further stabilized by ATR/ATM directed degradation 

of Mdm2 (Khosravi et al., 1999; Maya et al., 2001). P53 which is no longer bound to Mdm2 is 

acetylated  by the acetylases CBP and p300, thus promoting p53’s transcriptional activity (Gu 

and Roeder, 1997; Sakaguchi et al., 1998). Activated p53 then promotes transcription of p53-

responsive genes such as CDN1A, which encodes the above discussed CKI p21 (Waf1/Cip1) 

(Dornan et al., 2003; Sherr and Roberts, 1999; Waldman et al., 1995). While arrest at the G1/S 

checkpoint was found to depend on p53,  the G2/M arrest proceeds both through a p53-

dependent and a p53-independent mechanism (Agarwal et al., 1995; Kastan et al., 1991; 

Taylor and Stark, 2001). P53 is thought to mediate a long-term G2 arrest by downregulating 

transcription of CDK1 as well as its M phase promoting cyclin B (Clifford et al., 2003; Taylor et 

al., 2001). CDK1 activity is further inhibited by p53-mediated expression of Gadd45. Gadd45 

binds CDK1 and thereby displaces cyclin B which hinders activation of CDK1(Jin et al., 2000; 

Zhan et al., 1999). 

In summary, DNA damage is sensed by the kinases ATM and ATR which trigger a complex 

signalling cascade that results in cell cycle inhibition, or apoptosis. The key effector protein is 

the transcription factor p53 which initiates a transcriptional program that can arrest cells in 

G1/S and/or G2/M. 
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Figure 1-12 Schematic overview of the SSB and DSB DNA damage response. 

Adapted from (Awasthi et al., 2015; Lukas et al., 2004). DNA damage can appear in the form of double strand, or 
single strand breaks. In the event of DSB, the MRN complex recruits and activates ATM to sites of DNA lesions. 
Activated ATM then cascades the signal through phosphorylation of its effector kinase Chk2, and other downstream 
effectors such as Mdm2 and p53. Transcriptional activation of p53 leads to cell cycle inhibition by preventing CDK 
activity. Similarly, SSB are recognized by the ssDNA binding protein RPA which leads to the recruitment and 
activation of ATR. ATR escalates the signal by phosphorylating Chk1. Activated Chk1 inhibits Cdc25 phosphatase 
activity, thus preventing full activation of CDK2 and CDK1.   
 
 
 
 
 
 
 
 
 

4 Viral modulation of the host cell cycle  
 

As obligate intracellular parasites, viruses are highly dependent on the host cell environment 

for productive viral replication. Therefore, they have evolved strategies to make host factors 

more abundant and accessible, while evading the host’s immune response. A common viral 

strategy is subversion of the host cell’s division and growth program, the so-called cell cycle. 
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This process is tightly regulated in normal, uninfected cells and several molecular checkpoints 

ensure that cells divide in a controlled manner. Uncontrolled division, however, is a hallmark 

of cancer and cell cycle dysregulation is a major cause for cancer development. Efforts to 

better understand the mechanisms that promote oncogenesis have identified a small group 

of oncogenic viruses that drive cancer development. Current estimates by the WHO assume 

that viral infections account for 20% human cancers worldwide and virus-induced cell cycle 

dysregulation has been the focus of intense research over the past years (reviewed in (Bagga 

and Bouchard, 2014; Fan et al., 2018)). In the following I summarize how three selected 

nuclear replicating viruses alter host cell cycle progression.  

 

4.1 HPV: G1/S dysregulation 

 

HPV is a member of the papillomaviruses and encodes its 8kb genome as circular double 

stranded DNA.  Like all papillomaviruses, adenoviruses and polyomaviruses, HPV is classified 

as a small DNA tumour virus (Howley and Livingston, 2009). While HPV infection can drive 

oncogenesis of cervical, anal and neck cancers, different genotypes of HPV vary in their 

oncogenicity (Gatza et al., 2005). For example, 70% of global cervical cancer cases are 

estimated by WHO to be caused by the genotypes HPV16 and HPV18.  

 

Two characteristics of HPV are thought to have selected for its oncogenic properties: the 

limited coding capacity and the preference to infect non-dividing quiescent cells. As HPV does 

not encode its own DNA replication machinery, it has to rely on the cellular enzymes to 

replicate the viral genome (Flemington, 2001). The cell replicates its own genome during S 

phase and all factors required for DNA synthesis, including high dNTP pools and DNA 

polymerase, are therefore upregulated during S phase. Despite HPV’s dependency on the host 

DNA machinery, it predominantly infects non-replicating, quiescent cells that have low levels 

of dNTPs and don’t offer a favourable environment for viral DNA replication (Helt et al., 2005). 

HPV has therefore evolved to promote S phase entry of its host cell (Helt et al., 2005; Lavia et 

al., 2003). During infection HPV disarms the G1/S transition checkpoint by inhibition of the 

tumours suppressors Rb and p53, and deactivation of the CKI p27 (Bagga and Bouchard, 2014; 

Helt et al., 2005). In uninfected, normal cells active Rb prevents uncontrolled entry into S phase 

by sequestering the cellular transcription factor E2F into a complex (Harper and Brooks, 2005). 

E2F is only released upon phosphorylation of Rb by the G1 CDK4 and CDK6. The HPV protein 
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E7 has been shown to associate with Rb, disrupt the interaction with E2F and thereby release 

the transcription factor (Harper and Brooks, 2005). Thus, E7 binding decouples Rb activation 

from regulation by CDK4/6 (Chellappan et al., 1992; Pagano et al., 1992). Additionally, E7 has 

been shown to cause proteasomal degradation of the three Rb family members, Rb, p107, and 

p130, thus further promoting E2F-dependent transcription of S phase inducing genes (Boyer 

et al., 1996; Dyson et al., 1989; Helt et al., 2005). The CKI p27 normally prevents activity of 

CDKs, thus inhibiting cell cycle progression. E7 counteracts the negative regulation by binding 

and inactivating p27 (Bagga and Bouchard, 2014; Fan et al., 2018). 

 

Replicating viral DNA might set off the DNA damage response pathway by activation of p53. 

To counteract its activity, the HPV E6 protein recruits the ubiquitin ligase E6AP-100K to 

stimulate proteasomal degradation of p53 (Scheffner et al., 1993). Additionally, E6 binding 

also inhibits p53 transcriptional activity by inducing a conformational change and sequestering 

it in the cytosol (Mantovani and Banks, 2001; Patel et al., 1999; Zimmermann et al., 1999). It 

has been hypothesized that the HPV E6 protein prevents premature apoptosis by inhibiting 

the transcriptional activity of p53.  

 

In summary, HPV evolved several mechanisms, including deactivation of Rb and p53, to induce 

S phase entry and promote its own replication, which continues into G2 (Reinson et al., 2015). 

 
 
 
 
 
 
 
 
 
 
 

4.2 KSHV: G1/S disregulation and G2 arrest 
 

Kaposi’s sarcoma-associated herpesvirus (KSHV), also known as human herpesvirus-8 (HHV-

8), is a member of the  γ- subgroup of Herpesviruses (Zmasek et al., 2019). KSHV has been 

characterized as a human oncogenic virus and is the causative agent of Kaposi sarcoma (KS). 

KSHV infections can cause lymphoproliferative disorders in immunocompromised individuals 

and accounts for the majority of cancer cases in untreated HIV-1 patients (Cai et al., 2012; 

Dittmer and Damania, 2013; Mesri et al., 2010). While palliative treatments are available, 

neither curative therapies, nor a vaccine are available to-date (Chauhan et al., 2019).  
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As a herpesvirus, KSHV encodes its genes as a large double-stranded DNA genome. Similar to 

poxviruses, Herpesvirus gene expression is temporally cascaded and encodes for many 

proteins involved in dNTP biogenesis and DNA replication. KSHV infection is divided into a 

latent phase, where only a subset of genes is expressed, and a lytic phase where the progeny 

virions are produced (Järviluoma and Ojala, 2006; Sarid et al.). While latent viral gene 

expression drives oncogenesis by dysregulating cell cycle checkpoints and inducing cell cycle 

progression, lytic gene expression is implicated in arresting the host cell cycle (Direkze and 

Laman, 2004; Moore, 2007). 

In normal, uninfected cells transition from G1 into S is regulated by the G1/S checkpoint 

mediated by the tumour suppressors Rb and p53 (cf. section 3.3.1). Controlled S phase entry 

requires activation of CDK4/6 via CAK phosphorylation and association with cyclin D (cf. 

section 3.3.1). Cyclin D is only expressed in response to mitogen stimulation, thereby ensuring 

favourable conditions for cell growth and division. KSHV promotes uncontrolled S phase entry 

by activating CDK4/6 and simultaneously inhibiting the G1/S checkpoint. Herpesviruses have 

evolved to express their own version of cyclin D, called virus cyclin (v-cyclin) (Järviluoma and 

Ojala, 2006; Moore, 2007). Mimicking cellular cyclin D, v-cyclin binds to and activates CDK4 

and CDK6  (Chang et al., 1996). However, different to its cellular homolog, v-cyclin activates 

CDK4/6 independently of phosphorylation by a CAK (Kaldis et al., 2001). Further promoting 

uncontrolled activation, the v-cyclin CDK4/6 complex does not respond to inhibition by the 

cellular CKIs p21, p27, and p16 (Swanton et al., 1997). V-cyclin CDK4/6 induces entry into S 

phase by phosphorylating and thereby inactivating Rb, as well as the CKIs p21 and p27  (Chang 

et al., 1996; Järviluoma and Ojala, 2006; Sarek et al., 2006). Rb activity is further inhibited by 

the KSHV protein LANA-1 which binds Rb (Radkov et al., 2000). CKI degradation and direct 

phosphorylation of CDK2 by v-cyclin CDK4/6 together act to induce cell cycle progression and 

cellular DNA replication (Direkze and Laman, 2004; Ellis et al., 1999; Godden-Kent et al., 1997; 

Sarek et al., 2006). However, the effect of v-cyclin might be dependent on cell types and 

expression status of p53: studies in primary cells as well as mice showed that v-cyclin arrests 

cell growth in a p53-dependent manner but confirmed the pro-proliferative effect of v-cyclin 

in the absence of p53 (Ojala et al., 1999; Verschuren et al., 2002, 2004). Three KSHV proteins 

have been reported to target p53 and inhibit its transcriptional activity: LANA-1, LANA-2, and 

viral interferon regulatory factor 1 (vIRF1) (Friborg et al., 1999; Nakamura et al., 2001; Rivas 

et al., 2010; Seo et al., 2001; Si and Robertson, 2006).  In summary, the latency associated 

KSHV protein LANA-1 and v-cyclin dysregulate the G1/S checkpoint to stimulate cell cycle 

progression into S phase.  
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While KSHV infection has a pro-proliferative effect during latency, its lytic phase has been 

reported to arrest the host cell cycle. The block in host cell cycle has been attributed to the 

KSHV encoded transcription factor K-bZIP (Moore, 2007; Seaman et al., 1999). Upon entry of 

the lytic replication cycle, K-bZIP induces expression of the CKI p21, and the cellular 

transcription factor CCAAT/enhancer binding protein-α (Wang et al., 2003a, 2003b). It was 

further suggested that K-bZIP directly interacts and inhibits cyclin A-CDK2, thus preventing S 

phase entry and locking the cells in G1 (Izumiya et al., 2003). While it remains to be established 

how a G1 arrest might benefit viral replication, the block was hypothesised to prevent 

apoptosis from the stress induced by virion production.  

Taken together, although KSHV encodes many enzymes involved in DNA precursor synthesis, 

which reduces the dependency on host factors for viral replication, infection abolishes the 

G1/S checkpoint during latency to drive cells into S phase. On the other hand, lytic infection is 

paralleled by an arrest in G1 which might protect cells from the virus replication induced 

stress. While many of the above findings were discovered by expressing KSHV proteins, their 

behaviour and function in the context of a full KSHV infection remains to be further 

investigated (Bagga and Bouchard, 2014). 
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4.3 HIV: G1-like state and G2/M arrest 
 

HIV is the causative agent of acquired immunodeficiency syndrome (AIDS) and classifies as a 

lentivirus. As a member of the family of Retroviruses, HIV encodes its proteins as a positive 

sense, single stranded RNA (+ ssRNA) genome (Freed and Martin, 2013). There are two types 

of HIV: HIV-1 and HIV-2. As HIV-1 represents the majority of HIV infections and is the more 

virulent of the two types, the following summery will focus on how HIV-1 interacts with the 

host cell cycle (Freed and Martin, 2013; Gilbert et al., 2003; Sharp and Hahn, 2011). While HIV-

1 infection has been shown to induce a G1-like state in quiescent cells, it was shown to arrest 

replicating cells in G2/M, thus demonstrating a cell-type dependent response.  

HIV-1 successfully replicates in terminally differentiated macrophages which are in the G0 

phase of the cell cycle (Mlcochova et al., 2017). Replication in quiescent G0 cells is 

counteracted by the dNTP hydrolase SAMHD1. SAMHD1 functions as a host restriction factor 

by reducing cellular dNTP levels during quiescence (Goldstone et al., 2011; Lahouassa et al., 

2012; Schmidt et al., 2015). In actively dividing cells SAMHD1 is deactivated by CDK1/2 

mediated phosphorylation thus creating an environment that is permissive for viral DNA 

replication (Cribier et al., 2013; White et al., 2013). While HIV-2 encodes a viral effector, Vpx, 

that causes degradation of SAMHD1, HIV-1 lacks a Vpx-like protein and has evolved a different 

mechanism to avoid SAMHD1 restriction (Hrecka et al., 2011; Kaushik et al., 2009; Laguette et 

al., 2011; Mlcochova et al., 2017). HIV-1 infection of G0 macrophages has been shown to 

induce a G1-like state as marked by the expression of MCM2, and cyclins A, E, D1/D3 

(Mlcochova et al., 2017). While the cellular markers were upregulated, the cells did not re-

enter the active cell cycle. SAMHD1 deactivation in this G1-like state was attributed to 

phosphorylation by upregulated CDK1. Regulation of the host cell cycle therefore allows HIV-

1 to replicate in non-dividing cells and expand its host tropism. 

HIV-1 has also been shown to inhibit cell cycle progression in dividing cells, including fission 

yeast, which has mostly been attributed to the multifunctional viral protein R (Vpr)  (Bagga 

and Bouchard, 2014; Zhao et al., 2011). How Vpr induces cells to arrest at the G2/M border is 

incompletely understood and several different models have been proposed.  

One model suggests Vpr-mediated activation of the DDR as the underlying mechanism for the 

G2/M arrest. In support of this model, Vpr was reported to trigger the ssDNA break DDR 

response, causing activation of ATR and Chk1 (Lai et al., 2005; Roshal et al., 2003). While ATR 

and Chk1 were found to be essential to arrest infected cells in G2, the dsDNA damage 

response, mediated by ATM, was not required (Bartz et al., 1996; Li et al., 2007, 2010a; 
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Mansky, 1996; Roshal et al., 2003; Zhao and Elder, 2005; Zimmerman et al., 2006). Although 

the mechanism of Vpr-mediated ATR activation remains to be established, DNA replication 

stress indicated by stalled replication forks was suggested as a potential inducer (Andersen et 

al., 2008; Zimmerman et al., 2006). Additionally, progression through S phase was proposed 

to be essential for Vpr-mediated activation of Chk1. Distinguishing viral activation of Chk1 from 

the canonical DDR pathway, cells do not arrest in S phase but progress into G2 where they 

arrest at the G2/M border (Li et al., 2010a). Furthermore, Vpr was reported to cause 

deactivation of M-phase promoting CDK1 (Zhao and Elder, 2005; Zhao et al., 2011). CDK1 

activity is inhibited by phosphorylation on Tyr15. Vpr causes hyperphosphorylation of CDK1 

by inhibiting the phosphatase Cdc25, and simultaneously activating the kinase Wee1 (Bartz et 

al., 1996; Elder et al., 2001; Goh et al., 2004; He et al., 1995; Kamata et al., 2008; Re et al., 

1995; Yuan et al., 2004). However, it remains unclear whether inhibition of CDK1 activity is a 

direct effect of Vpr, or results from upstream activation of the DDR.  

In addition to the DDR, the HIV-1 induced G2/M arrest also requires the activity of the host 

proteasome (DeHart et al., 2007; Tan et al., 2007; Zhao et al., 2011). Vpr recruits and assists 

the assembly of the E3 ubiquitin ligase complex cullin4A-DDB1-DCAF1 (DeHart et al., 2007), 

which is thought to facilitate G2/M arrest by promoting degradation of the cellular DNA 

replication factor MCM10 (Romani et al., 2015). HIV-1 is suggested to arrest the host cell cycle 

because the HIV promoter, long terminal repeat (LTR), was proposed to be most active during 

G2. Thus, a cell cycle arrest in G2 would generate an optimal environment for maximal HIV 

RNA production (Bagga and Bouchard, 2014; Zhao et al., 2011).  

 

In summary, HIV-1 creates a pro-viral environment by inducing a G1-like state in quiescent 

cells, and arresting proliferating cells in G2.    

 

 

5 Poxviridae and modulation of the host cell cycle 
 

Research efforts to understand how viruses modulate the host cell cycle have been mostly 

focused on oncogenic viruses that infect humans such as HPV, KSHV, and EBV. In comparison, 

relatively little is known about poxvirus subversion of the host cell cycle.  

Poxviruses are not generally described as oncogenic in humans. To-date only a single report 

linked poxvirus infection to human cancer and described the formation of malignant tumours 

at sites of smallpox vaccination scars in 24 individuals (Marmelzat, 1968). However, some 
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poxviruses including fowlpoxvirus (FWPV), the monkey-infecting Yaba poxvirus, the human 

poxvirus Molluscum contagiosum, and rabbit Shope Fibromavirus (SFV) have been described 

to cause tumour-like hyperplasia in infected animals (Cheevers et al., 1968; MD, 1970; Niven 

et al., 1961; Shope, 1932). This poxvirus-induced tissue hyperplasia has been linked to 

secretion of virally encoded growth factors but has not been studied in the context of 

molecular control of the host cell cycle (McFadden, 2005; Moss, 2007).  

Myxoma virus (MV) is a rabbit specific poxvirus. It has been shown to alter cell cycle 

progression by expressing the protein M-T75 (Johnston et al., 2005) which was linked to cell 

cycle exit from G0/G1 and accumulation in G2/M of infected, serum starved cells. The change 

in cell cycle distribution was attributed M-T75 dependent regulation of the cellular E3 ligase 

cullin-1. M-T75 was shown to interact with cullin-1 and was suggested to stimulate E3 ligase 

activity. Cullin-1 is involved in cell cycle control as it controls proteasomal degradation of 

several cell cycle regulators, such as the CKI p27 (Kip1). While p27 did not change during 

infection in the presence of M-T75, deletion of M-T75 caused an increase in p27 and apoptosis. 

Preventing p27 accumulation and cell cycle arrest was therefore suggested to counteract 

antiviral responses such as induction of apoptosis.  

Malignant rabbit fibroma virus (MRV) is a chimeric poxvirus, combining sequences from SFV 

and the previously discussed Myxoma virus (MV). While MRV is highly virulent and 

tumorigenic in rabbits, SFV infection causes benign fibromyxoma that is usually cleared within 

a few weeks. Comparing determinants of virulence, it was observed that MRV infection 

decreases cell proliferation, regulates p53 transcription via a poxviral transcription factor (C7), 

and prolongs the G2/M phase of the cell cycle (Wali and Strayer, 1996, 1999a). Although this 

study suggests a connection between virulence and the ability to control cell cycle progression, 

molecular understanding of how these changes are induced remain to be investigated.  

 

Orf virus, the prototype parapoxvirus was found to encode a viral protein that negatively 

regulates the APC/C, which was accordingly named PACR (poxvirus APC/cyclosome regulator 

(Mo et al., 2009). APC/C is an ubiquitin ligase which is required for correct cell cycle 

progression. While it is essential in promoting exit from mitosis, it requires deactivation for 

cells to transit from G1 into S phase. The Orf PACR was defined as a RING-H2 protein which 

shares sequence similarity with the APC/C subunit APC11.  PACR works as a dominant/negative 

regulator of APC/C by binding to the APC2 subunit of the complex. However, PACR lacks 

ubiquitin ligase activity and thereby impairs APC/C function. Consistent with inhibited APC/C 

activity, cell lines stably expressing PACR showed increased G2/M cell fractions at the expense 
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of G1 phase. This shift in cell cycle distribution was paralleled by increased cyclin A and cyclin 

B levels. Based on these results, PACR was suggested to arrest cells at the border between G2 

and M phase, thus inhibiting cell proliferation and inducing apoptosis. While PACR was not 

found to be essential for the virus life cycle, genetic deletion drastically decreased viral fitness 

and growth. However, it remains to be established how PACR expression promotes productive 

viral infection. Additionally, PACR was found to be encoded not only by Orf virus but by a 

subset of poxviruses, including the two genera parapoxviruses and molluscipoxviruses, as well 

as Crocodile and Squirrel poxvirus. 

 

 

5.1 Vaccinia and modulation of the host cell cycle 
 

VACV was first described to alter cell cycle progression in the 1960s. Infection was observed 

to inhibit cell proliferation and DNA synthesis immediately after infection, reducing DNA 

replication to 25% of control levels by 6hpi. In addition to blocking cellular DNA synthesis, 

VACV also prevented entry into mitosis and no mitotic cells were observed in infected cultures 

after 7hpi (Jungwirth and Launer, 1968; Kit and Dubbs, 1962; Magee and Sagik, 1959; Magee 

et al., 1960). Although it was suggested that inhibition required viral entry and early gene 

expression, conclusions from infections with cowpox and VACV were inconclusive and 

contradictory (Kit and Dubbs, 1962; Magee and Sagik, 1959; Magee et al., 1960). In addition 

to these conflicting results, mechanistic insights remained inaccessible due to experimental 

limitations. First, viral DNA was not readily distinguishable from cellular DNA given that 

classical studies indirectly determined cellular DNA synthesis rates by pulsed radiolabelling 

with 14C-thymidine. Since VACV is a dsDNA virus, 14C-thymidine is also incorporated into 

replicating viral genomes. Differentiation of the two DNA species required physico-chemical 

separation of the nuclear (cellular) from the cytosolic (viral) DNA fraction (Jungwirth and 

Dawid, 1967). Second, initial experiments aimed at studying the minimal viral requirement to 

block the cell cycle relied on UV or heat inactivated VACV (Jungwirth and Launer, 1968). These 

inactivation methods result in a poorly defined and highly variable inhibition of the virus life 

cycle (Tsung et al., 1996).      

After these initial observations that VACV inhibited cellular DNA synthesis and cell cycle 

progression, it took 30 years till the topic was revisited. In 1999 a report was published that 

linked VACV infection to changes in cell cycle progression and expression of several cell cycle 
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regulators (Wali and Strayer, 1999b). VACV was shown to significantly increase the S phase 

cell fraction at 24hpi at the expense of G1 in rabbit kidney fibroblasts that were released from 

a serum starvation block. Although the G2/M fraction was also slightly increased, the change 

was not significant. The change in cell cycle distribution was suggested to be caused by 

increased CDK1 activity at 36hpi, as well as altered protein and transcript levels of cell cycle 

regulators in response to VACV infection. While CyclinA and p53 were found to be upregulated 

between 4-12hpi, the protein levels fell below mock controls during late infection (12-60 hpi). 

Similarly, p27, CDK1 and CDK2 levels were suggested to decline between 36-60hpi. Mirroring 

the reduction in protein abundance at late timepoints, VACV was indicated to first induce CDK2 

and CyclinB transcription between 2-12hpi before reducing it again later on. Similar results 

were obtained for transcript levels of Cyclins A2, C, D1, G1, and H in a more recent microarray 

study: VACV infection increased transcript abundance in unsynchronized HeLa cells at 2hpi, 

before causing a reduction at 6 and 16hpi, compared to mock controls (Guerra et al., 2003). 

Taken together, the study by Wali and Strayer showed that VACV altered cell cycle progression 

at late stages of infection (>24hpi) and provided first suggestions of molecular changes in the 

host cell. However, (molecular) changes in host cell cycle progression during early VACV 

infection (0-12hpi), implications for the virus life cycle, as well as the required viral effectors 

remained undefined.  

VACV was further reported to alter cell cycle progression by dysregulating G1/S transcription 

and an increased fraction of S and G2/M cells was observed after 30hpi (Yoo et al., 2008). 

Transcription of S phase inducing genes relies on RNA polymerase III (pol III) and its associated 

transcription factors TFIIIB and TFIIIC (Mauck and Green, 1974; White et al., 1995). VACV 

infection was shown to induce expression of both TFIIIB and TFIIIC, thereby promoting tRNA 

synthesis (Yoo et al., 2008). In uninfected cells, pol III transcriptional activity is negatively 

affected by the tumour suppressors Rb and p53, which bind to TFIIIB and TFIIIC subunits 

(Crighton et al., 2003; Larminie et al., 1997; White, 2004). It was suggested that VACV-

mediated inactivation of both Rb and p53 caused the observed increase in the populations of 

S and G2/M phase cells (Yoo et al., 2008). Rb was found to be hypo-phosphorylated upon VACV 

infection, while total protein levels remained unchanged. This result was surprising as hypo-

phosphorylated Rb is known to prevent G1/S transcription and S phase entry (cf. section 3.3.1 

of this chapter). However, hypo-phosphorylated Rb was observed to be sequestered and 

inactivated in a complex with the TFIIIB subunit Brf1. Additionally, infection was shown to 

deactivate p53 by inducing its complex formation with another TFIIIB subunit TBP, as well as 

its degradation. Degradation of p53 was suggested to be promoted by VACV-induced 
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upregulation of Mdm2 transcription, which is known as a negative regulator of p53 stability. 

To summarize, this report suggests that late VACV infection (>30hpi) increases the S and G2/M 

cell cycle fractions by deactivating Rb and p53 thus inducing G1/S transcription. The same 

study reported a pro-proliferative effect of VACV infection on 143B osteosarcoma cells, thus 

contradicting previous report and indicating cell-type dependent differences. In summary, 

although changes in cellular regulators pathways were described, the viral effector protein 

and the effect on productive infection remain to be defined.  

 

The VACV kinase B1 is the only viral protein that has been implicated in regulating progression 

of the host cell cycle (Santos et al., 2004). During infection, B1 is expressed as an early protein 

and has critical functions in viral genome replication (cf. Introduction section 2.2.3.). Linking 

B1’s kinase function with host cell cycle control, expression of B1 in uninfected cells was shown 

to be sufficient to promote degradation of p53 (Santos et al., 2004). In this system, B1 

hyperphosphorylated p53 at several N-terminal residues, including Ser15 and Thr18, which 

modulate p53 stability (Haupt et al., 1997; Kubbutat et al., 1997). B1-induced degradation of 

p53 depended on proteasome activity, and the E3 ligase Mdm2 which is a known negative 

regulator of p53. In the absence of Mdm2, B1 expression caused an increase in p53, rather 

than its degradation. While this demonstrates that B1 phosphorylates p53 and causes its 

degradation, it remains to be investigated whether B1 has the same function in the context of 

VACV infection.   

   

 

5.2 Involvement of the host cell cycle in productive VACV infection 
 

Although the publications described above indicate that VACV alters host cell cycle 

progression and manipulates key cell cycle regulators, it has not been discovered how this 

benefits viral replication.  

Encoding over 200 proteins, Poxviruses are known as master regulators that highjack and 

control (nearly) every process in their host cells. As a member of the poxvirus family, VACV 

encodes its own DNA replication and transcription machinery, as well as enzymes involved in 

nucleotide metabolism (Black and Hruby, 1991; De Silva and Moss, 2008; Gammon et al., 2010; 

Paoletti and Moss, 1974). The vast coding capacity allows VACV to replicate exclusively in the 

cytosol, and more independently from its host cell than other viruses. However, the notion 

that VACV replication proceeded without nuclear involvement was disproven when it was 
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observed that enucleated cells did not support production of infectious virions (Pennington 

and Follett, 1974). While viral DNA replication and transcription proceeded with normal 

timing, viral factories contained fewer IVs, and viral DNA condensation as well as virus particle 

maturation was inhibited (Hruby et al., 1979; Pennington and Follett, 1974; Prescott et al., 

1971). Further suggesting nuclear involvement in replication, siRNA knockdown of nuclear 

pore components, and inhibition of nuclear transport was found to mimic the enucleation 

phenotype (Mercer et al., 2012; Sivan et al., 2013). It was further shown that the nuclear pore 

complex proteins Nup358 and Nup62 are directly recruited to sites of VACV replication and 

are involved in productive infection (Khuperkar et al., 2017). 

Highlighting the importance of host factors in the VACV life cycle, several nuclear factors in 

addition to Nups have been described to localize to viral factories and assist in either genome 

replication or viral gene transcription (cf. sections 2.2.3 and 2.2.4). These cellular factors 

include the transcription factors YY1, TBP, and SP1, the heterogeneous nuclear 

ribonucleoproteins A2/B1 and RBM3, as well as cellular translation factors G3BP1, eIF4E, and 

eIF4G (Broyles et al., 1999; Gunasinghe et al., 1998; Katsafanas and Moss, 2004; Knutson et 

al., 2006; Oh and Broyles, 2005; Rosales et al., 1994; Rozelle et al., 2014; Walsh et al., 2008).  

Recently, VACV has been shown to exploit the cellular DNA damage response (cf. section 

2.2.3), thus linking a key component of the cell cycle machinery to productive infection for the 

first time (Postigo et al., 2017). While the paper did not investigate activation of the DDR in 

context of cell cycle regulation, it found DDR activation to be essential for VACV genome 

replication. It was suggested that VACV recruits the cellular single strand binding protein RPA 

to replicating genomes to serve as a platform for the assembling replisome and activated DDR 

components. Within the replisome, the viral polymerase E9 was found to interact with the 

DDR activating protein TOPBP1 and the cellular sliding clamp PCNA. While activation of the 

DDR kinases ATR and Chk1 was found to be essential, their role in VACV genome replication 

has not been established. It was suggested, however that they might function in facilitating 

viral genome replication. 

Mass spectrometry analysis of the proteome associated with replicating VACV genomes 

(IPOND-MS) indicated that VACV might exploit several cellular pathways dedicated to DNA 

repair in addition to DDR (Reyes et al., 2017). The proteome was found to be enriched in 

cellular factors involved in Non-Homologous End Joining (NHEJ), Base Excision Repair (BER), 

Nucleotide Excision Repair (NER), Interstrand Crosslink (ICL) repair, and Homologous 

Recombination Repair (HRR). While neither ATR nor Chk1 were confirmed to associate with 
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VACV DNA, PCNA was strongly enriched, as well as all subunits of the mini-chromosome 

maintenance MCM2-7 replicative helicase complex, the HRR components BLM, MRE11, NBS1, 

and Ku70, as well as topoisomerase I/II which was previously shown to facilitate VACV 

replication (Lin et al., 2008).  While this dataset provides interesting new links between VACV 

replication and the host cell machinery, it remains to be investigated how these different DNA 

repair pathways interact with the VACV life cycle. 

However, the DDR has not only been described to benefit infection. The ssDNA branch of the 

DDR is mediated by two kinases: ATM and DNA-PK (cf. section 3.3.3). While activation of ATM 

and its downstream effector kinase Chk1 were implicated in assisting VACV genome 

replication, DNA-PK is known as a cytoplasmic DNA sensor with anti-poxviral activity (Ferguson 

et al., 2012). VACV encodes several proteins, including C4 and C16, which directly inhibit the 

antiviral effect of DNA-PK by preventing its DNA binding activity (Peters et al., 2013; Scutts et 

al., 2018). The opposing effects of ATM and DNA-PK mediated DDR highlight the dual role of 

checkpoint activation in the viral life cycle, as well as the complexity of viral modulation of 

host cellular pathways.   

 
 

5.3 Summary 
 
VACV has been shown to inhibit cellular DNA synthesis, as well as to alter host cell proliferation 

and cell cycle distribution. While deactivation of the tumour suppressors Rb and p53 were 

described to facilitated entry into S phase during late infection, detailed mechanistic insights 

remain to be investigated. VACV infection has further been implicated to activate and harness 

the cellular DNA damage response for its own genome replication. However, how the DDR 

assists in viral DNA replication is still undefined and it remains to be elucidated VACV-induced 

DDR activation affects host cell cycle progression. 
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6 Aims of the PhD  
 

Poxviruses are known as master regulators that highjack and control (nearly) every process in 

their host cells. As the model poxvirus, VACV has been extensively studied over the past 

decades. While infection has been linked to alterations in cell cycle progression and activation 

of cellular checkpoints, the relevance of this cell cycle subversion to VACV replication and how 

it is achieved remains undefined.  

Cell cycle progression is tightly regulated in normal, uninfected cells and several molecular 

checkpoints ensure that cells divide in a controlled manner. Uncontrolled division, however, 

is a hallmark of cancer and cell cycle dysregulation is a major cause for cancer development. 

Recently, viruses have been recognized as a promising biotechnological tool for anti-cancer 

therapy. These virotherapies exploit a virus’ natural or engineered preference for infecting and 

thereby destroying tumour cells. Several different virotherapies based on oncolytic viruses, 

including VACV are currently being tested in clinical trials.  

VACV is well-known as the model poxvirus and has gained clinical significance as the vaccine 

used to successfully eradicate smallpox. The causative agent of smallpox, variola virus, remains 

the deadliest pathogen in human history, accounting for more than 500 million deaths. The 

smallpox vaccination campaign has been discontinued, which leaves the population at risk for 

smallpox re-emergence by bioterrorism, or zoonotic poxvirus infections such as monkeypox 

and cowpox. Limited treatment options for poxvirus infections necessitate continued research 

into this virus family to develop improved anti-virals and vaccines.  

Better understanding of how VACV interacts with the host cell cycle will help the advancement 

of improved anti-cancer virotherapies and  provide new drug targets for the development of 

anti-poxviral agents.  

This PhD project therefore aims to provide a more comprehensive understanding of how VACV 

alters the host cell cycle during infection.   

 
AIM 1: Characterization and description of VACV induced cell cycle changes. 

 
AIM 2: Identification of the required VACV life cycle stages and viral effector  
             proteins. 

   
AIM 3: Identification of the cellular co-effector proteins and signalling pathways  

   
AIM 4: Definition of host cell cycle contribution to productive infection. 
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2  Materials and Methods 

 

1 General material and methods 

1.1 Cell Culture 
 

Cells were grown in Dulbecco’s Modified Eagle Medium (DMEM, Life Technologies) 

supplemented with cell line specific additives (Table 1). Cell cultures were maintained under 

standard conditions at 37°C and 5% CO2.  When reaching a 80-90% confluency, cells were 

passaged using Phosphate-buffered Saline (PBS) and Trypsin/EDTA (2.5 g Trypsin/litre, 0.2 g 

EDTA/litre). All cell culture reagents (1x PBS, Trypsin, and media) are pre-warmed to 37 °C 

prior to use, unless specified otherwise. Handling of non-fixed cells was exclusively conducted 

in laminar-flow. 

 

Cell line Specification Medium composition Source  

    
HeLa Human, cervical cancer DMEM (Life Technologies) 

10% Foetal Bovine Serum 
(FBS, Life Technologies) 
1 % Gluta-Max (Gibco) 
1% Penicillin-
Streptomycin (Life 
Technologies) 
1% Non-essential amino 
acids (NEAA, Gibco) 

ATCC 

HeLa Kyoto 
H2B-
mCherry 

Human, cervical cancer. 
Expressing exogenous 
histone H2B C-terminally 
tagged with mCherry. 

HeLa medium 
 

Murielle Serres 
(Paluch Lab, 
LMCB, UCL) 

HeLa FUCCI Human, cervical cancer. 
Expressing XX 

HeLa medium RIKEN Cell Bank 

A549 Adenocarcinomic human 
alveolar basal epithelial cells 

HeLa medium ATCC 

HCT116 Human, colorectal cancer HeLa medium M. Wilson 
(Saiardi Lab, 
LMCB, UCL) 

HCT116 p53-
/- 

Human, colorectal cancer. 
Homozygous p53 knockout. 

HeLa medium M. Wilson 
(Saiardi Lab, 
LMCB, UCL) 

BSC40 Green monkey kidney cells HeLa medium supplied 
with 1 % Sodium Pyruvate 
(Life Technologies) 

ATCC 
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Table 1 Cell lines used in this study 

1.1 Viruses 
 

Recombinant VACV strains used in this study are part of the Mercer Lab collection and have 

either been obtained elsewhere (cf. Table 2), or were generated through homologous 

recombination as previously described (Mercer and Helenius, 2008b). BSC40 cells were 

infected with the backbone VACV of choice and transfected with linearized plasmid 4hpi. Cells 

were harvested at 48hpi and the recombinant virus was plaque purified over several rounds, 

using fluorescence as a marker. Plaques from the final round were sequenced to confirm 

construct insertion in the correct locus. Insertions in the thymidine kinase (TK) locus were 

generated using vectors derived from the plasmid pJS4 (Chakrabarti et al., 1997). Insertions in 

other loci, including endogenous insertions were generated using vectors based on the 

commercial plasmid pBluescript II KS (ThermoFisher Scientific). 

 

Virus Type Description Source / Reference 

   
VACV WT WR Wild-type VACV Western Reserve strain Jason Mercer 
WR E EGFP VACV WR encoding EGFP under the J2R early 

promoter in the TK locus 
(Chakrabarti et al., 
1997; Stiefel et al., 
2012) 

WR L EGFP VACV WR encoding EGFP under the F17R late 
promoter in the TK locus 

(Chakrabarti et al., 
1997; Schmidt et al., 
2013; Stiefel et al., 
2012) 

WR HA-D5 VACV WR encoding an endogenous HA-D5 fusion 
protein in the TK locus 

(Kilcher et al., 2014) 

WR Cts2 VACV WR encoding a thermolabile, endogenous 
B1 protein. Permissive temp: 31°C, non-
permissive temp: 39.7°C 

(Condit et al., 1983) 

WR Cts24 VACV WR encoding a thermolabile, endogenous 
D5 protein. Permissive temp: 31°C, non-
permissive temp: 39.7°C 

(Condit et al., 1983; 
Kilcher et al., 2014) 

WR F10-SH EL 
EGFP 

VACV WR encoding EGFP under a viral early late 
promoter in the TK locus, and a F10-Streptavidin-
HA fusion protein in the endogenous F10L locus 

Jason Mercer 

vL1Ri EL EGFP VACV WR encoding L1 under an IPTG inducible 
LacZ promoter  

(Bisht et al., 2008) 

vindH1 VACV WR encoding H1 under an IPTG inducible 
LacZ promoter. 5mM IPTG 

(Liu et al., 1995) 

ΔB1mutB12-
A1 / -A3 

VACV WR B1R deletion virus which encodes a 
mCherry cassette instead of the B1R gene and 
contains an additional mutation in the B12R 
locus, which renders the virus replication 
competent. 

(Olson et al., 2019) 
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Table 2 VACV recombinants used in this study 

 

1.2 Reagents and antibodies 

1.2.1 Kits  

 

The following kits were used according to manufacturer’s instructions, unless specified 

otherwise. The Click-iT EdU kit was used with 5-Ethynyl-2'-deoxycytidine (5-EdC) purchased 

from Abcam instead of the supplied EdU. Cytotoxicity was determined using the Pierce LDH 

Cytotoxicity Assay Kit with a reaction volume of 3 x 25 μl instead of the described 3 x 50 μl. 

Kit Company 

  
Click-iTTM EdU Alexa FluorTM 488 Imaging 
Kit 

Invitrogen 

Pierce LDH Cytotoxicity Assay Kit Thermo Scientific 
QIAquick PCR Purification Kit Qiagen 
QIAquick Gel Extraction Kit Qiagen 
QIAprep Spin Miniprep Kit Qiagen 
Plasmid Maxi Kit Qiagen 
  

Table 3 Kits used in this study 

 

 

1.2.2 Western blot and immunofluorescence antibodies 

 

Table 4 summarizes the primary antibodies that were used to detect cellular proteins either 

by immunoblot or immunofluorescence.  

Target Species Dilution  Reference/Company 

    
ATM Mouse 1:1000 GeneTex GTX70103 
ATR Rabbit 1:1000 Abcamab2905 
Aurora A Rabbit 1:1000 Abcam ab1287 
Aurora B Rabbit 1:1000 Abcam ab2254 
CDK1 Mouse 1:1000 Cell Signaling #9116 
CDK2 Rabbit 1:1000 Cell Signaling #2546 
CDK4 Rabbit 1:1000 Cell Signaling #12790 
CDK6 Rabbit 1:1000 Cell Signaling #13331 
CDK7 Mouse 1:1000 Cell Signalling #2916 
CDk9 Rabbit 1:1000 Cell Signalling #2316 
Cdc25C Rabbit 1:1000 Cell Signalling #4688 
Phospho-Cdc25C (Thr48) Rabbit 1:1000 Cell Signalling #9527 
Phospho-Cdc25C (Ser216) Rabbit 1:1000 Cell Signalling #4901 
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Cdt1 Mouse 1:1000 Millipore 04-1524 
Chk1 Mouse 1:1000 Santa Cruz sc-56291 
Phospho-p53 (Thr18) Rabbit 1:1000 Elabscience 20958ELA 
Geminin Rabbit 1:1000 Santa Cruz sc-13015 
Chk2 Mouse 1:1000 Cell Signalling #3440 
Cyclin A Mouse 1:1000 Santa Cruz sc-71682 
Cyclin B1 Rabbit 1:1000 Cell Signalling #4138 
Cyclin D1 Rabbit 1:1000 Cell Signaling #2978 
Cyclin E Mouse 1:1000 BD Pharmingen 551160 
INCENP Mouse  Abcam ab23956 
Lamin B1 Rabbit 1:1000 Abcam ab133741 
MCM2 Mouse 1:1000 Cell Signaling #12079 
Mdm2 Mouse 1:1000 Abcam ab16895 
p53 Mouse 1:1000  
Phospho-AurorA (Thr228) / 
68hosphor-AuroraB (Thr232) / 
68hosphor-AuroraC (Thr198) 

Rabbit 1:1000 Cell Signalling #2914 

Phospho-CDK1 (Tyr15) Rabbit 1:1000 Cell Signaling #4539 
68Phospho-Chk1 (Ser345) Rabbit 1:1000 Cell Signaling #2348 
Phospho-Chk2 (Thr68) Rabbit 1:1000 Cell Signaling #2197 
Phospho-Histone H2A.X Ser139 Rabbit 1:1000 Cell Signaling #9718 
Phospho-p53 (Ser15) Mouse  1:1000 Cell Signaling #9286 
Phospho-Rb (Ser795) Rabbit 1:1000 Cell Signaling #9301 
Phospho-Rb (Ser807/811) Rabbit 1:1000 Cell Signaling #8516 
α-Tubulin Rabbit 1:2000 Cell Signaling # 
α-Tubulin Mouse 1:2000 Cell Signaling # 
PCNA Mouse 1:1000 Santa Cruz sc-25280 
HA Mouse 1:2000 BioLegend 
HA Rabbit 1:2000 BioLegend 
Phospho-ATR    
Phospho-ATM (Ser1981) Mouse 1:1000 Cell Signaling #4526 
Rb    
SAMHD1 Mouse 1:1000 Abcam ab67820 
YY1 Rabbit 1:1000 Abcam ab109237 
p21    
    

Table 4 Primary cellular antibodies used in this study 

 

Table 5 summarizes the primary antibodies that were used to detect viral proteins by 

immunoblot analysis. 

Target Species Dilution  IF Fixation Reference/Company 

     
F17 Rabbit 1:1000 - Paula Traktman (Liu et al., 1995) 
I3 Rabbit 1:1000 - Paula Traktman (Rochester and Traktman, 

1998) 
     

Table 5 Primary viral antibodies used in this study 
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Table 6 summarizes the secondary antibodies that were used to visualize cellular and viral 

proteins either by immunoblot (chemiluminescence and near-infrared fluorescence), or by 

immunofluorescence.  

Target Species Dilution Application Reference/Company 

     
Anti-mouse IgG,  HRP-linked Horse 1:2000 WB Cell Signalling #7076 
Anti-rabbit IgG, HRP-linked Goat 1:2000 WB Cell Signalling #7074 
Anti-mouse IgG, IRDye 680RD Donkey 1:10000 WB LI-COR 926-68072 
Anti-rabbit IgG, IRDye 680RD Donkey 1:10000  WB LI-COR 926-68073 
Anti-rabbit IgG, IRDye 800CW Donkey 1:10000  WB LI-COR 926-32213 
Anti-mouse IgG, IRDye 800CW Donkey 1:10000  IF LI-COR 926-32212 
Anti-rabbit IgG, AlexaFluor 488 Goat 1:400  IF Thermo Fisher 
Anti-mouse IgG, AlexaFluor 594 Goat 1:400  IF Thermo Fisher 
Anti-rabbit IgG, AlexaFluor 594 Goat 1:400  IF Thermo Fisher 
Anti-mouse IgG, AlexaFluor 488 Goat 1:400  IF Thermo Fisher 
Anti-mouse IgG, AlexaFluor 647 Goat 1:400  IF Thermo Fisher 
Anti-rat IgG, AlexFluor 647 Goat 1:400  IF Thermo Fisher 
     

Table 6 Secondary antibodies used in this study 

 

 

1.2.3 Small molecule inhibitors 

 

The inhibitors used in this study are summarized in Table 7 and Table 8. The compounds were 

dissolved and stored as recommended by the manufacturer. Mevinolin (Lovastatin) was 

activated by dissolving the prodrug in 70% EtOH to convert it into its active form 

(JavanMoghadam-Kamrani and Keyomarsi, 2008).  

Name Final concentration Company 

   
Cytosine arabinoside (AraC) 10 μM Sigma-Aldrich 
Cycloheximide (CHX) 50 μM Sigma-Aldrich 
Mevinolin (Lovastatin) 20 μM LKT Labs 
DL-Mevalonic acid lactone (Mevalonate) 6 mM Sigma-Aldrich 
Hydroxyurea (HU) 2.5 mM Sigma-Aldrich 
RO3306 10 μM Sigma-Aldrich 
Tissue-culture grade DMSO - Sigma-Aldrich 
   

Table 7 Inhibitors used in this study 
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Table 8 summarized the custom-made small molecule inhibitor library that was screened for 

anti-viral activity (described in methods section 3.1.1-3.1.2). The pre-dissolved library was 

obtained from Selleckchem. 

Cat. No. Name Target IC50 in cell free assays 
(Selleckchem) 

Tested 
concentration 
range 

 
S1008 

 
Selumetinib, 
AZD6244 

 
Mek1 

 
14 nM 

 
97.66 nM – 50μM 

S1048 VX-680 pan-Aurora 9.9 nM (mostly 
AuroraA) 

2.54 nM – 50μM 

S1092 KU-55933 ATM 12.9 nM 97.66 nM – 50μM 
S1116 Palbociclib, PD-

0332991 
CDK4/6 11 nM / 16 nM 39.06 nM – 20μM 

S1145 SNS-032, BMS-
387032 

CDK2/7/9 48 nM / 62 nM / 4 nM 39.06 nM – 20μM 

S1153 Roscovitine Seliciclib, 
CYC202 

CDK1/2/5 0.65 μM / 0.7 μM / 0.16 
μM 

97.66 nM – 50μM 

S1249 JNJ-7706621 Pan-CDK 
(effect on 
AurK) 

9 nM (CDK1) 
4 nM (CDK2) 
 

2.54 nM – 50μM 

S1525 MK-1775 Wee1 5.1 nM 39.06 nM – 20μM 
S1532 AZD7762 Chk1/2 5 nM 39.06 nM – 20μM 
S1572 BS-181 HCL CDK7 21 nM 39.06 nM – 20μM 
S1896 hydroxyurea DNA 

synthesis 
32 μM 78.13 nM – 40μM 

S2248 Silmitasertib, CX-
4945 

CK2 1 nM 78.13 nM – 40μM 

S2683 CHIR-124 Chk1 0.3 nM 39.06 nM – 20μM 
S2893 NU7026 DNA-PK 0.23 μM 97.66 nM – 50μM 
S7102 VE-822 ATR 19 nM 39.06 nM – 20μM 
S8007 VE-821 ATR 26 nM 97.66 nM – 50μM 
S8050 ETP-46464 ATR 25 nM 97.66 nM – 50μM 
S1107 Danusertib , PHA-

739358 
pan-Aurora 13nM / 79 nM / 61 nM 2.54 nM – 50μM 

S1147 Barasertib, AZD1152-
HQPA 

AuroraB 0.37nM (3700 fold more 
selective over B than A) 

2.54 nM – 50μM 

S1451 Aurora A Inhibitor I AuroraA 3.4 nM (1000 fold more 
selective over A than B) 

78.13 nM – 40μM 

     

Table 8 Small molecule inhibitor library screened in this study 

 

 

2 Virus methods 
 
For amplification of the virus, confluent 60 mm dishes of BSC40 cells were infected with the 

desired VACV strain at multiplicity of infection (MOI) of 1. After incubation under standard 

conditions for 2 days, cells were harvested by scraping into 1 mM Tris pH 9.0 and lysed by 

freeze-thawing three times in liquid nitrogen. This cell extract was then used to infect two 15 
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cm dishes of confluent BSC40 cells which were again incubated under standard conditions for 

2days. As before, infected cells were harvested in 1 mM Tris pH 9.0. After freeze-thawing three 

times, the lysate was used to infect 15 x 15cm dishes of BSC40 cells which were harvested 

after 2 days of incubation. The cells were scraped into PBS and pelleted by centrifugation at 

300 x g for 5min.   

 

The cell pellet was resuspended in 12mL 10mM Tris pH 9.0 and kept on ice for 5min. Cell 

membranes were disrupted with 25 strokes in a tight-fitting douncer (Wheaton) and the 

resulting cytosolic extract was centrifuged at 2000 x g for 10 min at 4°C. To remove cell debris 

from the cell extract, the supernatant was centrifuged again. Next, the cytosolic extracts were 

sedimented through a 36% sucrose cushion (20 mM Tris pH 9.0) by ultracentrifugation in a SW 

32 Ti Rotor (Beckman Coulter) at 43’000 x g for 80 min at 4°C. The resulting virus pellet was 

resuspended in 300μL 1mM Tris pH 9.0 and was stored at -80°C.  

For further purification, the sedimented virus was vortexed, sonicated, and layered onto a 25-

40 % sucrose gradient, which was prepared using a Gradient Master (Biocomp) set at 81.5°, 

18 rpm, 3 min in 10 mM Tris 9.0.  Sedimented virus was banded through ultracentrifugation 

at 12’000 x g at 4°C for 40 min. The banded virus was extracted from the SW41 ultracentrifuge 

tube (Beckman Coulter) using a hypodermic needle and was resuspended in 1 mM Tris pH 9.0 

and stored at -80°C. The titer of the purified virus stocks was then determined by plaque assay 

(materials and methods section 2.2). 

 

2.1 Virus titration and MOI 

2.1.1 Virus titration 

 

Virus yields or virus titers of purified virus stocks were determined by plaque assay. The virus 

yield or stock (2μL) were serially diluted in DMEM(-) (998 μl) to a final dilution of 10-9 and 

tittered on confluent monolayers  of BSC40 cells. 500 μl inoculum was added per well of a 6 

well plate and incubated at standard conditions, gently rocking the plates every 15min. After 

1h, the infection medium was replaced with 1.5 ml BSC40 growth medium. After incubation 

for 2 days, the medium was aspirated and cells were fixed with staining solution (0.1% crystal 

violet and 2% paraformaldehyde (PFA)). Plaques were manually counted (excluding satellite 

plaques) to calculate the plaqueforming units per millilitre (pfu/ml). 
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2.1.2 MOI for different cell lines 

 

The virus stocks were titered in BSC40 cells and the MOI was adjusted for the different cell 

lines. Since, BSC40 cells are more permissive than HeLa cells, a ten times higher MOI is required 

in HeLa cells to match the infection level in BSC40 cells. In the following, the indicated MOI 

represents the cell line adjusted MOI i.e. if BSC40 cells are described to have been infected 

with an “MOI 50” the same amount of virus particles used to infect HeLa cells is indicated as 

“MOI 5”.  

 

2.1.3 MOI equivalents for non-plaqueforming VACV strains 

 

VACV strains that are defective in viral replication do not form plaques and therefore cannot 

be titered by plaque assay. Instead of calculating the multiplicity of infection based on 

plaqueforming units, the amount of input virions was matched between different VACV 

strains. In order to determine the virion concentration, the DNA absorbance at 260/280nm 

was measured on a NanoDrop (Thermo Scientific). The absorbance of WT VACV with a known 

pfu/ml titer was used to calculate the corresponding “pfu equivalent” for the non-replicating 

VACV strain. Based on the “pfu equivalent titer”, the MOI equivalent (MOI eq.) was calculated 

for the non-replicating VACV strains L1(-) and H1(-).   

 

3 Pharmacological assays 
 

3.1 Cell cycle inhibitor screen 

3.1.1 24h drug pretreatment: viral early and late gene expression 

 

18’000 HeLa or A549 cells 18’000 were seeded in 100 l growth medium in the inner wells of 

96-well plates (Greiner Bio-one) and the outer wells were filled with PBS. Cells were grown 

under standard conditions for approximately 16 hrs. The medium was replaced with 75 l 

fresh growth medium and the inhibitors were added in 25 l DMEM(-) from a  4x stock dilution. 

The cells were incubated in the diluted 1x inhibitor medium under standard conditions for 24h. 

Samples were infected with either WR E EGFP, or WR L EGFP at MOI (5) in 100 l DMEM (-) to 

ensure > 90% infection. After 1h incubation under standard conditions, unbound virus was 
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aspirated and wells were fed with 75 l fresh growth medium before adding the inhibitors in 

25 l DMEM(-) from a  4x stock dilution. Plates were incubated at standard conditions and 

harvested at either 6hpi or 16 hpi for early and late EGFP viruses, respectively. The samples 

were then prepared for analysis by flow cytometry (methods section 8). 

 

3.1.2 30min acute pretreatment:  

 

18’000 HeLa or A549 cells 18’000 were seeded in 100 l growth medium in the inner wells of 

96-well plates (Greiner Bio-one) and the outer wells were filled with PBS. Cells were grown 

under standard conditions for approximately 16 hrs. The medium was replaced with 25 l 

fresh growth medium and the inhibitors were added in 25 l DMEM(-) from a  4x stock dilution. 

The cells were incubated in the diluted 2x inhibitor medium 30min at standard conditions. 

Samples were infected by adding 50 l DMEM(-) with either WR E EGFP, or WR L EGFP (MOI 

5) to ensure > 90% infection. After 1h incubation under standard conditions, unbound virus 

was aspirated and wells were fed with 75 l fresh growth medium before adding the inhibitors 

in 25 l DMEM(-) from a  4x stock dilution. Plates were incubated at standard conditions and 

harvested at either 6hpi or 16 hpi for early and late EGFP viruses, respectively. The samples 

were then prepared for analysis by flow cytometry (methods section 8). 

 

3.1.3 Calculation of EC90 values  

 

Viral early and viral late gene expression was quantified by flow cytometry and either 

measured as mean fluorescence intensity of the entire cell population (MFI), or as the 

percentage of infected (EGFP positive) cells. To determine the dose response curves, the MFI 

or percentage of infected cells were plotted against the inhibitor concentrations using Prism7 

(GraphPad). The inbuilt analysis tool was used to fit a non-linear regression curve with a 

variable slope (four parameters) to the input data (inhibitor concentration vs. response), 

according to the following model: 

 

 

 

   𝑦(𝑥) = 𝑦𝑚𝑖𝑛 + [𝑦𝑚𝑎𝑥 − 𝑦𝑚𝑖𝑛] [1 + (
𝑥𝐻

𝐼𝐶50𝐻)]⁄     
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𝑥 : inhibitor concentration 

𝑦𝑚𝑎𝑥 : maximum value for infection parameter (at minimal inhibitor concentration) 

𝑦𝑚𝑖𝑛 : minimum value for infection parameter (at maximal inhibitor concentration) 

𝐻 : Hill Slope, describes steepness of fitted curve 

𝐼𝐶50 : concentration of inhibitor that results in 50% of maximal inhibition 

 

Next, the IC50 values were calculated from the fitted dose-response curve. The IC50 value 

refers to the inhibitor concentration that induces a half-maximal response i.e. 50% of 

maximum viral inhibition. Similarly, the IC90 values reflect the inhibitor concentration that 

elicits a 90% response i.e. 90% of maximum viral inhibition. The IC90 values were calculated 

for the hits from the small molecule screen using the adapted Hill equation:  

𝐸𝐶𝐹 =  (
𝐹

100 − 𝐹
)

1/𝐻

∙  𝐸𝐶50 

 

𝐹 : percent response (e.g. 90 for EC90 values) 

𝐸𝐶𝐹 : inhibitor concentration that leads to F % of maximal inhibition 

𝐻 : Hill Slope, describes steepness of fitted curve 

𝐸𝐶50 : concentration of inhibitor that results in a half maximal inhibition, for the purposes of 

this thesis the EC50 = IC50 

 

3.1.4 Cytotoxicity assay 

 

To test for cell viability after VACV infection or drug treatment, the cytotoxicity was 

determined via Lactate Dehydrogenase assay using the PierceTM LDH Cytotoxicity Assay Kit 

(Thermo Scientific). The assay indirectly measures cell viability by the amount of extracellular 

LDH. Viable cells have an intact plasma membrane barrier that prevents cytoplasmic content 

from leaking out of the cell. Upon cell death, the plasma membrane integrity is compromised 

and cytosolic contents such as the enzyme LDH are released. Manufacturer’s instructions were 

followed while using half the suggested volume for every reaction. Briefly, the assay of interest 

was carried out in 96-well plates (Greiner Bio-one) in a total volume of 100 l. At assay-

dependent times post infection or post treatment, 25 l supernatant from each well was 

transferred to a clear bottom 96-well plate (Greiner Bio-one). To each sample, 25 l PierceTM 

LDH Reaction Mix was added and incubated at RT in the dark for 30min. The LDH reaction was 
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stopped with 25 l Stop Solution, and the absorbance at 490 nm and 650 nm was read with 

VersaMax Microplate Reader (Molecular Devices) using SoftMax Pro software. The 490nm 

absorbance signal was background corrected by subtracting the absorbance at 650nm. 

Measurements were normalized against a “maximum cell death” control where cells were 

lysed for 45min at standard conditions.   

 

 

 

Drug No. Pre-incubation time Virus EC90 (μM) Toxic at EC90 

S1008 30min E EGFP -  

L EGFP 0.12 - 

24h E EGFP -  

L EGFP 68.02  

S1048 30min E EGFP 11.16 No 

L EGFP 16.19 No 

24h E EGFP 12.53 No 

L EGFP 0.09 No  

S1092 
 

30min E EGFP -  

L EGFP 101.41 - 

24h E EGFP -  

L EGFP 46.19 - 

S1116 30min E EGFP -  

L EGFP 16.21 - 

24h E EGFP -  

L EGFP 94.14 - 

S1145 30min E EGFP -  

L EGFP -  

24h E EGFP 0.36 No 

L EGFP 2.86 No 

S1153 30min E EGFP -  

L EGFP 13.72 - 

24h E EGFP -  

L EGFP -  

S1249 30min E EGFP 17.95 No 

L EGFP 5.75 No 

24h E EGFP 7.55 No 

L EGFP 20.4 No 

S1525 30min E EGFP -  

L EGFP 9.80 No 

24h E EGFP 0.30 No 

L EGFP 0.83 No 

S1532 30min E EGFP -  

L EGFP 19.26 - 

24h E EGFP 4.99 - 

L EGFP 1.07 No 
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S1572 30min E EGFP -  

L EGFP 10.30 No 

24h E EGFP -  

L EGFP 36.18 - 

S1896 30min E EGFP -  

L EGFP 0.12 No 

24h E EGFP -  

L EGFP 93.72 - 

S2248 30min E EGFP -  

L EGFP 48.39 - 

24h E EGFP -  

L EGFP 51.10 - 

S2683 30min E EGFP 61.71 Yes (> 47%) 

L EGFP 5.23 No 

24h E EGFP 7.49 No 

L EGFP 0.2 No 

S2893 30min E EGFP -  

L EGFP 0.27 No 

24h E EGFP -  

L EGFP 28.00 - 

S7102 30min E EGFP -  

L EGFP 45.36 Yes (> 95%) 

24h E EGFP 5.72 No 

L EGFP 5.31 No 

S8007 30min E EGFP -  

L EGFP 43.63 - 

24h E EGFP -  

L EGFP 14.47 - 

S8050 30min E EGFP -  

L EGFP 0.16 - 

24h E EGFP -  

L EGFP 42.00 - 

S1107 30min E EGFP 6.71 No 

L EGFP 57.83 Yes (> 67%) 

24h E EGFP -  

L EGFP 0.61 No 

S1147 30min E EGFP -  

L EGFP 83.24 - 

24h E EGFP --  

L EGFP 0.05 No 

S1451 30min E EGFP -  

L EGFP 25.67 - 

24h E EGFP -  

L EGFP 2.62 No 
Table 9 Summary of EC90 values for early and late inhibitors 

4 Cell cycle assays 
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4.1 Cell cycle shift assays 
 

Asynchronous HeLa FUCCI cells were infected with VACV, or a recombinant VACV strain (MOI 

2). Samples were harvested at assay-dependent times post infection and prepared for flow 

cytometry as described in section 8. Using the flow cytometry analysis software InCyte (Merck 

Milipore), cells were gated according to their fluorescence as either no fluorescence, red only, 

red and green, or green only (outlined in Figure 3-7). The percentage of each cell fraction was 

displayed as the percentage of total cell counts.  

 

4.2 Cell cycle synchronization assays 
 

HeLa FUCCI cells were synchronized in G1 with Lovastatin as previously described 

(JavanMoghadam-Kamrani and Keyomarsi, 2008; Ma and Poon, 2011). Briefly, cells were 

synchronized with Lovastatin (20 μM) for 24h. Cells were washed twice before being either 

mock infected, or infected with WT VACV (MOI 2). To fully release the cells, the infection 

inoculum was replaced with medium supplemented with mevalonate (6 mM) and samples 

were harvested at 0, 8, and 24hpi. The cell cycle distribution was assessed by flow cytometry 

using the gating strategy outlined above (Figure 3-7).  

For S phase arrest, cells were incubated with 2.5mM HU (Sigma Aldrich) for 16hrs. Then 

processed as described for Lovastatin, with the difference that the feeding medium did not 

contain mevalonate. 

For G2 arrest, cells were incubated with 10μM RO3306 (Sigma Aldrich) for 16hrs. Then 

processed as described for Lovastatin, with the difference that the feeding medium did not 

contain mevalonate. 

 

 

 

 

5 Cell proliferation assays 
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For all cell proliferation assays, cells were counted using the automatic cell counter Cellometer 

(Nexcelom) and seeded into 6 well plates in 1.5 ml growth medium per well. After incubated 

at standard conditions overnight, the samples were infected with an MOI 5 and harvested at 

assay-dependent times post infection. To harvest the samples, the medium was aspirated and 

cells were detached by incubation with 500l Trypsin/EDTA (2.5 g Trypsin/litre, 0.2 g 

EDTA/litre) for 5min at standard conditions. Trypsin activity was quenched with 500 l 5% FBS 

in PBS and cells were fixed by adding 1 ml 4% PFA in PBS. To reduce clumping, the cell 

suspensions were briefly sonicated in a sonicator bath. Cell counts were determined by two 

individual measurements per sample using Cellometer (Nexcelom). To assess relative cell 

proliferation, all cell counts were normalized to the respective baseline at 0hpi.   

The generation time G for each cell line was determined by measuring the cell number at t0 

(x(0)) and after a specific  time interval t at tend (x(end)). These values were then used in the 

following calculation:  

             𝐺 =  
∆𝑡

3.3∗log (
𝑥(𝑒𝑛𝑑)

𝑥(0)
)
 

 

 

5.1 EdC incorporation assay with WT and temperature sensitive VACV mutants 
 

HeLa Kyoto H2B-mCh were seeded on 13mm glass coverslips.  Cells were allowed to attach 

and grow overnight, then coverslips moved into 24 well dish. Samples were either mock 

infected, or infected with WR HA-D5 (MOI8) in 600 μl DMEM(-). After 1h, the inoculum was 

replaced with 600μl HeLa growth medium. 15 min before fixation, cells were fed with either 

200 μl 4x concentration EdC (4x = 40 μM), or 200 μl 4x concentration EdU (4x = 40 μM). This 

diluted the EdC/EdU concentration to a final concentration of 10μM. Cells were fixed at 0.5 

hpi, 1 hpi, 4 hpi, 5 hpi, 6 hpi, 8 hpi, 24 hpi by washing them once with PBS, and fixing with 4 % 

PFA at RT for 15min, followed by another 2 PBS washes and storage overnight at 4°C in the 

dark in PBS.  

Fixed samples were stained for EdC / EdU incorporation using the Click-iTTM EdU Alexa FluorTM 

488 Imaging Kit (Invitrogen), according to manufacturer’s instructions with minor changes (60 

μl per coverslip, permeabilization with PBS 5% FBS, 0.1% Triton-X, washes with plain PBS). 

Coverslips were mounted with Immu-Mount (Thermo Scientific), and dried overnight in the 

dark at RT.  
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Images were acquired using a 100x oil immersion objective (NA 1.45) on a VT-iSIM microscope 

(Visitech; Nikon Eclipse TI), using 405nm, 488 nm, and 561 nm laser frequencies for excitation. 

Images were analysed using ImageJ, where nuclei were counted manually and either scored 

as red only, or EdC/EdU positive (i.e. green channel). A minimum of 5 different locations per 

coverslip were imaged (3x3 frames per tiled image) and a minimum of 450 nuclei were counted 

per sample. The ratio of S Phase nuclei to total nuclei was calculated per image with Excel, and 

the average ratio per sample was determined. The infection data are normalized against mock 

infected samples.  

 

6 siRNA silencing 
 

HeLa cells passaged at subconfluency were reverse transfected with Lipfectamine RNAiMAX 

(Invitrogen) according to the maunfacturer’s protocol. Briefly, siRNA (stock 10M) and 

RNAiMAX were individually diluted in DMEM(-). The two components were combined and 

incubated for 1hr at RT. 250’000 HeLa cells were counted for each well (6well dish) and added 

in full HeLa growth medium to the siRNA / RNAiMAX solution, diluting the siRNA to a final 

concentration of 20-40 nM, depending on the siRNA. The cells were grown in the incubator at 

standard conditions for 48hrs (viral gene), and 72hrs (cellular gene) prior to infection.  

 

Target Sequence 5’-3’ (sense strand) Conc. Time Modification Reference 

      
siATM CUUAGCAGGAGGUGUAAAU 40 nM 72 h [dT][dT] Sigma Aldrich 
siATR CCUCCGUGAUGUUGCUUGA 40 nM 72 h [dT][dT] (Postigo et al., 

2017) 
allStar 
Negative 

Proprietary Sigma Aldrich 40 nM 72 h n.a. Sigma Aldrich 

      
Table 10 Cellular siRNA used in this study 

 

 

 

Target Sequence 5’-3’ (sense strand) Conc. Time Modification Reference 

      
siD5R GAAACCAUGCGACAAUCAU 20 

nM 
48 h [dT][dT] (Kilcher et al., 

2014) 
siE9L GUAUAAGGAUUAUAAUCUA 20 

nM 
48 h [dT][dT] (Kilcher et al., 

2014) 
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siF10L AACUGGUAUUACGAUUUCCAUU 20 
nM 

48 h [dT][dT] Unpublished 

siA24R CUGCUAAGCCGUACAACAA 20 
nM 

48 h  [dT][dT] (Kilcher et al., 
2014) 

siB1R GGUAUCUUGCCAUGGACUA 20 
nM 

48 h [dT][dT] (Kilcher et al., 
2014) 

allStar 
Negative 

Proprietary Sigma Aldrich 20 
nM 

48 h n.a. Sigma Aldrich 

      
Table 11 Viral siRNA used in this study 

 

7 Protein overexpression 
 

HeLa or BSC40 cells were seeded in 6 well dishes overnight at standard conditions. Cells were 

transfected with the lipofectamine 2000 and the indicated amount of plasmid DNA. Per well 

of a 6 well plate, a total of 500 μl DMEM(-) was mixed with 10 μl lipofectamine 2000 and 

between 0.5 -2 μg plasmid DNA. The reaction mixture was incubated for 5min at RT before 

being added to the cells. Samples were then incubated for 30 min under standard conditions 

and occasional rocking. Next, 1 ml of HeLa or BSC40 growth medium was added and cells were 

incubated for an assay-dependent time. Each overexpression experiment also contained a 

pMAX GFP expression vector control (Lonza).  

 

8 Flow cytometry 
 

8.1 Sample preparation  

8.1.1 96 well plates 

 

HeLa, HCT116, and HCT116 p53-/- infection assays were carried out as described. The 

following volumes are per well in a 96 well plate. Samples were washed once with 200 μl PBS 

and cells were detached with 80 μL trypsin/EDTA (0.25 % trypsin, 0.02 % EDTA). After 

incubation at 37°C for 10min, trypsin activity was quenched with 40 μl 5%FBS in PBS. To fix 

samples, 40 μl 4% PFA in PBS was added and incubated at RT for 10min. Samples were either 

directly analysed by flow cytometry or stored at 4°C in the dark (no longer than 1 day). 

8.1.2 6 well plates 
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HeLa, and HeLa FUCCI infection assays were carried out as described. The following volumes 

are per well in a 6 well plate. Samples were washed once with 1 ml PBS and cells were 

detached with 500 μL trypsin/EDTA (0.25 % trypsin, 0.02 % EDTA). After incubation at 37°C for 

5min, trypsin activity was quenched with 500 μl 5%FBS in PBS. To fix samples, 500 μl 4% PFA 

in PBS was added and incubated at RT for 10min. Samples were either directly analysed by 

flow cytometry or stored at 4°C in the dark (no longer than 1 day).  

 

8.1.3 Propidium iodide staining for cell cycle analysis 

 

Cells were stained with propidium iodide as described elsewhere (Darzynkiewicz et al., 2017). 

Briefly, cells were washed with PBS and detached with 500 μL trypsin/EDTA (0.25 % trypsin, 

0.02 % EDTA). After incubation at 37°C for 5min, trypsin activity was quenched with 500 μl 

5%FBS in PBS. Cells were collected by centrifugation at 300 g 4°C for 5 min. The supernatant 

was aspirated and cells were fixed with 0.5 ml 80% EtOH in ddH2O. Dropwise addition of the 

fixative and vortexing was used to prevent clumping. Samples were stored on ice for 30 min 

before stored at -20 °C. Cells were washed twice with PBS, each time spinning at 850g for 5min 

at RT. In order to digest RNA, 50 μl of a 100 μg/ml RNAse (QIAGEN) stock solution was added, 

before staining with 200 μl PI (Sigma Aldrich) of a 50 μg/ml stock solution. To ensure complete 

staining, cells were left overnight at 4°C before being analysed by flow cytometry. 

 

8.2 Flow cytometry acquisition and analysis 
 

Infection levels were assessed by flow cytometry using GUAVA easyCyte HT (Merck Millipore, 

UK) according to manufacturer’s manual. Acquired data were analysed using InCyte 3.1.1 

(Merck Millipore, UK), Excel (Microsoft, USA), and Prism 7 (GraphPad, USA).   

Samples stained with propidium iodide for cell cycle distribution analysis were analysed with 

a BD cytometer using the BS FACSDIVA software for acquisition and FlowJo for sample analysis.  

 

 

9 Immunoblotting 
 

9.1 Sample preparation 
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The medium was aspirated and samples were scraped in PBS. Cells were collected by 

centrifugation at 4°C 300g for 5min. The supernatant was removed and samples were 

resuspended in 45 μl lysis buffer with protease inhibitor (per well of a 6 well plate, or 

equivalent). Cell lysis was allowed to proceed for at least 30min on ice before samples were 

either frozen at -80°C for long-term storage, or before processing for immunoblotting. Thawed 

samples were centrifuged at 4°C, 20’000g for 10min to separate the protein lysate from cell 

debris. The supernatant was added to 15 μL of 4x loading dye with 4x DTT and the samples 

were boiled at 95°C for 5min. After cooling on ice, sonication for 5-15min was used to disrupt 

genomic DNA and prevent smearing.  

 

9.2 Immunoblot analysis 
 

Protein samples were loaded onto 4-12% Bis-Tris polyacrylamide gels and rand with MES SDS 

buffer (both Thermo Fisher Scientific) at 70V, 2.5-3.5 hrs. Proteins were transferred onto 

0.2μM nitrocellulose membrane (Invitrogen) by wet transfer (Biorad) at 15V for 1hr with 

transfer buffer contain MeOH (NuPAGE buffer, Thermo Fisher Scientific). Membranes were 

blocked with 5% non-fat milk in TBS-T (Sigma Aldrich) for 1h before blotting. Primary 

antibodies were diluted in blocking solution at a concentration indicated in Table 4 and Table 

5, and incubated overnight at 4°C on a rolling bed. Membranes were washed 3x in TBS-T before 

incubation with secondary antibodies which were diluted in blocking solution at a 

concentration indicated in Table 6. Membrane were incubated in secondary antibody for 2hrs 

at RT, then washed 3x in TBS-T and analysed. HRP-secondary antibodies were analysed with 

ImageQuant LAS 4000 Mini (GE Life Sciences) and Luminata Forte Western HRP Substrate 

(Merck) for detection. IRDye secondary antibodies were images with a LiCOR ImageQuant. 

Independent of the detection method, protein intensities were quantified using the software 

StudioLite (LiCOR). Where applicable, samples were normalized against an internal α-Tubulin 

loading control. 
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3 VACV arrests the host cell cycle 

1 VACV infection arrests the host cell cycle 
 
The cell cycle describes the tightly regulated succession of cell growth and division. 

Dysregulation of any of these steps can cause hyperproliferation (cancer), or arrest the cell 

cycle and induce apoptosis. Many viruses have been shown to alter the host cell cycle by either 

promoting cell cycle entry (oncogenic viruses such as HPV (Banerjee et al., 2011), HTLV-1 

(Iwanaga et al., 2008) , EBV (Knight and Robertson, 2004), SV40 (Lehman et al., 2000), and 

KSHV (Moore and Chang, 1998)), or arresting cell proliferation (e.g. HIV-1 (Zimmerman et al., 

2006), and IBV (Dove et al., 2006)). VACV was shown to inhibit cell proliferation of mouse 

fibroblasts (Kit and Dubbs, 1962), as well as cellular DNA and protein synthesis in HeLa cells 

(Jungwirth and Launer, 1968). Conversely, a pro-proliferative effect was reported for VACV 

infected 143B osteosarcoma cells (Yoo et al., 2008).  

In addition to these conflicting results, mechanistic insights remained inaccessible due to 

experimental limitations. First, viral DNA was not readily distinguishable from cellular DNA 

given that classical studies indirectly determined cellular DNA synthesis rates by pulsed 

radiolabelling with 14C-thymidine. Since VACV is a dsDNA virus, 14C-thymidine is also 

incorporated into replicating viral genomes. Differentiation of the two DNA species required 

physico-chemical separation of the nuclear (cellular) from the cytosolic (viral) DNA fraction 

(Jungwirth and Dawid, 1967). Second, initial experiments aimed at studying the minimal viral 

requirement to block the cell cycle relied on UV or heat inactivated VACV (Jungwirth and 

Launer, 1968). These inactivation methods result in a poorly defined and highly variable 

inhibition of the virus life cycle (Tsung et al., 1996).      

For this chapter, I aimed to characterize VACV induced changes in host cell cycle progression, 

to measure the kinetics of these changes, and to define which virus life cycle stage is essential 

to induce the changes. To address these questions, I monitored proliferation of WT infected 

HeLa and BSC40 cells. Additionally, I developed a radioactive-free, microscopy-based assay to 

specifically measure cellular DNA synthesis in infected cells. To define which step of the VACV 

life cycle altered host cell cycle progression, I combined well-characterized temperature 

sensitive VACV mutants and RNAi for targeted depletion of viral proteins. Together, this 

combination of classical assays and novel techniques show that VACV early gene expression 

rapidly blocks host cell proliferation and cellular DNA synthesis. 
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1.1 VACV infection inhibits host cell proliferation in BSC40, and HeLa cells 
 

Cell numbers double with every round of mitotic cell division, dividing one mother cell into 

two daughter cells. Cell proliferation describes the overall change in cell numbers and depends 

on the opposing effects of cell division and cell death. To characterize the effect of VACV (strain 

WR) infection on cell proliferation, BSC40 cells were either mock infected, or infected with WT 

VACV (MOI 5). Cells were harvested and counted at 0, 12, 24, and 48hpi (Figure 3-1, A). Mock 

infected cells divide approximately once every 18h, whereas infected cells fail to proliferate. 

Compared to baseline cell numbers at 0hpi, mock controls tripled by 48hpi (3.1 ± 0.4 fold) 

whereas WT infected samples remained unchanged (1.0 ± 0.1 fold). Comparable results were 

obtained for HeLa, and HCT116 cells (please refer to chapter 5 of this thesis). 

 

 

Figure 3-1 VACV infection inhibits host cell proliferation.  

[A] Relative increase in cell numbers in mock an VACV WT infected BSC40 cells. Unsynchronized BSC40 cells were 
mock infected, or infected with WT VACV (MOI 5) and automatically counted at 0, 12, 24, and 48hpi. Cell counts 
were normalized to 0hpi. Data represent three biological replicates with two technical replicates each and are 
displayed as mean ± S.E.M. [B] Percentage of apoptotic cells, measured by Pierce LDH Cytotoxicity assay. BSC40 
cells were infected with either mock, or WT VACV (MOI 5, 10, 25 and 50). Cytotoxicity was measured with the LDH 
Cytotoxicity assay at 24, and 48 hpi. Background (680nm) corrected absorbance at 490nm for each sample was 
normalized to a lysis buffer positive control. Data represent one biological replicate with two technical replicates 
each and are displayed as mean ± S.D.    

 
 

Reduced cell proliferation rates can result from decreased cell division and/or increased cell 

death. To determine the contribution of cell death to inhibiting proliferation in infected 

samples, the cytotoxicity of different MOIs was measured by lactate dehydrogenase (LDH) 

assay at 24, and 48 hpi (Figure 3-1, B). This assay measures the extracellular LDH enzyme 

concentration as a biomarker for membrane integrity which is compromised in apoptotic cells. 

Complete cell lysis was used as a positive control. The baseline LDH activity in mock infected 
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samples was measured to be 20.2 ± 2.4 % (24hpi), and 27.4 ± 4.9 % (48hpi) of the cell lysis 

control, respectively. Similarly, VACV infected samples (MOI 5) showed 11.8 ± 0.1 % (24hpi), 

and 27.1 ± 1.3 % (48hpi) LDH activity, respectively. Furthermore, even at an MOI 50 VACV did 

not cause more than 10% cell death, neither at 24, nor 48 hpi. This shows that VACV infection 

causes only low levels of apoptosis which cannot explain the observed block in cell 

proliferation. Therefore, this data indicates that VACV inhibits proliferation by arresting the 

host cell cycle, and not by increasing cell death.   

 

 

1.2 VACV infection blocks cellular DNA replication 
 

1.2.1 Establishing a protocol to measure cellular DNA synthesis during VACV infection 

 

In the previous section I showed that VACV inhibits cell proliferation over 48hpi. Next, I aimed 

to develop a protocol to measure the kinetics of the VACV-induced block with better time 

resolution. As the doubling time for BSC40 cells is approx. 18h, the desired resolution cannot 

be achieved with cell proliferation as a readout. Focusing instead on progression through a 

single cell cycle stage allows for increased time resolution. A previous study assessed the 

mitotic index of VACV infected cell populations and found that VACV reduces the number of 

mitotic cells from 3hpi onwards (Kit and Dubbs, 1962). However, since mitosis is a very rapid 

process less than 10% of asynchronous cells are mitotic at any given time. Therefore, 

measuring the mitotic index results in a limited dynamic range. On the other hand, approx. 20-

40% of uninfected cells are in S phase which allows for a broader dynamic range. Additionally, 

S phase cells are actively synthesising DNA and are therefore readily identified by pulse-

labelling with nucleotide analogues such as BrdU and EdU (Ma and Poon, 2011). Incorporated 

analogues can be visualized by antibody labelling or covalent linking to a fluorophore (“Click 

chemistry”). The amount of S phase cells (labelling index) can then be determined by 

microscopy, or flow cytometry (Alberts et al., 2002).  

 

Nucleotide analogues are incorporated both into newly synthesised cellular and viral DNA 

which leads to two technical challenges. First, EdU inhibits production of infectious VACV 

particles at 10μM, which is the concentration required for incorporation into cellular DNA 

(Wang et al., 2013). Second, an additional marker is required to distinguish viral from cellular 

DNA synthesis.  
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Figure 3-2 The nucleotide analogue EdC is incorporated into cellular and viral DNA. 

HeLa Kyoto H2B-mCh were either mock infected, or infected with WR HA-D5 (MOI 2) in the presence of the 
nucleotide analogue EdC (10μM). Samples were fixed in 4% PFA at 8hpi and incorporated EdC was visualized via 
covalent conjugation with AlexaFluor 488. EdC was incorporated in newly synthesized viral (>) and cellular (*) DNA. 
Representative images of mock and WR HA-D5 infected samples 8hpi. Scale bar represents 10 μm. 

 

 

To replace EdU, I searched for an alternative nucleotide analogue that is readily incorporated 

into cellular DNA, permissive for VACV infection, and compatible with Click chemistry. EdC 

used at 10 μM fulfils these three requirements: it was previously shown not to affect VACV 

infectivity (Wang et al., 2013), and I detected incorporated EdC in cellular and viral DNA using 

Click chemistry (Figure 3-2). Since spatial information is essential to score EdC positive DNA as 

viral or cellular I analysed samples by confocal microscopy. To distinguish between foci of viral 

and cellular DNA synthesis, I exploited the distinct subcellular localization of the two DNA 

species. Viral DNA is exclusively cytoplasmic whereas cellular DNA is nuclear. To detect the cell 

nucleus, I used a HeLa Kyoto cell line that exogenously expresses an mCherry tagged version 

of the histone H2B (H2B-mCh) (kindly provided by Dr. Murielle Serres). Additionally, to label 

the viral DNA, I used a recombinant virus expressing an HA-tagged version of the viral AAA+ 

ATPase D5 (WR HA-D5) which was shown to localize to sites of viral DNA replication (Kilcher 

et al., 2014). This system allowed me to detect DNA synthesis in infected cells and distinguish 

cellular DNA replication from viral DNA replication. 
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1.2.2 VACV infection inhibits cellular DNA synthesis  

 

Having established a protocol to monitor cellular DNA synthesis in VACV infected cells (Figure 

3-2) , I set out to use this assay to characterize the kinetics of the VACV-induced cell cycle 

arrest during a timecourse of infection (workflow outlined in Figure 3-3, A). HeLa Kyoto H2B-

mCh cells were grown on coverslips and either mock infected, or infected with the 

recombinant virus WR HA-D5 (MOI 8). Cells were pulse-labelled with the nucleotide analogue 

EdC (10μM) for 15min prior to fixation at 0.5, 1, 2, 4, 5, 6, 8, and 24hpi. Incorporated EdC was 

visualized by covalent conjugation to AlexaFluor 488. Tiled overview images were acquired by 

confocal, optical superresolution microscopy (iSIM) (Figure 3-3, B) . Per sample a minimum of 

300 nuclei was counted manually and either scored as EdC positive (S phase cells), or EdC 

negative (non-S phase cells). The percentage of S phase cells was calculated for mock and 

infected samples (Figure 3-3, C). To account for fluctuations in cell cycle progression due to 

sample manipulation, the percentage of S phase cells in infected samples was further 

normalized to their respective mock control (Figure 3-3, D). While the fraction of S phase cells 

in mock controls only moderately fluctuated, it decreased rapidly in infected samples. With 

the onset of viral early gene expression around 2hpi, the amount of S phase cells dropped to 

50 % of control levels at 4hpi, and was further reduced to 15% at 8hpi. By 24hpi there was no 

more cellular DNA synthesis detectable in infected samples. This indicates that VACV infection 

causes a profound block of cellular DNA synthesis, starting at 2hpi and culminating in a full 

block by 24hpi.  
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Figure 3-3 VACV infection inhibits host cell DNA replication.  

[A] Experimental set-up: HeLa H2B-mCh were either mock infected, or infected with WR HA-D5 (MOI 8). Cells were 

pulse-labelled with the nucleotide analogue EdC (10M) for 15min prior to fixation at 0.5, 1, 2, 4, 5, 6, 8, and 24hpi. 
Incorporated EdC was covalently conjugated to AlexaFluor488 and tiled overview microscopy images were 
acquired. A minimum of 300 nuclei was counted per sample and scored as EdC positive (S phase) or negative (non 
S phase). [B] Representative images of mock and WR HA-D5 infected samples at 30min and 24 hpi. Scale bar 
represents 20 μm. [C] The percentage of S phase (i.e. EdC positive) cells in mock infected samples. [D] Bars 
represent the percentage of S phase cell in infected samples over time, normalized to the respective mock control. 
[C-D] Data represent three biological replicates and are displayed as mean ± S.E.M.  
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2 VACV causes a systemic cell cycle arrest 
 

The experiments described above show that VACV inhibits cell cycle progression but do not 

specify in which cell cycle stage the block occurs. From this assay it cannot be differentiated 

whether VACV induces a systemic block that freezes cells in their current cell cycle stage; or 

whether infection establishes a specific block by allowing cells to progress to, but not beyond, 

a specific cell cycle stage (Figure 3-4). To address this question, I aimed to establish a reliable 

method to monitor the cell cycle stages in infected cells and to develop an assay that would 

allow me to distinguish between a systemic and a specific viral block. 

 

 

Figure 3-4 model for two different VACV-induced cell cycle blocks. 

VACV infection inhibits cell cycle progression through an undefined mechanism. Infection could either establish a 
systemic block that arrests cell independently of their cell cycle stage; or cause a specific block in a distinct phase 
of the cell cycle.   
 
 
 
 

2.1 A method to analyse cell cycle distribution in VACV infected cells  
 

Cell cycle analysis methods can be grouped into two categories: methods that are based on 

monitoring cellular DNA (content and/or morphology), and methods that rely on a protein 

marker. These methods can either be used individually, or in combination to allow for more 

in-depth characterization of cell cycle changes (Darzynkiewicz et al., 1996; Pozarowski and 

Darzynkiewicz, 2004).  

Analysis of cellular DNA morphology allows to determine the fraction of mitotic cells by 

microscopy (mitotic index). M phase cells are characterized by condensed chromosomes, 

which are distinct from the relaxed chromatin in interphase cells (G1, S, G2) (Figure 3-5, A). 

Non-mitotic cells can be further separated into individual G1, S, and G2/M fractions by flow 
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cytometric analysis of the cellular DNA content (Dilla et al., 1969, 1975). As cells progress from 

G1 to G2, new DNA is synthesised in S phase and the amount of cellular DNA doubles. DNA 

quantification with a stoichiometric DNA-binding dye allows to classify cells as diploid (G1), 

tetraploid (G2/M), or an intermediate state (S phase) based on their fluorescence intensity 

(Figure 3-5, B).  

 

 

Figure 3-5 DNA-based cell cycle analysis methods.  

[A] Microscopy images of fixed, uninfected HeLa and A549 cells. Cellular DNA was visualized with the DNA stain 
Hoechst. Condensed chromatin is a marker for mitotic cells (*). Scale bar represents 10 μm. [B] DNA content 
distribution of fixed, uninfected HeLa cells. Nuclear DNA was stained with the stoichiometric dye propidium iodide 
(PI) and quantified by flow cytometry. The fluorescence intensity is proportional to the total DNA mass and 
separates the diploid G1 cells from the tetraploid G2/M cells. S phase cells are actively synthesising DNA and lie 
between the G1 and G2/M peaks.    

 

 

2.1.1 VACV genome replication distorts DNA-based cell cycle analysis methods 

 

First, I set out to establish a method to evaluate and quantify cellular DNA content by flow 

cytomtery in order to perform cell cycle analysis of VACV infected cells. Analysis of the cell 

cycle distribution by measuring whole cell DNA content relies on stoichiometric DNA staining. 

VACV infection results in the production of viral DNA which is also stained by nuclear DNA 

stains such as propidium iodide and Hoechst. To test whether accumulating viral DNA 

contributes to the DNA content seen in the flow cytometry analysis, I monitored the shift upon 

inhibition of viral genome replication. siRNAs targeting either the viral AAA+ ATPase D5 

(siD5R), or the viral DNA-dependent DNA polymerase E9 (siE9L) were used to knock down the 
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respective proteins. Loss of the uncoating factor D5 inhibits core degradation (Kilcher et al., 

2014) whereas deletion of E9 prevents replication of the released viral genome. HeLa cells 

were reverse transfected with scrambled control siRNA (Scr), siD5R, or siE9L.  After 48h, cells 

were either mock infected, or infected with WT VACV (MOI 1). Samples were harvested at 0, 

8, and 24hpi and the DNA content was analysed by flow cytometry and plotted as frequency 

histograms (Figure 3-6, A). Knockdown of D5 and E9 was indirectly confirmed by immunoblot 

analysis of the viral early protein I3, and the late viral protein F17 (Figure 3-6, B). While viral 

early genes are expressed prior to genome release, late viral gene transcription requires 

replication of the released genome (Oda and Joklik, 1967). Expression of I3 was observed in all 

samples, whereas F17 expression was undetectable after siD5R knockdown, and was 

profoundly reduced upon siE9L RNAi. This indicates effective knockdown of D5 and E9, 

respectively, and that viral genome replication was successfully inhibited.  

                     

 

Figure 3-6 The effect of WT VACV genome replication on whole cell DNA content.  

HeLa cells were reverse transfected with either scrambled control siRNA (Scr), or siD5R targeting the viral uncoating 
factor D5, or siE9L targeting the viral DNA polymerase. After 48h, cells were either mock infected, or infected with 
WT VACV (MOI 1) and samples were harvested at 0, 8, and 24hpi. [A] The whole cell DNA content was stained with 
PI and analysed by flow cytometry. The plots represent DNA content histograms of mock (grey) or WT infected 
(blue) cells treated with either scrambled siRNA, siD5R, or siE9L at 24hpi. [B] Whole cell lysates were resolved via 
SDS-PAGE and immunoblotted for the viral early protein I3, the viral late protein F17, and α-tubulin as a loading 
control. The blot represents the viral gene expression profile of mock or WT infected samples, treated with either 
scrambled siRNA, siD5R, or siE9L at 8 and 24hpi. 

2.1.2 The FUCCI system for cell cycle analysis of VACV infected cells 
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Cell cycle progression is coordinated by temporally controlled expression and degradation of 

numerous regulatory proteins. Additionally, key enzyme activities are fine-tuned by an 

intricate network of feedback loops, including the reciprocal inhibition of the E3 ligase 

complexes APCCdh1 and SCFSkp2 (Benmaamar and Pagano, 2005; Wei et al., 2004). Due to the 

complexes’ antiphasic oscillation, their respective activity is restricted to distinct phases of the 

cell cycle: while APCCdh1 ubiquitinates its substrates in late M and G1, SCFSkp2 functions in S and 

G2 (Vodermaier, 2004). The cellular DNA replication regulators Geminin and Cdt1 are targeted 

for degradation by APCCdh1 and SCFSkp2, respectively (Figure 3-7, A) . Ubiquitination by APCCdh1 

during late M phase ensures that Geminin is only expressed and active outside of G1 (McGarry 

and Kirschner, 1998). Inversely, SCFSkp2- mediated ubiquitination restricts Cdt1 activity and 

expression to G1 and early S phase (Nishitani et al., 2004, 2006).  

 

 

Figure 3-7 The HeLa FUCCI system for cell cycle analysis.  

The HeLa FUCCI cell line stably expresses fluorescently tagged fragments of human Geminin (mAG-hGem(1-100), 
green) and Cdt1 (mKO2-hCdt1(30-120), red). Due to the antiphasic expression of the fragments, the relative 
abundance marks distinct phases of the cell cycle. [A] Simplified regulation of the cellular proteins Cdt1 and Geminin 
during different stages of the cell cycle. Adapted from (Sakaue-Sawano et al., 2008). [B] Cell cycle stage-dependent 
changes in fluorescence of the HeLa FUCCI cell line. [C] Schematic flow cytometry fluorescence plot indicating the 
gating strategy used to group cells as either early G1 (no fluorescence), G1 (red), early S (green + red =yellow), and 
S/G2/M (green).  
 
 
 

Making use of the antiphasic expression of Geminin and Cdt1, Sakaue-Sawano and colleagues 

developed the fluorescence, ubiquitination-based cell cycle indicator (FUCCI) system that 

allows for realtime analysis of cell cycle progression (Sakaue-Sawano et al., 2008). Briefly, they 

generated a stable HeLa S cell line (HeLa FUCCI) that exogenously expresses fluorescently 

tagged fragments of human Geminin (mAG-hGem(1-100), green) and Cdt1 (mKO2-hCdt1(30-

120), red). As cells progress through G1 they accumulate Cdt1 which is marked by increasing 

red fluorescence. While Cdt1 levels fall again with the onset of S phase, Geminin levels start 

to rise which causes cells to appear orange (green and red fluorescence). Towards the end of 

S phase, only the green fluorescence of Geminin is detectable, which persists throughout G2 
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before being degraded at the end of M phase (Figure 3-7, B). Concluding, the FUCCI system 

distinguishes 4 different cell cycle phases based on fluorescence: early G1 (colourless), G1 

(red), early S (orange), S / G2 / M (green) (Figure 3-7, C).       

 

In order to be used as a tool to monitor cell cycle stages in infected cells, HeLa FUCCI cells need 

to be permissive for VACV infection. Therefore, I compared the expression profile of viral early 

and late genes in HeLa and HeLa FUCCI cells. The cells were infected with WT VACV (MOI 1), 

and samples were harvested at 0, 2, 4, 5, 6, 8, 10, and 24hpi. Whole cell lysates were resolved 

by SDS-PAGE and immunoblotted for the viral early protein I3, and the viral late protein F17 

(Figure 3-8). With a slight delay of 2hrs, HeLa FUCCI cells expressed comparable amounts of I3 

and F17 as HeLa cell. Concluding, HeLa FUCCI cells are permissive for VACV infection. 

 

Figure 3-8 Viral gene expression profile in HeLa and HeLa FUCCI cells.  

HeLa and HeLa FUCCI cells, respectively, were infected with WT VACV (MOI 1), and samples were harvested at 0, 
2, 4, 5, 6, 8, 10, and 24hpi. Whole cell lysates were resolved by SDS-PAGE and immunoblotted for the viral early 
protein I3, and the viral late protein F17.  

 

Since VACV has been shown to repress host protein synthesis, I assessed whether the FUCCI 

reporter proteins continued to be expressed in VACV infected cells (Kit and Dubbs, 1962). 

Unsynchronized HeLa FUCCI were either mock infected, or infected with WT VACV (MOI 2) 

and samples were harvested at 0, 2, 4, 6, 8, 10, 12, and 24hpi. To compare the expression 

levels of the mKO2-hCdt1 and mAG-hGeminin reporter constructs, the mean fluorescence 

intensity (MFI) was measured by flow cytometry for the red (Cdt1) and green (Geminin) 

channel (Figure 3-9). While expression levels of both constructs were found to fluctuate, 

they were comparable in mock and WT infected cells. I therefore concluded that VACV 

infection does not prevent expression of the FUCCI reporter constructs.  
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Figure 3-9 Mean fluorescence intensity of the FUCCI reporter constructs mKO2-Cdt1 and mAG-Geminin in mock 
and WT infected samples.  

Unsynchronized HeLa FUCCI were either mock infected, or infected with WT VACV (MOI 2) and samples were 
harvested at 0, 2, 4, 6, 8, 10, 12, and 24hpi. To compare the expression levels of the mKO2-hCdt1 and mAG-
hGeminin reporter constructs, the mean fluorescence intensity (MFI) was measured by flow cytometry. 

 

 

2.2 VACV induced cell cycle arrest in G1, S, and G2 synchronized cells 
 

Having established the tools to analyse cell cycle changes in infected cells, I next focused on 

gaining more mechanistic insight into the VACV induced block. 

In section 1 of this chapter, I showed that VACV infection inhibits cellular DNA synthesis and 

cell proliferation. However, these assays do not specify where the cell cycle is halted: 

measuring DNA synthesis by EdC incorporation cannot distinguish between a block in S phase 

progression, and reduced S phase entry because the cells are locked in another cell cycle stage. 

Therefore, I next investigated if VACV could arrest cells in any given cell cycle stage.  

To address this question, I infected pre-synchronized cells and monitored the cell cycle 

distribution over time. Once released, uninfected cells re-enter the cell cycle as a synchronous 

population that reverts to asynchrony after a few rounds of division. Infected cell populations 

were anticipated to be either retained in the pre-synchronized cell cycle stage, or to re-enter 

the cell cycle and get stopped in a distinct cell cycle stage (Figure 3-10). Pre-synchronizing cells 

in different phases of the cell cycle (e.g. G1 and G2) allows to distinguish between a systemic 

and a specific VACV induced cell cycle block. While a systemic block predicts VACV to freeze 

cells in any given pre-synchronized cell cycle stage, a specific block forecasts VACV to trap cells 

only in one specific stage. 
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In the following, HeLa FUCCI cells were synchronized in either G1, S, or G2, released and 

simultaneously infected with WT VACV. The cell cycle distribution was then assessed at 8, and 

24hpi. 

 

 

Figure 3-10 Experimental design to distinguish between a systemic and a specific virus-induced block.  

To test whether VACV systemically inhibits the cell cycle, or whether it blocks progression at a specific stage, 
synchronized cells (blue panels) were released and immediately infected. At 24hpi, the cell cycle distribution was 
expected to show one of two patterns: infected cells fail to re-enter the cell cycle, independent of their pre-
synchronized state (systemic block). Second, dependent on the pre-synchronized stage, infected cells re-enter the 
cell cycle and accumulate in a distinct phase (specific block). 
 
 
 

2.2.1 VACV blocks S phase entry of G1 synchronized cells 

 

The HMG-CoA reductase inhibitor Lovastatin (Mevinolin) mediates a G1 arrest by inhibiting 

the proteasome (Rao et al., 1999) which causes accumulation of the CDK2 inhibitors p21 

and/or p27 (Gray-Bablin et al., 1997). Addition of mevalonate releases synchronized cells from 

G1 by re-stimulating proteasome activity (Rao et al., 1999).  

To test whether VACV can block cells in G1, HeLa FUCCI cells were synchronized in G1 with 

Lovastatin as previously described (JavanMoghadam-Kamrani and Keyomarsi, 2008; Ma and 

Poon, 2011). Briefly, cells were synchronized with Lovastatin (20 μM) for 24h. Cells were 

washed twice before being either mock infected, or infected with WT VACV (MOI 2). To fully 
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release the cells, the infection inoculum was replaced with medium supplemented with 

mevalonate (6 mM) and samples were harvested at 0, 8, and 24hpi. The cell cycle distribution 

was assessed by flow cytometry using the gating strategy outlined above (Figure 3-7).  

 

 

Figure 3-11 VACV infection arrests Lovastatin synchronized cells in G1.  

HeLa FUCCI cells were synchronized in G1 with Lovastatin (20 μM) for 24h. Released cells were immediately infected 
with WT VACV (MOI 2) and harvested at 0, 8, and 24hpi. Using flow cytometry, cells were classified as early G1, G1, 
early S, or S / G2 / M. [A] Combined cell cycle stage distribution of mock infected and WT VACV infected samples. 
Individual cell cycle fractions are compared in [B-E]. [B] Percentage of early G1, [C] G1, [D] early S, and [E] S / G2 / 
M cell fractions in mock and WT VACV infected samples. [F] Synchronization effectiveness: the total G1 fraction in 
asynchronous and Lovastatin synchronized cell populations. Data represent three biological replicates with one 
technical replicate each and are displayed as mean ± S.E.M. Parametric, unpaired, two-tailed t-test for significance. 
ns. p > 0.05, * p < 0.033, ** p < 0.0021, *** p < 0.0002, **** p < 0.0001 
 
 
 

Synchronization with Lovastatin significantly enriched cells in the G1 cell cycle phase from 41.2 

± 1.3% to 59.1 ± 4.7% (Figure 3-11, F). 8h after release, mock infected cells showed a 1.54-fold 

increase in the S/G2/M fraction compared to 0hpi, which occurred the expense of G1 and early 

S phase cells (Figure 3-11, E). The cell cycle distribution of WT VACV infected samples followed 

the same trend. 24h after release, the G1 fraction of mock infected samples was reduced to 

27.6 ± 0.7% of the total cell population (Figure 3-11, C), while the S/G2/M fraction further rose 

to 26.6 ± 1.3% of the total cell population (Figure 3-11, E). On the contrary, only 17.5 ± 1.7% 

of WT infected cells were observed in the S/G2/M fraction while the G1 fraction was decreased 

just 1.15-fold to 47.8 ± 1.1%. Thus, while mock treated cells were found to re-enter the cell 

cycle, VACV infection significantly blocked progression from G1 into S/G2/M phase at 24hpi.  
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2.2.2 VACV blocks M phase entry of S phase synchronized cells 

 

The small molecule drug hydroxyurea (HU) blocks (cellular) DNA synthesis which reversibly 

arrests cells in early S phase (Bacchetti and Whitmore, 1969; Fallon and Cox, 1979). HU acts 

by inhibiting the enzyme ribonucleotide reductase (RNR) which is required for synthesis of 

deoxyribonucleotides as precursors for DNA synthesis (Krakoff et al., 1968; Young and Hodas, 

1964).      

 

 

Figure 3-12 VACV infection arrests Hydroxyurea (HU) synchronized cells in S / G2 / M.  

HeLa FUCCI cells were synchronized in S phase with HU (2.5 mM) o.n. Released cells were immediately infected 
with WT VACV (MOI 2) and harvested at 0, 8, and 24hpi. Using flow cytometry, cells were classified as early G1, G1, 
early S, or S / G2 / M. [A] Combined cell cycle stage distribution of mock infected and WT VACV infected samples. 
Individual cell cycle fractions are compared in [B-E]. [B] Percentage of early G1, [C] G1, [D] early S, and [E] S / G2 / 
M cell fractions in mock and WT VACV infected samples. [F] Synchronization effectiveness: the total S/G2/M 
fraction in asynchronous and HU synchronized cell populations. Data represent three biological replicates with one 
technical replicate each and are displayed as mean ± S.E.M. Parametric, unpaired, two-tailed t-test for significance. 
ns. p > 0.05, * p < 0.033, ** p < 0.0021, *** p < 0.0002, **** p < 0.0001 
 
 
 
 

To test whether VACV can retain cells in S phase, HeLa FUCCI cells were synchronized with HU 

(2.5 mM) overnight. Cells were released and immediately either mock infected, or infected 

with WT VACV (MOI 2). Samples were harvested at 0, 8, and 24hpi and the cell cycle 

distribution was assessed by flow cytometry using the gating strategy outlined above (Figure 

3-7).   
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Synchronization with HU increased the S/G2/M (including early S) cell cycle fraction from 58.8 

± 1.3% to 98.0 ± 0.2%  (Figure 3-12, F). 8h after release, mock infected cells showed a moderate 

increase in the early G1 and G1 fractions (Figure 3-12, B, C), which occurred at the expense of 

early S phase (Figure 3-12, D). A similar trend was observed for the distribution of WT infected 

samples. 24h after release, the early S fraction of mock infected samples was increased 4.3-

fold to 46.0 ± 4.7% of the total cell population (Figure 3-12, D), while the S/G2/M fraction was 

reduced to 32.4 ± 6.2% of the total cell population (Figure 3-12, E). Contrarily, only 19.9 ± 2.0% 

of WT infected cells were observed in the early S fraction, while the S/G2/M fraction remained 

significantly increased at 60.1 ± 2.1% compared to mock control. Concluding, mock treated 

cells were found to re-enter the cell cycle, whereas VACV infection significantly blocked 

progression from S/G2/M phase at 24hpi.  

 

 

2.2.3 VACV reduces G1 entry of G2 synchronized cells 

 

Cell cycle progression is orchestrated by periodically activated cyclin-dependent kinases 

(CDKs). CDK1 is activated after completion of S phase and induces progression through G2 and 

entry into M phase (Girard et al., 1991; Walker and Maller, 1991). Targeting CDK1 activity with 

the small molecule inhibitor RO3306 reversibly arrests cells at the border of G2/M (Vassilev et 

al., 2006).  

To test whether VACV can trap cells in late G2, HeLa FUCCI cells were synchronized with 

RO3306 (10 μM) as previously described (Ma and Poon, 2011). Briefly, cells were incubated 

overnight with RO3306, released and immediately mock infected, or infected with WT VACV 

(MOI 2). Samples were harvested at 0, 8, 24hpi and the cell cycle distribution was assessed by 

flow cytometry using the gating strategy outlined above (Figure 3-7). 

Synchronization with RO3306 increased the S/G2/M cell cycle fraction from 21.8 ± 1.8% to 

61.3 ± 3.9%  (Figure 3-13, F). Mock infected cells re-entered the cell cycle as was observed by 

moderately increased early G1 and G1 fractions at 8hpi (Figure 3-13, B, C) which was mirrored 

by slightly reduced early S phase levels (Figure 3-13, D). By 24hpi, uninfected cells had further 

transitioned from S/G2/M into G1 which was reflected by the reduction in S/G2/M to 25.9 ± 

7.7% of the total cell population. Contrarily, 48.1 ± 3.7% of WT infected cells remained in the 

S/G2/M after 24hpi. Although not statistically significant, these data suggest that WT infection 

reduces G1 entry by trapping cells in G2 at 24hpi.  
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Figure 3-13 VACV infection increases the S / G2 / M cell fraction in RO3306 synchronized cells.  

HeLa FUCCI cells were synchronized in G2 phase with the CDK1 inhibitor RO3306 (10 μM) o.n. Released cells were 
immediately infected with WT VACV (MOI 2) and harvested at 0hpi, 8hpi, and 24hpi. Using flow cytometry, cells 
were classified as early G1, G1, early S, or S / G2 / M. [A] Combined cell cycle stage distribution of mock infected 
and WT VACV infected samples. Individual cell cycle fractions are compared in [B-E]. [B] Percentage of early G1, [C] 
G1, [D] early S, and [E] S / G2 / M cell fractions in mock and WT VACV infected samples. [F] Synchronization 
effectiveness: the total S/G2/M fraction in asynchronous and HU synchronized cell populations. Data represent 
three biological replicates with one technical replicate each and are displayed as mean ± S.E.M. Parametric, 
unpaired, two-tailed t-test for significance. ns. p > 0.05, * p < 0.033, ** p < 0.0021, *** p < 0.0002, **** p < 0.0001. 

 

 

3 VACV early gene expression is required and sufficient to block the host cell 

cycle  
 
Having found that VACV inhibits host cell proliferation and cellular DNA synthesis, I next aimed 

to determine how VACV blocks progression of the cell cycle. To gain better understanding of 

the viral-induced block, I probed the virus life cycle to define the essential infection step. 

Similar to the cell cycle, VACV replication consists of temporally cascaded phases which each 

depend on completion of the previous step. As illustrated in Figure 3-14, the virus life cycle 

starts with attachment to the cell where the virus induces its own uptake by macropinocytosis. 

Next, acidification of the macropinosome activates the viral fusion machinery which mediates 

fusion of the virus and macropinosome membrane to release the viral core into the cytosol. 

After entry, pre-packaged lateral body proteins are released, and viral early genes are 

expressed within the core. The early protein D5 then causes core degradation and viral 

genome uncoating in a proteasome-dependent manner (Kilcher et al., 2014). The uncoated 

genome is replicated in the cytosol, allowing for viral intermediate and late gene expression. 
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Viral late genes mostly give rise to structural proteins which then form new progeny virions 

during morphogenesis. The infectious particles are released either in the form of double-

wrapped EVs, or exit the cells by cell lysis as single-wrapped MVs. 

 

 
 
Figure 3-14 Schematic representation of the VACV replication cycle and different inhibition strategies.  

VACV replication consists of temporally cascaded events which require completion of the respective preceding 
steps. The virus life cycle can be probed with different tools including pharmacological inhibitors (white), 
temperature sensitive (orange) and recombinant (red) VACV mutants, and RNAi targeting cellular or viral mRNAs 
(grey). This schematic summarizes the strategies used in this thesis and indicates the inhibited virus life cycle step.  
 
 

To address which stage of VACV replication was required to block the host cell cycle, I needed 

tools to probe/manipulate the virus life cycle while allowing for unperturbed host cell cycle 

progression. There are many tools used in the VACV field to inhibit specific stages of the virus 

life cycle. These include pharmacological inhibitors, temperature sensitive and recombinant 

VACV mutants, and RNAi targeting either cellular or viral proteins. Some of these tools and 

where they block the virus life cycle are summarized in (Figure 3-14). 

 

3.1 Classical pharmacological viral inhibitors directly inhibit the host cell cycle 
 

Individual steps of the virus life cycle can be inhibited with the peptide aldehyde MG132, or 

the small molecules Cytosine arabinoside (AraC), and Cycloheximide (CHX). MG132 (25 μM) 
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reversibly inhibits the cellular proteasome and thereby prevents viral uncoating, while still 

allowing for viral early gene expression (Kilcher et al., 2014; Lee and Goldberg, 1998; Mercer 

et al., 2012; Schmidt et al., 2013). AraC (10μM) interferes with viral DNA synthesis by 

competing with its corresponding triphosphate dCTP as a substrate for the viral DNA 

polymerase (Furth and Cohen, 1968; Jr, 1968). Infection in the presence of AraC proceeds 

through early gene expression and genome uncoating but fails at replication of the uncoated 

genomes and therefore intermediate and late gene expression  (Jr, 1968; Kilcher et al., 2014). 

However, the inhibitory effect of AraC is not specific for viral DNA synthesis but also prevents 

cellular DNA replication through the same mechanism (Furth and Cohen, 1968). Similarly, CHX 

prevents viral and cellular protein synthesis by interfering with the translational elongation 

step of the host ribosomes (McMahon, 1975).  

Since I showed that VACV inhibits the host cell cycle, I next wanted to test whether these well-

established inhibitors can be used to identify the essential stage of the virus life cycle. To 

address this question, BSC40 and HeLa cells were either mock infected, or infected with WT 

VACV (MOI 5) in the presence or absence of MG132 (25 μM), or AraC (10μM). Cells were 

harvested and counted at 0, 12, 24, and 48hpi (Figure 3-15, A and B). As observed before, WT 

infection inhibited cell proliferation, whereas untreated mock controls nearly tripled in cell 

numbers by 48hpi. On the other hand, samples that were treated with either MG132 or AraC 

failed to proliferate, independent of their infection status. These results reflect previous 

reports that highlight the importance of proteasomal degradation in regulating cell cycle 

progression (Han et al., 2009; Rao et al., 1999). Similarly, developed as an anti-cancer drug, 

AraC inhibits cellular DNA synthesis, thereby arrests cell proliferation, and induces apoptosis 

(Lucas-Lenard and Cohen, 1966; Rustum and Raymakers, 1992). Concluding, neither MG132 

nor AraC can be used to characterize the required step in the virus replication cycle to block 

host cell proliferation.  

To test whether CHX could be used to probe the virus life cycle, I assayed whether there was 

a CHX concentration that was anti-viral without affecting cell proliferation. To this end, HeLa 

cells were either mock infected, or infected with WR E/L EGFP expressing EGFP under an 

early/late promoter (MOI 5) in the presence of increasing concentrations of CHX. Mock 

infected cells, incubated with different CHX concentrations, were harvested and counted at 0, 

and 24hpi (Figure 3-15, C). Additionally, WR E/L EGFP infected samples were harvested at 

24hpi and the percentage of infected cells were analysed by flow cytometry. The overlay of 

infectivity and cell numbers show that cell proliferation is inhibited by lower CHX 
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concentrations than viral gene expression. Concluding, as for MG132 and AraC, CHX cannot be 

used to characterize the essential virus life cycle step that blocks host cell proliferation.  

 

 

Figure 3-15  CHX, MG132, and AraC inhibit host cell proliferation.  

[A-B] HeLa and BSC40 cells were either mock infected, or infected with WT VACV (MOI 5) in the presence of either 

the proteasome inhibitor MG132 (6,25 M, [A]), or the DNA synthesis inhibitor AraC (10μM, [B]). Samples were 
automatically counted at 0, 12, 24, and 48hpi. Cell counts were normalized to 0hpi. Data represent the mean of 
two technical replicates of one biological replicate. [C] Overlay of cell count and viral gene expression for different 
CHX concentrations. HeLa cells were infected with either WT, or WR E/L EGFP in the presence of different 
concentrations of the translation inhibitor CHX. Samples were harvested at 0, and 24hpi and either counted, or 
analysed for viral gene expression by flow cytometry. Cell counts were normalized to 0hpi. Viral gene expression is 
displayed as the percentage of EGFP positive cells (blue dots). Data represent one biological replicate.  
 

Since the pharmacological inhibitors MG132, AraC, and CHX directly block cell cycle 

progression, I needed a different strategy to specifically probe the virus life cycle while leaving 

the host cell cycle unperturbed. Therefore, I changed the approach from targeting cellular 

components to targeting viral proteins directly. VACV is amenable to genetic manipulation 

which allows for generation of various VACV recombinants. The recombinant VACV mutants 

can be grouped into three different classes: first, deletion mutants where a viral gene of 

interest was knocked out by e.g. insertion of a reporter cassette into the gene locus (Olson et 

al., 2017). Second, inducible mutants where the endogenous viral gene is put under control of 
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the E. Coli lac operator. Insertion of the lac operator into the viral genome allows to 

experimentally control the expression of the viral gene of interest by adding the inducer 

isopropylthiogalactopyranoside (IPTG) (Liu et al., 1995). Third, temperature-sensitive (ts) 

mutants which contain lesions in the viral genome that cause the resulting viral protein to 

become thermolabile at increased temperatures (Chernos et al., 1978; Condit and Motyczka, 

1981; Condit et al., 1983). While ts mutants replicate productively at the lower, permissive 

temperature (31.5C), viral replication becomes defective at the higher, non-permissive 

temperature (39.5C). Inducible and ts recombinants allow to study the function of essential 

VACV proteins as the expression and protein activity, respectively, can be experimentally 

controlled. On the other hand, deletion viruses require transient complementation, if the 

deleted gene is essential to the virus life cycle.  

In the following sections, I made use of inducible VACV strains (vL1i, vindH1) and ts mutants 

(Cts2, Cts24) to define which stage of the viral life cycle is essential to block the host cell cycle.  

 

3.2 VACV entry is required to arrest the host cell cycle 
 

To identify the essential virus replication step, I tested different VACV mutants for their ability 

to inhibit host cell proliferation. Here, I aimed to define whether VACV entry was required. 

VACV entry is a two-step process. First, virions attach to the host cell and trigger their own 

uptake by macropinocytosis. Next, the virus fuses with the limiting membrane of the 

macropinosome to release the core with its lateral bodies into the cytosol. This second step is 

mediated by the VACV Entry Fusion Complex (EFC) which consists of several proteins, including 

the viral protein L1 (Bisht et al., 2008). Deletion of L1 disrupts the EFC  and prevents viral entry 

into the cytosol (Bisht et al., 2008; Gray et al., 2018). The VACV strain vL1i encodes L1 under 

an IPTG inducible promoter and allows for production of virions lacking L1 (L1(-)). Since the 

L1(-) virus is entry incompetent, it cannot be titered by plaque assay. However, to guarantee 

a comparable infection, the amount of input virus needs to be matched. Therefore, L1(-) 

particle numbers were indirectly determined by measuring the DNA absorbance at 

260/280nm and compared to the absorbance of a VACV prep with a known plaque titer. By 

correlating the DNA content to virus particle concentration, the MOI equivalent (MOI eq.) can 

be calculated for non-infectious VACV strains such as L1(-).   
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To test the effect of VACV entry on cell cycle progression, BSC40 cells were either mock 

infected ( IPTG), or infected with either WT VACV (MOI 5), L1(-) (MOI eq. 5), or its parental 

strain L1(+) (MOI 5, + IPTG). Samples were counted at 0, 12, 24, and 48hpi and cell counts were 

normalized to 0hpi (Figure 3-16). Cell proliferation was not affected by IPTG and uninfected 

cell numbers roughly tripled independent of the presence of IPTG. WT VACV infection, as well 

as infection with the parental L1(+) strain inhibited cell cycle progression and cell counts 

remained stable over 48hpi. On the other hand, the entry deficient L1(-) strain did not block 

cell proliferation and cell numbers increased 2.7-fold to a comparable level with uninfected 

controls. Concluding, this data demonstrates that VACV entry is required to establish a block 

in host cell cycle progression. 

 

Figure 3-16 VACV entry and fusion are required to block host cell proliferation.  

Relative increase in cell numbers after mock, WT, L1(+), L1(-) infection. Subconfluent BSC40 cells were mock 
infected (+/- the inducer IPTG), or infected with WT VACV (MOI 5), L1(+) VACV (MOI 5,+ the inducer IPTG ), L1(-) 
(MOI 5 equivalents). Samples were automatically counted at 0, 12, 24, and 48hpi. Cell counts were normalized to 
0hpi. Data represent three biological replicates with two technical replicates each and are displayed as mean ± 
S.E.M.   

 

 

3.3 Does the VACV-induced cell cycle arrest require expression of viral early genes? 
 

Having found that VACV entry is essential for inhibiting the host cell cycle, I next tested the 

role of early viral gene expression. After entry into the host cytosol, the two viral structures 

flanking the core, called lateral bodies, are degraded to release pre-packaged (viral) effector 

proteins (Schmidt et al., 2013). Concurrently, viral early mRNAs are synthesised within the still 

intact viral core by VACV-encoded enzymes, including L3, the RNA-helicase I8, and the viral 

early transcription factor A7  (Broyles et al., 1988; Gross and Shuman, 1996; Hu et al., 1998; 
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Moss, 1990; Resch and Moss, 2005; Yang and Moss, 2009). Since the transcription machinery 

is pre-packaged in the virus particle, generation of a transcriptionally incompetent virus 

requires genetic deletion of an essential viral enzyme. However, so far, deletion of any 

component of the transcription machinery was found to inhibit the formation of virus particles 

(Hu et al., 1998; Resch and Moss, 2005). Although not part of the transcriptional machinery, 

genetic deletion of the VACV phosphatase H1 produces infectious virions that are 

transcriptionally incompetent (Liu et al., 1995). Recently, H1 has been found to dynamically 

dephosphorylate the early transcription factor A7, which is critical for transcriptional 

competence of the progeny virions (Novy et al., 2018). To address the importance of viral early 

gene expression in inhibiting cell cycle progression and proliferation, I used the inducible H1 

VACV (vindH1, (Liu et al., 1995). Growing the virus without the inducer IPTG produces 

transcriptionally incompetent H1(-) virions, which enter the host cell but are severely 

attenuated for early gene expression. Virus prepared in the presence of the inducer IPTG 

(H1(+)), is fully replicative and shows normal viral gene expression levels, as long as IPTG is 

present in the medium. Similarly to the experiments described in section 2.2 of this chapter, I 

first assayed whether the deletion virus H1(-) was able to trap cells in any pre-synchronized 

cell cycle stage. Second, I monitored proliferation of asynchronous cell populations after 

infection with either the deletion H1(-) virus, or its parental H1(+) virus.  

 

 

 

 

 

3.3.1 H1(-) is permissive for cell cycle progression of G1 synchronized cells  

 

To test whether viral early gene expression is required to block cells in G1, HeLa FUCCI cells 

were synchronized in G1 with Lovastatin as previously described (JavanMoghadam-Kamrani 

and Keyomarsi, 2008; Ma and Poon, 2011). Briefly, cells were synchronized with Lovastatin (20 

μM) for 24h. Cells were washed twice before being either mock infected, or infected with 

either H1(-) (MOI eq. 2, -IPTG), or parental H1(+) (MOI 2, + IPTG). To fully release the cells, the 

infection inoculum was replaced with medium supplemented with mevalonate (6 mM) and 

samples were harvested at 0, 8, and 24hpi. The cell cycle distribution was assessed by flow 

cytometry using the gating strategy outlined above (Figure 3-7).  
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Infection with H1(+) mirrored the previous observations for infection with WT virus (Figure 

3-11). Uninfected cells re-entered the cell cycle and progressed from G1 into the S/G2/M 

fraction by 24hpi (Figure 3-17, E) , whereas H1(+) infected cells were retained in G1 as 

highlighted by the 1.6-fold increase in G1 cells compared to mock (Figure 3-17, C). On the other 

hand, H1(-) infection failed to trap cells in G1 and the cell cycle distribution paralleled the 

spread in uninfected controls. At 24hpi, 32.5 ± 1.0 % of H1(-) infected cells were measured in 

G1 phase, compared to 27.6 ± 0.7 % of uninfected cells, and 43.9 ± 3.2% of H1(+) infected cells, 

respectively. The S/G2/M fraction represented 26.6 ± 1.3 % of uninfected cells, and 26.6 ± 1.9 

% of H1(-) infected cell populations, which constitutes a significant 1.6-fold increase compared 

to H1(+) samples. These data demonstrate that H1(-) cannot block cell cycle progression of G1 

synchronized cells in the absence of viral early gene expression.  
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Figure 3-17 VACV early gene expression is required to arrest Lovastatin synchronized cells in G1.  

HeLa FUCCI cells were synchronized in G1 with Lovastatin (20 μM) for 24h. Released cells were immediately infected 
with H1(-) VACV (MOI eq. 2, no inducer IPTG), or with H1(+) VACV (MOI 2, + inducer IPTG 5mM). Samples were 
harvested at 0hpi, 8hpi, and 24hpi. Using flow cytometry, cells were classified as early G1, G1, early S, or S / G2 / 
M. [A] Combined cell cycle stage distribution of mock infected, H1(-), and H1(+) VACV infected samples. Individual 
cell cycle fractions are compared in [B-E]. [B] Percentage of early G1, [C] G1, [D] early S, and [E] S / G2 / M cell 
fractions in mock, H1(-), and H1(+) VACV infected samples. Data represent three biological replicates with one 
technical replicate each and are displayed as mean ± S.E.M. Parametric, unpaired, two-tailed t-test for significance. 
ns. p > 0.05, * p < 0.033, ** p < 0.0021, *** p < 0.0002, **** p < 0.0001 
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3.3.2 H1(-) is permissive for cell cycle progression of S phase synchronized cells  

 

To test whether viral early gene expression is essential to trap cells in S phase, HeLa FUCCI cells 

were synchronized with HU (2.5 mM) o.n. Cells were released and immediately either mock 

infected, or infected with either H1(-) (MOI eq. 2, -IPTG), or parental H1(+) (MOI 2, + IPTG). 

Samples were harvested at 0, 8, and 24hpi and the cell cycle distribution was assessed by flow 

cytometry using the gating strategy outlined above (Figure 3-7).   

Infection with H1(+) mirrored the previously observed changes in cell cycle distribution with 

WT virus (Figure 3-12). While uninfected cells re-entered the cell cycle and progressed into G1 

and early S phase by 24hpi (Figure 3-18, C, D), H1(+) infected cells remained in S/G2/M as 

marked by the 2.3-fold increase in the S/G2/M fraction compared to mock (Figure 3-18, E). 

Contrarily, H1(-) infection failed to trap cells in S phase and the cell cycle distribution paralleled 

the spread in uninfected controls. At 24hpi, 28.7 ± 5.8% of H1(-) infected cells were measured 

in S/G2/M, compared to 32.4 ± 6.2% of uninfected cells, and 73.5 ± 5.3% of H1(+) infected 

cells, respectively. However, H1(-) infected cells were found to transit through the cell cycle 

with slower kinetics than uninfected cells. H1(-) caused more accumulation of G1 cells (25.1 ± 

2.9%) 24hpi, than mock infection (16.7 ± 2.4%), and H1(+) infection (9.3 ± 2.0%), respectively. 

The slower progression of H1(-) infected cells was further mirrored in reduced early S phase 

fraction in H1(-) samples compared to uninfected controls. From this I conclude that H1(-) 

infection cannot arrest pre-synchronized cells in S phase in the absence of viral early gene 

expression.    
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Figure 3-18 VACV early gene expression is required to arrest Hydroxyurea (HU) synchronized cells in S / G2 / M.  

HeLa FUCCI cells were synchronized in S phase with HU (2.5 mM) o.n. Released cells were immediately infected 
with H1(-) VACV (MOI eq. 2, no inducer IPTG), or with H1(+) VACV (MOI 2, + inducer IPTG 5mM). Samples were 
harvested at 0hpi, 8hpi, and 24hpi. Using flow cytometry, cells were classified as early G1, G1, early S, or S / G2 / 
M. [A] Combined cell cycle stage distribution of mock infected, H1(-), and H1(+) VACV infected samples. Individual 
cell cycle fractions are compared in [B-E]. [B] Percentage of early G1, [C] G1, [D] early S, and [E] S / G2 / M cell 
fractions in mock, H1(-), and H1(+) VACV infected samples. Data represent three biological replicates with one 
technical replicate each and are displayed as mean ± S.E.M. Parametric, unpaired, two-tailed t-test for significance. 
ns. p > 0.05, * p < 0.033, ** p < 0.0021, *** p < 0.0002, **** p < 0.0001 
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3.3.3 H1(-) is permissive for cell cycle progression of G2 phase synchronized cells 

 

To test whether viral early gene expression is required to arrest cells in G2, HeLa FUCCI cells 

were synchronized with the CDK1 inhibitor RO3306 (10 μM) o.n. Cells were released and 

immediately either mock infected, or infected with either H1(-) (MOI eq. 2, -IPTG), or parental 

H1(+) (MOI 2, + IPTG). Samples were harvested at 0, 8, and 24hpi and the cell cycle distribution 

was assessed by flow cytometry using the gating strategy outlined above (Figure 3-7).   

Infection with H1(+) copied the effect previously observed for WT infection (Figure 3-12): while 

uninfected cells re-entered the cell cycle and progressed into G1 and early S phase by 24hpi 

(Figure 3-18, C, D), H1(+) infected cells remained in S/G2/M as indicated by the significant 2.1-

fold increase in the S/G2/M fraction compared to mock (Figure 3-18, E). Contrarily, H1(-) 

infection failed to trap cells in G2 phase and the cell cycle distribution paralleled the spread in 

uninfected controls. At 24hpi, 26.3 ± 4.8% of H1(-) infected cells were measured in S/G2/M, 

compared to 25.9 ± 7.7% of uninfected cells, and 55.4 ± 4.6% of H1(+) infected cells, 

respectively. However, H1(-) infected cells seemed to transit through the cell cycle with slightly 

slower kinetics than uninfected cells. H1(-) caused more cells to accumulate in G1 (35.9 ± 7.6%) 

24hpi, than mock infection (27.7 ± 8.5%), and significantly more than H1(+) infection (13.0 ± 

2.6%), respectively. These results show that H1(-) infection cannot arrest pre-synchronized 

cells in G2 phase in the absence of viral early gene expression.    
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Figure 3-19 VACV early gene expression is required to arrest RO3306 synchronized cells in S / G2 / M.  

HeLa FUCCI cells were synchronized in G2 phase with the CDK1 inhibitor RO3306 (10 μM) o.n. Released cells were 
immediately infected with H1(-) VACV (MOI eq. 2, no inducer IPTG), or with H1(+) VACV (MOI 2, + inducer IPTG 
5mM). Samples were harvested at 0hpi, 8hpi, and 24hpi. Using flow cytometry, cells were classified as early G1, 
G1, early S, or S / G2 / M. [A] Combined cell cycle stage distribution of mock infected, H1(-), and H1(+) VACV infected 
samples. Individual cell cycle fractions are compared in [B-E]. [B] Percentage of early G1, [C] G1, [D] early S, and [E] 
S / G2 / M cell fractions in mock, H1(-), and H1(+) VACV infected samples. Data represent three biological replicates 
with one technical replicate each and are displayed as mean ± S.E.M. Parametric, unpaired, two-tailed t-test for 
significance. ns. p > 0.05, * p < 0.033, ** p < 0.0021, *** p < 0.0002, **** p < 0.0001 
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3.3.4 H1 is not required for inhibition of cell proliferation 

 

In the previous sections (3.3.1 - 3.3.3), I showed that viral early gene expression and/or H1 is 

required to inhibit cell cycle progression of pre-synchronized cells. Next, I aimed to assay 

whether expression of viral early genes was also essential to block proliferation of 

unsynchronized cells. To address this question, BSC40 cells were either mock infected, or 

infected with either H1(-) (MOI eq. 2, -IPTG), or parental H1(+) (MOI 2, + IPTG). Cells were 

harvested and counted at 0, 12, 24, and 48hpi (Figure 3-20, A). As observed before, uninfected 

cells divide once approximately every 18h, whereas WT/H1(+) infected cells fail to proliferate. 

Mirroring its parental virus, H1(-) was also found to inhibit host cell proliferation and cell 

numbers of H1(-) infected samples remained constant over 48hpi. This data suggested that H1 

and viral early gene expression is dispensable to block the host cell cycle.  

 

                      

 

Figure 3-20 Transcriptionally attenuated H1(-) inhibits host cell proliferation.  

[A] Relative increase in cell numbers in mock, WT and H1(-) infected BSC40 cells. Unsynchronized BSC40 cells were 
mock infected, or infected with either WT VACV (MOI 5), or H1(-) (MOI eq. 5) and counted at 0, 12, 24, and 48hpi. 
Cell counts were normalized to 0hpi. Data represent three biological replicates with two technical replicates each 
and are displayed as mean ± S.E.M. [B] Viral gene expression profile of the transcriptionally attenuated H1(-) virus 
compared to the parental H1(+) virus. HeLa cells were infected with H1(-) (MOI eq. 1, -IPTG), or with H1(+) (MOI 1, 
+/- IPTG) and samples were harvested at 0, 2, 4, 8, 24hpi. Whole cell lysates were resolved via SDS-PAGE and 
immunoblotted for the viral early protein I3 and the viral late protein F17.  
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As this finding contradicts the previous conclusion that early gene expression is essential to 

block pre-synchronized cells, I next looked to explain this discrepancy. To this end, I first 

analysed the viral gene expression profile during H1(-) infection, since both experiments 

exploit the transcriptional attenuation of H1(-). HeLa cells were either mock infected, or 

infected with H1(-) (MOI eq. 1), or H1(+) (MOI 1) in the presence or absence of IPTG. Samples 

were harvested at 0, 2, 4, 8, and 24hpi. To monitor viral early and late gene expression, whole 

cell lysates were resolved via SDS-PAGE and immunoblotted for the early protein I3, as well as 

the late protein F17 (Figure 3-20, B). In H1(+) infected samples, early gene expression was 

detected from 4hpi onwards, followed by late gene expression at 8hpi, independent of the 

presence of absence of IPTG. In contrast, no viral gene expression was observed in H1(-) 

infected cells between 0 and 8hpi, confirming the transcriptional defect of the virus 

recombinant. However, by 24hpi early and late gene products were measured with H1(-), 

demonstrating that the virus is transcriptionally attenuated but not completely inactive. 

The “leaky” transcription of H1(-) at late infection timepoints might explain the opposing 

results in the synchronization and cell proliferation assay. The two assays differ in their time 

resolution, due to the distinct readouts parameters: while changes in cell cycle distribution 

were detectable already at 8hpi, changes in cell numbers had to be measured over 12-48hpi. 

Therefore, the cell cycle changes mostly happened before viral gene products could 

significantly accumulate and affect the cell cycle progression. However, due to the prolonged 

timecourse of the proliferation assay, infected cells were probably expressing both viral early 

and late genes when they were counted. This suggests that the proliferation block observed 

during H1(-) infection is an artefact of “leaky” viral gene expression.  Concluding, although 

further experiments are required, the above described observations suggest that viral early 

gene expression or the H1 phosphatase are required to inhibit the host cell cycle. 
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3.4 VACV uncoating is not required to inhibit the host cell cycle 
 

The previous findings suggested that expression of viral early genes is essential for inhibiting 

the host cell cycle. Therefore, I next tested whether the following viral life cycle stage, viral 

genome uncoating, is also required. VACV genome uncoating proceeds in two consecutive 

steps. First, activation of the viral cores triggers expression of viral early genes, including the 

viral uncoating factor D5. Next, together with the proteasome, D5 assists in degrading the viral 

core to release the viral genome into the cytosol (Kilcher et al., 2014; Mercer et al., 2012; 

Schmidt et al., 2013). To assay whether release of the viral genome was involved in inhibition 

of the host cell cycle, I made use of the temperature sensitive (ts) VACV strain Cts24 (Condit 

and Motyczka, 1981). Cts24 encodes a thermolabile mutant of D5 that is nonfunctional at non-

permissive temperature (40°C) and thus prevents viral uncoating (Boyle et al., 2007; Evans and 

Traktman, 1992; Kilcher et al., 2014). In the following sections, I infected cells with Cts24 under 

permissive and non-permissive conditions to characterize the effect of viral genome release 

on host cell cycle progression.   

 

3.4.1 VACV uncoating is not required to block cellular DNA synthesis 

 

In section 1.2 of this chapter, I have described an assay to specifically measure cellular DNA 

synthesis in VACV infected cells and found VACV to progressively inhibit host cell DNA 

synthesis during infection (Figure 3-3). Using the same protocol to monitor the amount of S 

phase cells during infection, I characterized the role of viral uncoating in inhibiting host cell 

cycle progression.  

HeLa Kyoto H2B-mCh cells were grown on coverslips and either mock infected, or infected 

with the ts mutant Cts24. After viral entry at the permissive temperature, cells were either 

kept at 31°C, or shifted to 40°C. Cells were pulse-labelled with the nucleotide analogue EdC 

(10μM) for 15min prior to fixation at 0.5, 1, 2, 4, 5, 6, 8, and 24hpi. Incorporated EdC was 

visualized by covalent conjugation to AlexaFluor 488. Tiled overview images were acquired by 

confocal, optical superresolution microscopy (iSIM) (Figure 3-21, A). Per sample a minimum of 

300 non-apoptotic nuclei was counted manually and either scored as EdC positive (S phase 

cells), or EdC negative (non-S phase cells). The percentage of S phase cells was calculated for 

mock and infected samples (Figure 3-21, B-E). To account for fluctuations in cell cycle 

progression due to sample manipulation, the percentage of S phase cells in infected samples 

was further normalized to their respective mock control (Figure 3-21, C, E).  
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Uninfected cells were able to synthesize DNA at both the permissive (31°C) and the non-

permissive (40°C) temperature. However, cell cycle progression was found to be accelerated 

at 40°C compared to 31°C: initially, the amount of S phase cells in uninfected populations was 

comparable for both temperature conditions. Between 5hpi and 24hpi, the S phase fraction at 

41°C steadily increased from 33.3 ± 2.9 % to 59.8 ± 1.1 %, whereas it slightly decreased from 

30.5 ± 3.1 % to 24.7 ± 0.6 % if cells were incubated at 31°C. On the other hand, infected cells 

ceased to synthesise cellular DNA by 24hpi, independent of the temperature conditions, 

although the kinetics of the virus-induced shutoff differed. Under permissive conditions, the 

amount of S phase cells in Cts24 infected populations fluctuated between 76.0 ± 4.7% and 

107.7 ± 13.7% before decreasing after 5hpi. At the non-permissive temperature, the cellular 

DNA synthesis was already inhibited from 2hpi onwards, reducing the amount of S phase cells 

from over 100% of mock levels at 2hpi to 19.9 ± 3.2% at 8hpi. The difference in inhibition 

efficiency probably reflects the acceleration of cell cycle progression, as well as viral replication 

kinetics at higher temperatures. Concluding, this data show that neither viral uncoating, nor 

the viral uncoating factor D5 are required to block cellular DNA synthesis during infection.  
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Figure 3-21 VACV inhibition of host cell DNA synthesis is independent of viral genome uncoating.  

HeLa H2B-mCh were either mock infected, or infected with the temperature sensitive VACV strain Cts24 (MOI 8) 
either at the permissive, or non-permissive temperature. Cells were pulse-labelled with the nucleotide analogue 

EdC (10M) for 15min prior to fixation at 0.5, 1, 2, 4, 5, 6, 8, and 24hpi. Incorporated EdC was covalently conjugated 
to AlexaFluor488 and tiled overview microscopy images were acquired. A minimum of 300 nuclei was counted per 
sample and scored as EdC positive (S phase) or negative (non S phase). [A] Representative microscopy images of 
mock and Cts24 infected cells at either the permissive, or non-permissive temperature at 24hpi. Scale bar 

represents 20 m. [B-C] The percentage of S phase cells at 31C in [B] mock infected samples, and [C] in infected 

samples, normalized to the respective mock control. [D-E] The percentage of S phase cells at 40C in [D] mock 
infected samples, and [E] in infected samples, normalized to the respective mock control. Data represent three 
biological replicates and are displayed as mean ± S.E.M. 
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3.4.2 VACV uncoating is not required to inhibit host cell proliferation 

 

I have shown that cellular DNA synthesis is inhibited independent of viral genome release. 

Next, I tested the role of viral genome uncoating in inhibiting host cell proliferation. As before, 

BSC40 cells were either mock infected, or infected with the ts mutant Cts24 (MOI 5). After viral 

entry at the permissive temperature, cells were either kept at 31°C (Figure 3-22, A), or shifted 

to 40°C and samples were counted at 0, 10, 24, and 48hpi (Figure 3-22, B). While uninfected 

cells were found to proliferate faster at 40°C than at 31°C, neither of the temperature regimes 

inhibited cell proliferation. On the other hand, infected cells failed to proliferate, independent 

of the temperature conditions. Under permissive conditions, infected cell numbers multiplied 

1.2-fold, compared to a 1.8-fold increase in uninfected samples. Similarly, under non-

permissive conditions, Cts24 infected cell numbers increased 1.5-fold, whereas uninfected 

controls tripled during 48h. Concluding, this data demonstrates that neither viral uncoating, 

nor the viral uncoating factor D5 are involved in arresting host cell proliferation.  

 

 

Figure 3-22 VACV inhibition of host cell proliferation does not require viral genome uncoating.  

BSC40 cells were either mock infected, or infected with the temperature sensitive VACV strain Cts24 (MOI 5) either 
at the permissive, or non-permissive temperature. Cells were counted at 0, 10, 24, and 48hpi and counts were 
normalized to 0hpi. [A] Normalized counts of mock (black) and infected (grey) samples at the permissive 

temperature (31C). [B] Normalized counts of mock (black) and infected (grey) samples at the non-permissive 

temperature (40C). Data represent one biological replicate with two technical replicates and are displayed as mean 
± S.D.  
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4 Summary Chapter 3 
 

In this chapter I showed that VACV inhibits host cell proliferation, and that this inhibition 

depends on viral entry but not viral genome uncoating (Figure 3-23). Although previous work 

already suggested that VACV interfered with cell cycle progression, mechanistic insights 

remained elusive due to technical limitations. Here, I combined state of the art novel 

techniques with classical virology to gain more mechanistic understanding of VACV-induced 

alterations of the cell cycle. 

First, I aimed to define the kinetics of the virus-induced cell proliferation block. Therefore, I 

developed a direct, image-based assay to visualize cellular DNA synthesis in VACV infected 

cells. Using this assay, I found that VACV rapidly inhibits synthesis of cellular DNA from 2hpi 

onwards and thereby completely blocks S phase progression by 24hpi.  

Next, I characterized whether the S phase inhibition was specific, or part of a systemic cell 

cycle arrest. To address this question, I established a protocol to analyse the cell cycle 

distribution of productively infected cells. As viral DNA replication was found to interfere with 

DNA content-based analysis methods, I switched to the Fluorescent, Ubiquitination-based Cell 

Cycle Indicator (FUCCI) system. Using the HeLa FUCCI reporter cell line, I showed that VACV is 

able to trap synchronized cells in G1, S, and G2 phase of the cell cycle, suggesting that the virus 

causes a systemic cell cycle block.  

                       

Figure 3-23 VACV early gene expression and/or lateral body delivery block the host cell cycle. 

Schematic figure of the virus life cycle, summarizing results presented in chapter 1. Using different VACV mutants, 
viral entry was found to be essential to inhibit host cell proliferation, whereas viral genome uncoating is not 
required. Further experiments are needed to definitively distinguish between the contribution of pre-packaged 
effector proteins and expression of viral early genes. 
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Last, I aimed to identify the VACV life cycle stage that is essential to arrest the host cell cycle. 

To probe the virus life cycle, I used a combination of RNAi targeting viral mRNAs, temperature 

sensitive and recombinant VACV mutants. Infection with fusion defective L1(-) virus 

demonstrated that viral entry is required to prevent host cell cycle progression. Similarly, 

transcriptionally attenuated H1(-) virus could not trap synchronized cells in G1, S, or G2 phase 

of the cell cycle, suggesting that viral early genes, or H1 itself play a role in cell cycle inhibition. 

On the contrary, Cts24 retained the ability to arrest cellular DNA synthesis and proliferation, 

even under conditions where the viral genome was not uncoated. Taken together, these data 

indicate that a viral early protein(s) is required and sufficient to arrest the host cell cycle.  
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4 VACV shifts the host cell cycle 

 

In chapter 3 I demonstrated that VACV infection arrests host cell proliferation, and that this 

inhibition depends on viral entry but not viral genome uncoating. Additionally, I have shown 

that VACV is able to trap synchronized cells in the G1, S, and G2 phase of the cell cycle, 

suggesting that the virus causes a systemic cell cycle block.  

Using Lovastatin to reversibly synchronize cells in G1, I found infected cells to be retained in 

G1, even at 24hpi (Figure 3-11). These findings are contradictory to previous reports that 

synchronized cells in G1 by serum starvation. Both studies infected the G1 cells upon release, 

and monitored their cell cycle distribution at 24-48hpi by DNA quantification. Infection was 

found to increase the fraction of S and G2/M phase cells in 143B osteosarcoma cells (Yoo et 

al., 2008), as well as rabbit kidney fibroblasts (Wali and Strayer, 1999b). Concurrently, changes 

were observed in protein abundance, gene transcription, and posttranslational modifications 

of major cell cycle regulators such as CDKs 1/2/4/6, Cyclins A/B, and the tumour suppressors 

Rb and p53 (Wali and Strayer, 1999b; Yoo et al., 2008). Based on these observations, VACV 

was suggested to stimulate cell cycle progression and proliferation of 143B osteosarcoma cells. 

Similarly, in rabbit kidney fibroblasts, VACV was proposed to increase the transit through G1, 

while slowing but not blocking S phase progression. However, as cell numbers were not 

measured, neither study could relate the shift in cell cycle to cell proliferation. The published 

results cannot distinguish between an increase in S phase due to a block in S phase, and an 

increase caused by slowed S phase progression.  

The discrepancy between my findings and the published data could be explained by 

differences in methodology and cell types. While I synchronized cells with Lovastatin, the 

previous studies synchronized cells by serum starvation, which might cause different lag times 

before cell cycle re-entry. As VACV was found to inhibit the cell cycle within 8hpi (Figure 3-3), 

infection could act like a timer on released cells: the observed increase in S phase, and G1, 

respectively, might reflect faster release kinetics after serum starvation than after Lovastatin 

treatment.  

Moreover, the published shift in cell cycle distribution was measured by quantifying whole cell 

DNA content of infected cells. As discussed in chapter 3, I observed a similar progression from 

G1 into S phase in infected cells using DNA content as a readout (Figure 3-6). However, this 

apparent shift was lost when viral DNA synthesis was inhibited by RNAi knockdown of viral 
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proteins required for viral replication (Figure 3-6). Therefore, the reported shift might 

represent an artefact of the analysis method.     

Similarly, the results from my synchronization experiments only demonstrate that VACV has 

the potential to arrest the cells in any cell cycle stage but do not necessarily reflect the natural 

infection state in untreated cells. Therefore, I next focused on characterizing the cell cycle 

distribution of unsynchronized cells during VACV infection, using the FUCCI reporter system 

and analysing a panel of major cell cycle regulators by immunoblot. Additionally, if a shift in 

cell cycle was observed, I aimed to identify the virus life cycle stage required for this.  

 

1 VACV infection increases the S/G2 cell fraction at the expense of G1 and M 
 

 

Figure 4-1 Predicted cell cycle distributions for an unspecific and a specific VACV-induced proliferation block.  

Asynchronous cell populations are distributed between the four stages of the cell cycle (blue box). The 
redistribution of virus-arrested cells indicates which phase(s) of the cell cycle are inhibited by VACV infection. If 
progression of all phases is blocked, the cell cycle distribution is expected to remain unchanged (“systemic block”). 
On the other hand, if only progression of a specific phase is prevented, trapped cells will accumulate in this stage, 
and the distribution is expected to shift. 
 
 

Here, I characterized the cell cycle distribution of unsynchronized cells during VACV infection. 

The distribution after infection was expected to reflect the nature of the virus-induced block. 

A systemic block, arresting each phase of the cell cycle individually, was hypothesized not to 
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change the cell cycle distribution. On the other hand, a specific block was predicted to 

accumulate cells in a particular cell cycle stage, thereby shifting the distribution (Figure 4-1).  

Since I found VACV capable of trapping cells in G1, S, as well as G2, I hypothesised VACV to 

inhibit cell cycle progression by blocking each cell cycle stage individually. Therefore, my 

findings predicted no change in cell cycle distribution during VACV infection. Conversely, 

published reports suggested VACV to shift cells into S phase, indicating a specific block (Wali 

and Strayer, 1999b; Yoo et al., 2008).  

To address this question, the cell cycle distribution of asynchronous HeLa FUCCI cells was 

monitored during VACV infection. Cells were either mock infected, or infected with WT VACV 

(MOI 2) and harvested at 0, 2, 4, 6, 8, 10, 12, and 24hpi. The cell cycle distribution was analysed 

by flow cytometry using the gating strategy outlined above (Figure 3-7): based on their 

fluorescence pattern, cells were classified as either early G1, G1, early S, or S / G2 / M (Figure 

4-2, A, B).   

Mock infected populations were measured to accumulate cells in G1, which increased the G1 

fraction non-significantly from 23.1 ± 4.3% at 0hpi to 31.1 ± 6.2% at 24hpi (Figure 4-2, D). 

Concurrently, the amount of cells in S / G2 / M significantly decreased between 0 and 24hpi 

(Figure 4-2, F). Whereas this fraction represented 17.2 ± 2.2% of mock infected cells at 0hpi, it 

made up only 10.1 ± 2.1 % at 24hpi. Neither the early G1, nor the early S phase fraction was 

found to fluctuate significantly in mock infected samples (Figure 4-2, C, E).  

Conversely, VACV infected samples showed the opposite trend: the fraction of S / G2 / M cells 

nearly doubled from 17.2 ± 2.2% of the infected cell population at 0hpi to 31.3 ± 2.9% at 24hpi 

(Figure 4-2, F). This significant increase occurred at the expense of G1 cells which decreased 

from representing 23.1 ± 4.3% of total cells at 0hpi, to 18.7 ± 4.0 % at 24hpi (Figure 4-2, D). 

Additionally, fewer cells were measured in early G1 as infection progressed, indicating either 

reduced G1 entry, or faster transit through G1.   

Concluding, using the FUCCI reporter system, I found that VACV significantly shifted the cells 

from the G1 phase of the cell cycle into the S / G2 / M phase by 24hpi. On the other hand, 

mock infected cells showed the opposite trend and shifted from S / G2 / M into G1.  
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Figure 4-2 VACV infection increases the S / G2 cell fraction.  

HeLa FUCCI cells were either mock infected, or infected with WT VACV (MOI 2) and harvested at 0, 2, 4, 6, 8, 10, 
12, and 24hpi. Using flow cytometry, cells were classified as early G1, G1, early S, or S / G2 / M. [A-B] Combined cell 
cycle distribution of mock, and WT VACV infected samples, respectively. Individual cell cycle fractions are compared 
in [C-F]. [C] Percentage of early G1, [D] G1, [E] early S, and [F] S / G2 / M cell fractions in mock (black bars) and WT 
VACV (white bars) infected samples. Data represent three biological replicates with one technical replicate each 
and are displayed as mean ± S.E.M. Parametric, unpaired, two-tailed t-test for significance. ns. p > 0.05, * p < 0.033, 
** p < 0.0021, *** p < 0.0002, **** p < 0.0001.   
 
 
 

 

 

 

Since mock infected cells continue to proliferate, they grow denser and slowly deplete the 

available nutrients during the infection timecourse. These suboptimal growth conditions 
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might explain the increased fraction of cells in the resting state G1 at 24hpi. On the other hand, 

VACV infection shifted cells into the S / G2 / M fraction while inhibiting overall cell 

proliferation. These observations support two different models for how VACV modulates the 

host cell cycle (Figure 4-3) . First, VACV induces a specific block in the S or G2 phase of the cell 

cycle, but does not affect cells in G1. As cells progress from G1 they are trapped in S and/or 

G2, which causes a shift in the cell cycle distribution. Second, the VACV induced cell cycle shift 

and block are two individual steps. Infection first establishes a (systemic) cell cycle block and 

only then shifts the cells into the S and/or G2 phase.   

 

   

 
Figure 4-3 Two models of how VACV infection alters the cell cycle distribution.  

VACV accumulates infected cells in the S/G2/M phases of the cell cycle. This shift in cell cycle distribution could 
either be achieved in a single step by specifically trapping infected cells in S/G2/M, or in two distinct steps where 
cells are first arrested non-specifically in their current phase before being shifted into S/G2/M. 
 

 

 

The FUCCI system makes use of the antiphasic expression of the two cell cycle regulators 

Geminin and Cdt1 (please refer to Chapter 3). The stable HeLa FUCCI cell line exogenously 

expresses fluorescently tagged fragments of human Geminin (mAG-hGem(1-100), green) and 
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Cdt1 (mKO2-hCdt1(30-120), red). Using this cell line as a cell cycle reporter, I found VACV to 

shift cells from G1 into the S / G2 / M phase of the cell cycle. To confirm that the shift was not 

an artefact of exogenously expressing Geminin and Cdt1, I measured the endogenous protein 

levels in HeLa cells during VACV infection. To this end, asynchronous HeLa cells were either 

mock infected, or infected with WT VACV (MOI 2) and harvested at 0, 1, 2, 4, 5, 6, 8, 10, and 

24 hpi. Whole cell lysates were resolved via SDS-PAGE and immunoblotted for Geminin, Cdt1, 

and α-Tubulin as loading control (Figure 4-4, A, B). The protein abundance was quantified, 

corrected for the total loading amount, and normalized to the baseline level at 0hpi (Figure 

4-4, C, D). Confirming the results measured with the HeLa FUCCI cell line, VACV infection 

decreased Cdt1 levels (G1) while increasing Geminin levels (S / G2 / M) at 24hpi compared to 

0hpi.    

 
 

 
 
Figure 4-4 Geminin and Cdt1 protein levels during VACV infection.  

Asynchronous HeLa cells were either mock infected, or infected with WT VACV (MOI 5) and samples were harvested 
at 0, 1, 2, 4, 5, 6, 8, 10, and 24 hpi. Whole cell lysates were resolved via SDS-PAGE and immunoblotted for Geminin, 
Cdt1, and α-Tubulin as loading control. [A-B] A representative blot of three biological replicates is shown. [C-D] 
Protein abundance was quantified and normalized to 0hpi. Data represent three biological replicates with one 
technical replicate each and are displayed as mean ± S.E.M.  

 

 

 
 

 

2 VACV infection alters the abundance of cell cycle regulatory proteins 
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In the previous section I showed that VACV infection shifts the cell cycle from G1 into S/G2/M. 

To gain more mechanistic understanding of this virus-induced change, I next investigated 

whether infection also altered the expression of cell cycle regulating proteins. Progression of 

the cell cycle is tightly regulated by intra- and extracellular factors, including five different 

cellular cyclin-dependent kinases (CDKs): CDK4 and CDK6 are activated during early G1 before 

CDK2 is switched on in late G1 to help S phase progression. After completion of S phase, CDK1 

takes over and steers the cell cycle from G2 through mitosis. The activity of CDKs is precisely 

controlled and depends on association with their cyclin partner as well as phosphorylation of 

the resulting protein complex by the CDK activating kinase (CAK) CDK7. While CDKs are evenly 

expressed during the cell cycle, cyclin levels change concurrently with the phase of the cell 

cycle. The timed waves of cyclin expression and proteasomal degradation periodically activate 

the CDKs (Bagga and Bouchard, 2014; Harper and Brooks, 2005; Vermeulen et al., 2003). The 

D-type Cyclins (D1, D2, and D3) promote entry into G1 by activating CDK4 and CDK6 (Sherr, 

1993, 1994). Next, CyclinE is required to associate with CDK2 to enable transition from G1 into 

S phase (Ohtsubo et al., 1995). As the cell cycle continues, CyclinE is exchanged for CyclinA, which 

further drives S phase progression. During G2, CyclinA dissociates from CDK2 and binds to CDK1 

instead which commits the cells to enter mitosis. Completion of mitosis is controlled by CDK1 

switching from binding CyclinA to binding CyclinB (Girard et al., 1991; Walker and Maller, 1991).  

Previous studies reported that VACV infection changed the expression of cellular proteins involved 

in cell cycle regulation (Wali and Strayer, 1999b) (Yoo et al., 2008). Reduced CDK4 and CDK6 

protein levels in infected 143B osteosarcoma cells at 30hpi were suggested to promote the 

G1/S transition and thereby facilitate cell cycle progression (Yoo et al., 2008). Similarly, 

changes in the expression of CDK1, CDK2, CyclinA and CyclinB were proposed to explain the 

accumulation of S phase cells observed after VACV infection (Wali and Strayer, 1999b). Protein 

levels of CyclinA and CDK1 decreased late in infection (12 -60hpi), which was also reflected by 

a reduction in CDK1 mRNA levels. Protein and mRNA levels of CyclinB and CDK2 were initially 

upregulated before also dropping below uninfected control levels later in infection (12-60hpi). 

Concluding, these studies indicate that VACV infection changes cell cycle progression by 

altering the expression of cellular regulatory proteins. 

 

However, both reports were biased towards late stages of infection and data either reflects a 

single 30hpi timepoint, or a timecourse measured at 4, 8, 12, 24, 36, 48, and 60hpi. 

Additionally, in either study cells were synchronized in G1 by serum starvation before being 

infected with VACV, therefore the observed changes do not necessarily reflect the infection of 
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an unperturbed, asynchronous cell population. Generalized conclusions were further 

hampered by technical limitations such as antibody specificity and detection sensitivity (Wali 

and Strayer, 1999b). Therefore, I next characterized how the protein levels of cell cycle 

regulators changed in asynchronous cells during early stages of VACV infection.      

 
 

2.1 Alterations of G1-associated cellular protein levels 
 

First, I measured the protein levels of the G1-associated cellular proteins CyclinD, CDK4, CDK6 

and the CAK CDK7 during VACV infection. Unsynchronized HeLa cells were either mock 

infected, or infected with WT VACV (MOI 5) and samples were harvested at 0, 1, 2, 4, 5, 6, 8, 

10, and 24hpi. Whole cell lysates were resolved via SDS-PAGE and immunoblotted for CyclinD, 

CDK4, CDK6, CDK7, and α-Tubulin (Figure 4-5, A-C). Protein abundance was either measured 

by near-infrared fluorescence intensity (LI-COR) (Figure 4-5, A, B) , or by chemiluminescence 

intensity (ECL) (Figure 4-5, C) for low abundance proteins and the intensities were internally 

normalized against the corresponding loading control α-Tubulin. To visualize relative changes 

in protein levels, the samples were further normalized against the 0hpi timepoint (Figure 4-5, 

D-F). 

Contrary to published data, CDK4 levels were not reduced during VACV infection. The large 

spread of protein levels in both infected and uninfected samples reflect the normal 

fluctuations in protein levels and indicate that VACV does not regulate the expression of CDK4. 

On the contrary, CDK6 levels at 24hpi were reduced 2-fold compared to 0hpi, confirming 

previously published reports. Similar to CDK4, the levels of CyclinD expression varied 

considerably between different repeats both in mock and infected samples (Figure 4-5, C). The 

lack of a clear trend suggests that infection does not modulate CyclinD expression. Similarly, 

CDK7 expression was not observed to be regulated by VACV and CDK7 levels were found to 

increase throughout the timecourse both in infected and uninfected samples. Concluding, I 

found that VACV infection reduces CDK6 levels over 24hpi while having no effect on the other 

assessed G1-associated proteins CDK4, CDK7, and CyclinD.  
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Figure 4-5 Alterations of G1-associated cellular protein levels.  

Unsynchronized HeLa cells were either mock infected, or infected with WT VACV (MOI 5) and samples were 
harvested at 0, 1, 2, 4, 5, 6, 8, 10, 24hpi. Whole cell lysates were resolved via SDS-PAGE and immunoblotted for 
CDK4, CDK6, CDK7, CyclinD, and α-Tubulin as loading control. [A-B] A representative blot of three (CDK4), or two 
(CDK6), or one (CDK7) biological replicates is shown. [C] The blots from 3 biological repeats are shown for CyclinD. 
[D-F] Protein abundance of infected samples was quantified and normalized to 0hpi. Data represent three (CDK4, 
CDK7 WT), or two (CDK6, CDK7 mock) biological replicates with one technical replicate each and are displayed as 
mean ± S.E.M. 
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2.2 Alterations of S phase associated protein levels 
 

Next, I measured the protein levels of the S phase associated cellular proteins CyclinE, and 

CDK2 during VACV infection. As described before, unsynchronized HeLa cells were either mock 

infected, or infected with WT VACV (MOI 5) and samples were harvested at 0, 1, 2, 4, 5, 6, 8, 

10, and 24hpi. Whole cell lysates were resolved via SDS-PAGE and immunoblotted for CyclinE, 

and CDK2 (Figure 4-6, A, B). Protein abundance was measured by near-infrared fluorescence 

intensity (LI-COR) and the intensities were internally normalized against the corresponding α-

Tubulin loading control. To visualize relative changes in protein levels, the samples were 

further normalized to the 0hpi timepoint (Figure 4-6, C, D). 

Contrary to previous reports, I did not observe any significant changes in CDK2 levels after 

VACV infection (Figure 4-6, C). The protein levels in both infected and uninfected samples 

fluctuated to a comparable extent over 24hrs, indicating that VACV does not regulate the 

expression of CDK2. Similarly, the levels of CyclinE expression varied considerably between 

different repeats, both in infected and uninfected samples (Figure 4-6, D). The absence of a 

significant trend suggests that infection does not affect CyclinE expression. Concluding, these 

findings show that VACV infection does not influence expression S phase-associated proteins 

CDK2, and CyclinE.  

 

Figure 4-6 Alterations of S phase-associated cellular protein levels.  

Unsynchronized HeLa cells were either mock infected, or infected with WT VACV (MOI 5) and samples were 
harvested at 0, 1, 2, 4, 5, 6, 8, 10, 24hpi. Whole cell lysates were resolved via SDS-PAGE and immunoblotted for 
CyclinE, CDK2, and α-Tubulin as loading control. [A-B] A representative blot of three biological replicates is shown. 
[C-D] Protein abundance of WT infected samples was quantified and normalized to 0hpi. Data represent three 
(cyclin E), or two (CDK2) biological replicates with one technical replicate each and are displayed as mean ± S.E.M. 
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2.3 Alterations of G2/M phase associated protein levels 
 

Next, I measured the protein levels of the G2 and M phase associated cellular proteins CyclinA, 

CyclinB, and CDK1 during VACV infection. Additionally, I monitored the level of CDK1 

phosphorylation on Tyr15 which inhibits CDK1 activity (Booher et al., 1997; Liu et al., 1997). 

As described before, unsynchronized HeLa cells were either mock infected, or infected with 

WT VACV (MOI 5) and samples were harvested at 0, 1, 2, 4, 5, 6, 8, 10, and 24hpi. Whole cell 

lysates were resolved via SDS-PAGE and immunoblotted for CyclinA, CyclinB, CDK1, and pCDK1 

Tyr15 (Figure 4-7, A, B). Protein abundance was measured by near-infrared fluorescence 

intensity (LI-COR) and the intensities were internally normalized against the corresponding α-

Tubulin loading control. To visualize relative changes in protein levels, the samples were 

further normalized to the 0hpi timepoint (Figure 4-7, C-F). 

Contrary to published data, neither CDK1, nor CyclinB levels differed significantly between 

uninfected and VACV infected cells (Figure 4-7, D, E). CDK1 protein levels in both infected and 

uninfected conditions fluctuated to a comparable extent over 24hrs, indicating that VACV does 

not regulate the expression of CDK1.  

While total CDK1 levels remained unchanged, the proportion of CDK1 phosphorylated on 

Tyr15 showed opposing trends in infected versus uninfected samples (Figure 4-7, F, G). 1h 

after infection, the inhibitory phosphorylation initially dipped below 0hpi baseline levels, and 

then gradually increased up until 4hpi where levels stayed 2.5-fold elevated compared to 

24hpi mock. In contrast, uninfected cells initially showed an increase between 0 and 4hpi, 

before CDK1 Tyr15 was steadily dephosphorylated to reach 36.7 ± 0.1 % of initial levels at 

24hpi.    

In line with previous reports, between 0 and 10hpi CyclinA levels were consistently decreased 

in infected samples, compared to the respective mock controls (Figure 4-7, C). CyclinA 

expression gradually dropped below baseline levels from 6hpi onwards. At 24hpi, CyclinA 

levels were comparable in infected and uninfected cells. As discussed before, while infected 

samples arrest, uninfected samples continue to proliferate, grow denser and slowly deplete 

the available nutrients during the infection timecourse. These suboptimal growth conditions 

might explain the decreased CyclinA levels in mock samples at 24hpi. 

Summarizing, infection decreased CyclinA levels from 6hpi onwards, while expression of 

CyclinB was not affected. Additionally, VACV did not alter total CDK1 levels compared to mock 
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infection but was found to cause increased phosphorylation on CDK1 Tyr15, which inhibits 

CDK1 activity.  

 
 
Figure 4-7 Alterations of G2/M phase-associated cellular protein levels.  

Unsynchronized HeLa cells were either mock infected, or infected with WT VACV (MOI 5) and samples were 
harvested at 0, 1, 2, 4, 5, 6, 8, 10, 24hpi. Whole cell lysates were resolved via SDS-PAGE and immunoblotted for 
CyclinA, CyclinB, CDK1, pCDK1 Y15, and α-Tubulin as loading control. [A-B] A representative blot of three biological 
replicates is shown. [C-F] Protein abundance of mock and WT infected samples was quantified and normalized to 
0hpi. [G] The amount of phosphorylated CDK1 is plotted as the ratio of pCDK1 Y15 and CDK1. Data represent three 
biological replicates with one technical replicate each and are displayed as mean ± S.E.M. 
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3 Viral late gene expression is required to shift the cell cycle 
 

Having shown that infection alters the cell cycle distribution, I next aimed to determine how 

VACV shifts the cells from G1 into the S/G2 phases. To gain better understanding of the viral 

requirements, I probed the virus life cycle with recombinant VACV mutants, and siRNAs 

silencing essential viral genes.      

 
 

 

3.1 VACV early gene expression is required to shift the cell cycle 
 
First, I tested whether the host cell cycle shift required expression of viral early genes. To 

address this question, I monitored the cell cycle changes during infection with the inducible 

H1 VACV (vindH1 (Liu et al., 1995)). As described before, the viral phosphatase H1 is essential 

for transcriptional competence of the virus by regulating the VACV early transcription factor 

A7 (Liu et al., 1995; Novy et al., 2018). Growing the virus without the inducer IPTG produces 

transcriptionally incompetent H1(-) virions, which enter the host cell but are severely 

attenuated for early gene expression. Virus prepared in the presence of the inducer IPTG 

[H1(+)], is fully replicative and shows normal viral gene expression levels, as long as IPTG is 

present in the medium. 

 

Asynchronous HeLa FUCCI cells were infected with either H1(-) (MOI eq. 2, -IPTG), or parental 

H1(+) (MOI 2, + IPTG) and harvested at 0, 2, 4, 6, 8, 10, 12, and 24hpi. The cell cycle distribution 

was determined by flow cytometry using the gating strategy outlined above (Figure 3-7): based 

on their fluorescence pattern, cells were classified as either early G1, G1, early S, or S/G2/M 

(Figure 4-8).  

 

As previously observed with WT virus, H1(+) infection nearly doubled the fraction of S / G2 / 

M cells from 17.2 ± 2.2% of the infected cell population at 0hpi to 33.7 ± 3.2% at 24hpi (Figure 

4-8, F). This significant increase occurred at the expense of G1 cells: whereas this fraction 

represented 23.1 ± 2.5% of total cells at 0hpi, it made up only 16.9 ± 1.4% at 24hpi (Figure 4-8, 

D). Additionally, fewer cells were measured in early G1 as infection progressed, indicating 

either reduced G1 entry, or faster transit through G1 (Figure 4-8, C). 

Conversely, H1(-) infected populations were measured to accumulate cells in G1, which 

increased the G1 fraction significantly from 23.1 ± 2.5% at 0hpi to 32.0 ± 3.5% at 24hpi (Figure 

4-8, D). The S/G2/M fraction remained unchanged after 24h of H1(-) infection (Figure 4-8, F). 
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Neither the early G1, nor the early S phase fraction was found to fluctuate significantly in H1(-

) infected samples (Figure 4-8, C, E).  

In summary, H1(+) VACV caused a redistribution from G1 into the S/G2/M phase by 24hpi. On 

the other hand, H1(-) infection failed to shift cells into S/G2/M but caused an accumulation in 

G1 instead.  

 

 
 
Figure 4-8 The viral phosphatase and/or viral early gene expression is required to shift the host cell cycle.   

HeLa FUCCI cells were either mock infected, or infected with H1(-) (MOI eq 2, - IPTG), or parental H1(+) VACV (MOI 
2, +IPTG). Samples were harvested at 0, 2, 4, 6, 8, 10, 12, and 24 hpi. [A-B] Combined cell cycle distribution of H1(-
), and H1(+) VACV infected samples, respectively. Individual cell cycle fractions are compared in [C-F]. Percentage 
of cells in early G1 [C], G1 [D], early S [E], and S / G2 / M [F] in H1(-) (black bars) and H1(+) VACV (white bars) 
infected samples. Data represent three biological replicates with one technical replicate each and are displayed as 
mean ± S.E.M. Parametric, unpaired, two-tailed t-test for significance. ns. p > 0.05, * p < 0.033, ** p < 0.0021, *** 
p < 0.0002, **** p < 0.0001 
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Next, I compared the cell cycle distribution of mock and WT infected cells with the distribution 

observed after H1(+), and H1(-) infection, respectively (Figure 4-9). WT and H1(+) were found 

to be identical in their ability to shift the cell cycle, both causing significant increase in the 

S/G2/M fraction at the expense of the G1 fraction (Figure 4-9, B, D) . On the other hand, H1(-

) cell cycle distribution mirrors the pattern observed in mock infected controls: cells 

accumulated in the G1 phase and failed to shift into S/G2/M. Distinguishing H1(-) from 

uninfected samples, the S/G2/M cell population remained unchanged after virus addition 

between 0 and 24hpi, whereas it was reduced in mock controls (Figure 4-9, D).   

Concluding, deletion of the viral phosphatase H1 rescues the WT VACV induced S/G2/M cell 

cycle shift. This suggests that either H1 itself is essential, or that a step post viral entry is 

required to shift the cell cycle. 

 

 

Figure 4-9 Cell cycle distribution after mock, WT, H1(+) and H1(-) infection.  

This figure summarizes the cell cycle changes between 0 and 24hpi as described in section 1 and section 2.1. [A-D] 
Individual cell cycle fractions of mock, WT, H1(-), and H1(+) (MOI 2) infected samples are compared. Percentage of 
cells in early G1 [A], G1 [B], early S [C], and S / G2 / M [D]. Data represent three biological replicates with one 
technical replicate each and are displayed as mean ± S.E.M. Parametric, unpaired, two-tailed t-test for significance. 
ns. p > 0.05, * p < 0.033, ** p < 0.0021, *** p < 0.0002, **** p < 0.0001 
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3.2 VACV late gene expression is required to shift host cells into S / G2 
 

Infection with H1(-) indicated that either the phosphatase H1 itself or a step post viral entry 

was required to shift the host cell cycle. Therefore, I aimed to determine whether viral genome 

uncoating, and/or viral intermediate gene expression was required to accumulate cells in 

S/G2/M. To address this question, I monitored the cell cycle distribution upon inhibition of 

either viral genome uncoating, or viral intermediate and late gene expression. The viral AAA+ 

ATPase D5 (siD5R), and the viral DNA-dependent RNA polymerase subunit A24 (siA24R) were 

silenced by siRNA knockdown (Figure 4-10, E). As described before, loss of the uncoating factor 

D5 inhibits core degradation but allows for viral early gene expression (Kilcher et al., 2014). As 

part of the DNA-dependent RNA polymerase polypeptide, A24 directs viral early, intermediate, 

and late gene transcription (Baroudy and Moss, 1980; Hooda-Dhingra et al., 1990). 

Nonetheless, siRNA knockdown of A24 does not inhibit viral early transcription, since the 

polymerase complex is pre-packaged in the virus core, ready to transcribe early genes before 

uncoating (Baroudy and Moss, 1980; Resch et al., 2007). On the other hand, viral late, and 

probably intermediate transcription require de novo expression of A24 during infection 

(Hooda-Dhingra et al., 1990).  

HeLa FUCCI cells were reverse transfected with scrambled control siRNA (Scr), siD5R, or 

siA24R. After 48h, cells were either mock infected, or infected with WT VACV (MOI 1). Samples 

were harvested at 0, 7, 10, and 24hpi and the cell cycle distribution was analysed by flow 

cytometry as outlined above (Figure 3-7): based on their fluorescence pattern, cells were 

classified as either early G1, G1, early S, or S / G2 / M (Figure 4-10). Knockdown of D5 and A24 

was indirectly confirmed by immunoblot analysis of the viral early protein I3, and the late viral 

protein F17 (Figure 4-10, F). While viral early genes are expressed before uncoating, late viral 

gene transcription requires replication of the released genome (Oda and Joklik, 1967). 

Therefore, viral late but not early gene transcription is dependent on D5 expression. As 

discussed above, A24R silencing also allows for early gene expression, while late gene 

expression is inhibited. D5R and A24R silencing was confirmed by expression of early I3 and 

the absence of late F17. 

Reverse transfection of scrambled siRNA did not affect the cell cycle distribution in mock, or 

in VACV infected cells.  As observed before, infected cells were found to shift from G1 into 

S/G2/M which made up 33.1 ± 1.0% of the cell population by 24hpi. However, silencing of 

either D5R, or A24R resulted in failure of the virus to accumulate cells in S/G2/M, leaving this 

fraction to represent ca. 20% of total cells at all assessed timepoints (Figure 4-10, D). Opposite 
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to the scrambled WT control, knockdown of either D5, or A24 resulted in accumulation of cells 

in G1 at the expense of early S phase between 0-10hpi: compared to 0hpi, the G1 fraction 

increased from 31.8 ± 2.0% to 53.9 ± 2.7% (siD5R), and to 49.3 ± 8.1% (siA24R), respectively at 

7hpi (Figure 4-10, B). Concurrently, the S phase fraction was sharply reduced from 38.0 ± 1.1% 

to 21.4 ± 3.0% in siD5R samples, and more moderately to 27.8 ± 7.1% in siA24R samples (Figure 

4-10, C). By 24hpi, the distribution returned to initial S phase levels in both siRNA conditions. 

In summary, knockdown of either D5 or A24 inhibits the virus-induced increase of the S/G2/M 

fraction. 

Concluding, since viral early gene expression and replication were found to be insufficient to 

accumulate cells in S/G2/M, this indicates that a viral late (or intermediate) gene product is 

essential for inducing the shift.  

 
 
Figure 4-10 Expression of viral late genes is required to shift the host cell cycle. Asynchronous  

HeLa FUCCI cells were reverse transfected with a scrambled siRNA control, siD5R, or siA24R (40 nM final). Cells 
were either mock infected, or infected with WT VACV (MOI 1) and samples were harvested at 0, 7, 10, and 24hpi. 
The cell cycle distribution was determined by flow cytometry. [A-D] Individual cell cycle fractions of Scr, siD5R, and 
siA24R silenced samples. Percentage of cells in early G1 [A], G1 [B], early S [C], and S / G2 / M [D]. [E] Schematic 
representation of the RNAi inhibited virus life cycle stage. [F] D5, A24, and E9 knockdown validation by immunoblot 
analysis. Whole cell lysates (24hpi) were resolved via SDS-PAGE and immunoblotted for I3 (viral early gene 
expression), F17 (viral late gene expression. A representative blot of two biological replicates is shown. Data 
represent two biological replicates with one technical replicate each and are displayed as mean ± S.D.  
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4 Summary chapter 4 
 

VACV was suggested to increase S phase entry of G1 synchronized cells (Wali and Strayer, 

1999b; Yoo et al., 2008), although the viral requirements were not explored. In this chapter, I 

have demonstrated that VACV shifts unsynchronized cells into S/G2/M and that the shift 

depends on viral late gene expression. On the other hand, I found in chapter 3 that the VACV-

induced cell cycle arrest did only require viral entry and was independent of viral late genes. 

This indicates that inhibition and shift of the host cell cycle are two distinct viral effects. 

Considering that the cell cycle arrest is observed prior to the cell cycle shift, and that VACV can 

arrest cells in G1, S, and G2 phase of the cell cycle, I propose the following two-step model 

(Figure 4-11): VACV entry freezes the host cell in its current stage of the cell cycle, preventing 

cellular DNA synthesis and cell proliferation. As the virus starts expressing its late genes, it 

promotes exit from G1, while still inhibiting overall cell cycle progression, and thereby shifts 

the cell cycle into S/G2/M.     

To gain more molecular understanding of how VACV alters the host cell cycle, I monitored the 

protein levels of key cell cycle regulators and found reduced expression of CyclinA and CDK6 

after 6hpi. Consistent with the known function of CyclinA in S phase progression and M phase 

entry, reduced CyclinA levels could cause accumulation of infected cells in S/G2/M. CDK6 and 

its homolog CDK4 regulate the transition from G1 into S phase and reduced expression of CDK6 

might contribute to the initial cell cycle arrest by decreasing entry into S phase.  

However, as CDKs are consistently expressed during normal cell cycle conditions the protein 

abundance does not necessarily reflect kinase activity. CDKs are periodically activated by 

Cyclins and a complex pattern of phosphorylation. Therefore, further experiments 

characterizing the phospho-status of CDKs are required for a more complete understanding of 

how VACV manipulates the host cell cycle.   
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Figure 4-11 Model of VACV-induced cell cycle alterations. 

Data discussed in Chapter 3 and 4 indicated that VACV early gene expression or the viral phosphatase H1 establish 
a systemic cell cycle block, trapping infected cells in their current stage of the cell cycle. As the virus life cycle 
progresses, expression of an unidentified late viral protein promotes infected cells to transit from G1 into S/G2/M 
while cell proliferation is still inhibited, thus creating a shift in cell cycle distribution.  
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5 The viral kinases B1 and F10 
modulate host cell cycle checkpoints 

In the previous two chapters I have described VACV-induced alterations of the host cell cycle 

and defined the essential stages of the virus life cycle needed for these. I demonstrated that 

VACV early gene expression and/or H1 inhibit cell cycle progression after viral entry, and that 

the second wave of viral gene expression shifts the cell cycle from G1 to S/G2/M, while still 

inhibiting cell proliferation. However, the relevance of cell cycle subversion for VACV 

replication and how it is achieved has remained undefined. Therefore, I next aimed to define 

the essential cellular machinery, as well as the need for cell cycle subversion for the virus life 

cycle. 

The cell cycle serves the purpose of precisely duplicating the genome and dividing it equally 

into two daughter cells. Highlighting its importance, cell cycle progression is tightly regulated 

and several molecular checkpoints ensure that cells divide in a controlled manner. Each 

checkpoint consists of an intricate network of sensor proteins that survey cell cycle 

progression, and transducer proteins that amplify and propagate the signal to the effector 

proteins. Sensor proteins are triggered by danger signals such as DNA damage, absence of cell 

cycle promoting mitogens, or incorrect attachment of chromosomes during mitosis. Activated 

sensors then induce a complex signalling cascade which can pause or fully arrest the cell cycle 

machinery, depending on the severity of the incurred damage. If the damage is irreparable 

and the cell cycle block cannot be resolved, cells will undergo senescence-induced apoptosis 

(reviewed in (Lukas et al., 2004; Terzi et al., 2016)).  

There are four major checkpoints, each operating in a different stage of the cell cycle (cf. 

Introduction section 3.3): the G1/G0 checkpoint promotes cell cycle exit in the absence of 

mitogens; the restriction point inhibits transition from G1 to S phase; the DNA damage 

checkpoint blocks entry into mitosis at the end of G2; and the spindle checkpoint prevents 

anaphase until all chromosomes are correctly aligned. Since these checkpoints have evolved 

to arrest cell cycle progression, I decided to investigate whether VACV subverts their molecular 

machinery to control the host cell cycle during infection. Supporting this hypothesis, 

previously published data indicate that VACV modulates the G1/S checkpoint (Yoo et al., 

2008), and activates the cellular DNA damage response to promote viral genome replication 

(Postigo et al., 2017).  
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1 VACV infected cells do not enter G0 
 

Cells have several intrinsic checkpoints where cell cycle progression can be stopped if 

conditions are not favourable. In the absence of cell cycle stimulating mitogens, or essential 

nutrients, cells can reversibly exit the cell cycle during G1 and enter the quiescent state G0 

(reviewed in (Terzi et al., 2016)). Quiescent cells are hallmarked by CDK inactivity, 

dephosphorylation of retinoblastoma protein (Rb), reduced levels of the cell cycle regulators 

proliferating cell nuclear antigen (PCNA) and MCM2, as well as the absence of cell proliferation 

(Coller et al., 2006; Narasimha et al., 2014; So and Cheung, 2018). Since VACV also caused a 

non-proliferative state, I assayed whether infection drives cells into quiescence. To address 

this, I measured the expression of PCNA and MCM2 as markers for quiescence. As the name 

implies, PCNA identifies proliferating cells and its expression is reduced upon entry into G0 

(Zerjatke et al., 2017). Similarly, levels of the DNA replication licencing factor MCM2 remain 

constant in actively cycling cells but are decreased upon cell cycle exit (Mlcochova et al., 2017; 

Musahl et al., 1998; Tsuruga et al., 1997).  

 

 

Figure 5-1 VACV infected cells do not enter the quiescent state G0.  

Unsynchronized HeLa cells were either mock infected, or infected with WT VACV (MOI 5) and samples were 
harvested at 0, 1, 2, 4, 5, 6, 8, 10, 24hpi. Whole cell lysates were resolved via SDS-PAGE and immunoblotted for 
PCNA, MCM2, and α-Tubulin as loading control. [A-B] A representative blot of three (MCM2), or two (PCNA) 
biological replicates is shown. [C-D] The protein abundance of infected samples was quantified and normalized to 
0hpi. Data represent three (MCM2), or two (PCNA) biological replicates with one technical replicate each and are 
displayed as mean ± S.E.M. 
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In order to analyse the protein expression during infection, HeLa cells were either mock 

infected, or infected with WT VACV (MOI 2) and harvested at 0, 1, 2, 4, 5, 6, 8, 10, and 24 hpi. 

Whole cell lysates were resolved via SDS-PAGE and immunoblotted for MCM2, PCNA, and α-

Tubulin as loading control (Figure 5-1, A, B). The protein abundance was quantified, corrected 

for the total loading amount, and normalized to the baseline level at 0hpi (Figure 5-1, C, D). 

While expression of both MCM2 and PCNA was found to fluctuate over the period of 24hpi, 

protein levels never dropped below uninfected levels at 0hpi. This data suggests that VACV 

does not drive cells into quiescence, and that the infection induced non-proliferative state is 

distinct from G0.  

 

 

 

2 VACV kinase F10 activates the cellular DNA Damage Response 
 

Having shown that infected cells do not exit the cell cycle, I next focused on characterizing 

how VACV affects the G1/S and G2/M checkpoints. While these checkpoints inhibit different 

phases of the cell cycle, they are both activated by cellular DNA damage (Figure 1-12). DNA 

damage can occur in the form of single-strand (ss), or double-strand (ds) DNA breaks. These 

two branches of the DDR are controlled by the two signal transducing kinases Ataxia 

telangiectasia and Rad3-related (ATR), and Ataxia-telangiectasia-mutated (ATM), respectively. 

ssDNA breaks are sensed by the replication protein A (RPA) which coats the exposed ssDNA 

and assists in the recruitment and activation of ATR (Ashton et al., 2013; Awasthi et al., 2015; 

Cimprich and Cortez, 2008; Maréchal et al., 2014; Zou and Elledge, 2003). Activated ATR 

propagates the signal by phosphorylating its effector kinase Chk1 at residues Ser317 and 

Ser345 (Liu et al., 2000; Zhao and Piwnica-Worms, 2001), thus triggering a biochemical cascade 

that results in inhibition of S phase progression and prevents M phase entry (reviewed in 

(Awasthi et al., 2015; Lukas et al., 2004)).  

On the other hand, how dsDNA breaks are sensed is not as well-understood. Activation of ATM 

in response to dsDNA breaks involves recruitment by the Mre11-Rad50-Nbs1 (MRN) complex 

(Carson et al., 2003; Dupré et al., 2006; Hartlerode et al., 2015; Lee and Paull, 2004, 2005; You 

et al., 2005). Recruitment by MRN and subsequent acetylation stimulate autophosphorylation 

of ATM at Ser1981 which is required for full activation and stabilization at sites of DNA damage 

(Bakkenist and Kastan, 2003; So et al., 2009; Sun et al., 2007).  Similarly to the ATR signalling 
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cascade, ATM escalates the signal by phosphorylating its effector kinase Chk2 at residue Thr68 

(Chaturvedi et al., 1999; Matsuoka et al., 1998, 2000), which triggers further downstream 

events that pause cell cycle progression (reviewed in (Awasthi et al., 2015; Lukas et al., 2004)).  

A recent publication linked VACV infection to the cellular DDR in which VACV was shown to 

trigger canonical ATR signalling in a pre-uncoating step (Postigo et al., 2017). Activation of ATR 

and its downstream effectors was further suggested to be required for viral genome 

replication, as pharmacological inhibition of ATR and/or Chk1 prevented viral late gene 

expression. While ATR was found to be essential for VACV replication, VACV neither seemed 

to activate, nor to rely on the ATM branch of the DDR. However, it remained unclear how 

VACV selectively activates ATR and how activation assisted in viral genome replication.  

 

 

2.1 VACV infection activates the ATR and ATM DNA damage response 
 

The ATR-mediated dsDNA break response was shown to be activated and required for 

productive VACV infection (Postigo et al., 2017). While it was suggested that ATR and ATR-

interacting proteins associated with the viral genome, these findings were not supported by 

mass spectrometry data published in the same year. While neither ATR nor RPA were found 

in the viral genome-associated proteome, the MS analysis showed that ATM as well as the 

ATM recruiting proteins KU70 (XRCC6) and Mre11 are associated with VACV DNA (Reyes et al., 

2017). Although these studies reported conflicting results regarding the importance of the 

ATM and ATR branch, they strongly suggest a link between VACV infection and cellular DDR. 

Additionally, neither of the studies characterized the involvement of the DDR in the context of 

cell cycle progression. Therefore, I decided to revisit the changes in DDR signalling during 

infection and investigate whether activation was involved in VACV-mediated cell cycle arrest. 

To address these questions, I first monitored activation of Chk1 and Chk2 during VACV 

infection. To this end, HeLa cells were either mock infected, or infected with WT VACV (MOI 

5) and samples were harvested at 0, 1, 2, 4, 5, 6, 8, 10, and 24hpi. Whole cell lysates were 

resolved via SDS-PAGE and immunoblotted for phosphorylated Chk1 (Ser345), Chk1, 

phosphorylated Chk2 (Thr68), Chk2, ATM, a marker for cellular DNA damage (p-γH2AX 

Ser139), and α-Tubulin as loading control (Figure 5-2, A, B). Total and phosphorylated protein 

abundance was quantified and normalized to 0hpi, or 24hpi respectively (Figure 5-2, C-F). 
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In mock infected samples, only low levels of Chk2 activation were observed, whereas no 

activation of Chk1 was detectable. These findings were also reflected by the absence of cellular 

DNA damage as was marked by the lack of γH2AX phosphorylation (Figure 5-2, A, B). 

Conversely, VACV infection promoted robust phosphorylation of Chk1 at residue Ser345, and 

Chk2 at residue Thr68. While total protein levels for Chk1 and Chk2 were comparable (Figure 

5-2, C, E), phosphorylation of Chk1 was less pronounced and was detected later than 

phosphorylation of Chk2 (Figure 5-2, D, F). In contrast to previously published findings which 

reported Chk1/2 activation as early as 1hpi, I observed activation of Chk1 and Chk2 only after 

8hpi and 6hpi, respectively (Postigo et al., 2017). This discrepancy in timing might either reflect 

the difference in sensitivity and/or specificity of the two assays. Whereas I directly blot for 

activating phosphorylation of the kinases, the previous study monitored SQ/TQ motif 

phosphorylation of Chk1/2 substrates as a proxy for kinase activation. However, my results 

confirm the previous observation that VACV infection does not incur any cellular DNA damage 

as there was no significant increase in γH2AX phosphorylation, even after 24hpi. 

These findings show that VACV infection promotes phosphorylation and activation of the DDR 

effector kinases Chk1 and Chk2 during late timepoints of infection, independently of cellular 

DNA damage. 
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Figure 5-2 VACV infection activates the cellular DNA damage response.  

HeLa cells were either mock infected, or infected with WT VACV (MOI 5) and samples were harvested at 0, 1, 2, 4, 
5, 6, 8, 10, 24hpi. [A-B] Whole cell lysates were resolved via SDS-PAGE and immunoblotted for ATM, activating 

phosphorylation Chk1 (Ser345), Chk2 (Thr 68), and H2AX (Ser139), the early viral protein I3, the late viral protein 
F17, and α-Tubulin as loading control. A representative blot of three biological replicates is shown. [C-D] Total and 
phosphorylated protein abundance was quantified and normalized to 0hpi, or 24hpi respectively. Data represent 
three biological replicates with one technical replicate each and are displayed as mean ± S.E.M.  

 

 

As I found that VACV triggers DDR, I next aimed to define the subcellular localization of 

activated Chk1 and Chk2. Previously, ATR and Chk1 were described to be activated in the 

cytosol of infected cells. Immunoblots of cytosolic and nuclear cell fractions showed increased 

levels of phosphorylated ATR and Chk1 in the cytosol after infection (Postigo et al., 2017). In 

order to characterize the cytosolic location of activated Chk1 and Chk2 in more detail, I 

decided to analyse infected cells by confocal immunofluorescence.  
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HeLa cells were either mock infected, or infected with WR HA-D5 (MOI, 2) and fixed at 0, 2, 3, 

4, 5, 6, 7, 8, 10, and 24hpi. Cells were stained for immunofluorescence with Hoechst (DNA), 

anti-HA (viral D5, red), and either anti-pChk2 Thr68 (green), or anti-pChk1 Ser345 (green). Both 

activated Chk1 and Chk2 were found to co-localized with viral replication sites (Figure 5-3 and 

Figure 5-4). Mirroring the pattern and timing observed by immunoblotting, phosphorylated 

Chk2 was detected to co-localize with viral replication sites as early as 5hpi, whereas the co-

localization with phosphorylated Chk1 was less pronounced and was only observed after 8hpi.  

In order to further characterize the spatiotemporal dynamics of Chk2 activation, I aimed to 

describe the kinetics of co-localization between pChk2 (Thr68) and VACV replication sites. To 

this end, a minimum of 100 cells per timepoint was analysed. First, the amount of individual 

VACV replication sites (DNA and HA-D5 positive) per cell was counted (Figure 5-3, A), 

classifying the replication sites according to their morphology either as speckles, dense, or as 

decondensed (Figure 5-3, B). Second, the number of pChk2 (Thr68) positive replication sites 

was determined for each of the three morphology groups (Figure 5-3, C). As infection 

progresses, foci of viral DNA grow from small speckles into dense replication sites which then 

transition to become areas of decondensed viral DNA, or so-called viral factories. Based on 

this analysis I discovered that activated Chk2 increasingly associates with maturing replication 

sites and nearly 100% of viral factories stained positive phosphorylated Chk2. While further 

experiments are needed to clarify whether Chk2 physically interacts with viral DNA, and how 

it is activated, this data demonstrates that active Chk2 localizes at sites of viral DNA replication.   
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Figure 5-3 Activated Chk2 (pChk Thr68) is enriched in VACV replication sites.  

HeLa cells were either mock infected, or infected with WR HA-D5 (MOI 2) and samples were fixed at 2, 3, 4, 5, 6, 7, 
8, 10, and 24hpi. Cells were stained for immunofluorescence with Hoechst (DNA), anti-HA (viral D5, red), and anti 
pChk2 Thr68 (green). [A-B] A minimum of 100 cells was manually analysed, counting the amount of individual VACV 
replication sites (DNA and HA-D5 positive) per cell, and classifying the replication sites according to their 
morphology either as speckles, dense, or decondensed. [C] The number of pChk2 Thr68 co-localizing replication 
sites was counted and displayed percentage of total replication sites for each morphology (speckles, dense, and 
decondensed). [E-F] Representative confocal images of mock and WR HA-D5 infected samples at the indicated time 

post infection. Scale bar represents 10m.     
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Figure 5-4 Activated Chk1 (pChk Ser345) is enriched in VACV replication sites. 

HeLa cells were either mock infected, or infected with WR HA-D5 (MOI 2) and samples were fixed at 8 hpi. Cells 
were stained for immunofluorescence with Hoechst (DNA), anti-HA (viral D5, red), and anti pChk1 Ser345 (green). 
Representative confocal images of mock and WR HA-D5 infected samples at the indicated time post infection. Scale 

bar represents 10m.     

 

 

 

2.2 VACV early gene expression is not sufficient to activate the cellular DNA Damage 

Response 
 

VACV-induced activation of DDR kinases ATR and Chk1 was previously shown to rely on viral 

early gene expression with activation observed in the absence of viral uncoating but requiring 

de novo protein synthesis (Postigo et al., 2017). While I could confirm that VACV promotes 

phosphorylation of Chk1 and Chk2, activation was only observed after the onset of viral late 

gene expression (Figure 5-2). This suggested the involvement of a late, rather than an early, 

viral protein. To establish which wave of viral gene expression accounted for DDR activation, I 

first tested whether expression of early genes was sufficient to promote phosphorylation of 

Chk2. To this end, viral intermediate and late gene expression were inhibited by treatment 

with the DNA synthesis inhibitor AraC.   

HeLa cells were either mock infected, or infected with WT VACV (MOI 5), in the presence or 

absence of AraC (10μM) and samples were harvested at 0, 1, 2, 4, 5, 6, 8, 10, and 24hpi. Whole 

cell lysates were resolved via SDS-PAGE and immunoblotted for pChk2 (Thr68), the viral early 

protein I3, the viral late protein F17, and α-Tubulin as a loading control. While viral early genes 

are expressed before genome replication, intermediate and late viral gene transcription 
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requires replication of the released genome (Oda and Joklik, 1967). Therefore, viral late but 

not early gene transcription is inhibited by AraC, which was confirmed by expression of early 

I3 in the absence of late F17 (Figure 5-5). 

In line with the above discussed results, VACV infection strongly induced Chk2 phosphorylation 

on Thr68 in untreated samples. While AraC treatment increased the baseline activation of 

Chk2 in uninfected as well as infected samples, the amount of Chk2 phosphorylation stayed 

below that of untreated, WT infected samples at 24hpi. However, VACV failed to further 

activate the DDR in the presence of AraC. Consistent with this, Chk2 phosphorylation levels at 

24hpi remained comparable to uninfected AraC controls. Contrary to previous findings, these 

data indicate that expression of early viral genes does not account for activation of the cellular 

DDR during VACV infection. 

 

Figure 5-5 Early viral gene expression is not sufficient to activate the cellular DDR.  

HeLa cells were either mock infected, or infected with WT VACV (MOI 5) in either DMEM(-) only, or DMEM 

containing the replication inhibitor AraC (10M). Samples were harvested at 0, 2, 4, 6, and 24hpi and whole cell 
lysates were resolved via SDS-PAGE and immunoblotted for pChk2 (Thr68), the early viral protein I3, the late viral 
protein F17, and α-Tubulin as loading control. 

 

 

 

2.3 VACV kinase F10 is required to activate the cellular DNA Damage Response 
 
In the previous section, I showed that viral early gene expression and genome uncoating were 

not sufficient to activate the cellular DDR. Therefore, I next aimed to determine which of the 

post-uncoating steps was required to promote DDR activation. After release, the viral genome 

is replicated in the cytosol which induces the cascaded transcription of intermediate and late 

viral genes. To identify which of these steps are essential, I monitored phosphorylation of Chk2 

upon knockdown of the viral DNA-dependent RNA polymerase subunit A24. As described 
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before, silencing of A24 by siRNA (siA24R) allows for transcription of early viral genes, and 

genome replication, whereas intermediate and late transcription are inhibited (Baroudy and 

Moss, 1980; Hooda-Dhingra et al., 1990; Resch et al., 2007). Since activation of the DDR 

signalling pathway is regulated by dynamic phosphorylation, I hypothesised that the viral 

candidate protein was likely to be either a kinase or a phosphatase. VACV encodes two late 

proteins that have phospho-enzymatic activity: the phosphatase H1, and the kinase F10 which 

together form a phosphoregulatory network that drives viral morphogenesis and 

transcriptional competence (Liu et al., 1995; Novy et al., 2018) . As WT infection causes 

phosphorylation rather than dephosphorylation of Chk2 I first focused on the kinase F10. To 

test the involvement of F10 in triggering the DDR signalling cascade, F10L was silenced by 

siRNA (siF10L). The knockdown efficiency was assessed by infecting cells with a recombinant 

VACV strain that expresses F10 with a C-terminal streptavidin-HA tag in the endogenous F10 

locus (WR F10-SH EL EGFP).  

 

HeLa cells were reverse transfected with scrambled control siRNA (Scr), siA24R, or siF10L. After 

48h, cells were either mock infected, or infected with WR F10-SH EL EGFP (MOI 1) and samples 

were harvested at 0, 8, and 24hpi. Whole cell lysates were resolved via SDS-PAGE and 

immunoblotted for pChk2 (Thr68), HA, the viral early protein I3, the viral late protein F17, and 

α-Tubulin as a loading control (Figure 5-6). Knockdown of A24 was indirectly assessed by 

expression of early I3 and the absence of late F17. 

 
As observed before, scrambled control siRNA did not affect the ability of VACV to activate the 

cellular DDR and robust phosphorylation of Chk2 at residue Thr68 was observed after 24hpi. 

On the contrary, knockdown of A24 prevented the virus from inducing activation of Chk2, and 

no increase in phosphorylation was observed at 24hpi. This data demonstrates that replicating 

viral genomes are not sufficient to trigger DDR activation, which suggested either the direct 

involvement of A24, or that viral intermediate or late genes are required in activating the DDR.  

While silencing of A24 completely prevented viral late gene transcription, knockdown of the 

viral kinase F10 was permissive for late expression, albeit at reduced levels compared to Scr 

control. Despite expression of late viral genes, Chk2 remained unphosphorylated during VACV 

infection in the absence of F10. This shows that knockdown of a late protein, F10 kinase is 

sufficient to reproduce the phenotype caused by inhibition of intermediate and late genes. 

From this data I conclude that the late expressed viral kinase F10 is required to activate the 

cellular DDR during VCAV infection.  
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Figure 5-6 The viral kinase F10 is required to activate the cellular DDR during WT VACV infection.  

HeLa cells were reverse transfected with scrambled control siRNA (Scr), siA24R, or siF10L. 48h after transfection, 
cells were either mock infected, or infected with WR F10-SH EL EGFP (MOI 1) and samples were harvested at 0, 8, 
and 24hpi. Whole cell lysates were resolved via SDS-PAGE and immunoblotted for pChk2 (Thr68), Chk2, HA to 
detect expression of viral F10-SH, the early viral protein I3, the late viral protein F17, and α-Tubulin as loading 
control. A representative blot of three biological replicates is shown. 

 

 

2.4 VACV kinase F10 is sufficient to activate the cellular DNA Damage Response 
 
Knockdown of the viral kinase F10 demonstrated that it is essential for VACV-induced 

activation of the DDR. However, this experiment does not distinguish between F10 directly 

phosphorylating the DDR effector Chk2, and a scenario where F10 functions as part of a 

signalling cascade, involving several viral proteins. Therefore, to test whether F10 is the only 

viral protein required for activating the DDR, I expressed a codon-optimized version of F10 in 

uninfected cells and monitored the phosphorylation status of Chk2 (Figure 5-7).  

 

HeLa cells were incubated with DMEM(-), or were transfected with either a pMAX GFP control 

vector, or a codon-optimized version of F10 carrying an N-terminal 3xFLAG tag (3xFLAGco).   

Samples were harvested at 0h, 12h, and 24h post transfection. Whole cell lysates were 

resolved via SDS-PAGE and immunoblotted for activating phosphorylation of Chk2 (Chk2 

Thr68), Chk2, and α-Tubulin as a loading control. Efficient expression of the 3xFLAG-F10co 

construct was confirmed by blotting for the FLAG tag. 
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Background levels of activated Chk2 were confirmed to be low, as shown by a faint band in 

the DMEM(-) control. Expression of GFP was found to slightly increase phosphorylation of 

Chk2 at residue Thr68, while it did not affect Chk2 protein abundance. On the other hand, 

expression of the viral kinase F10 induced robust phosphorylation of Chk2 despite decreased 

overall Chk2 protein levels. These data demonstrate that F10 is sufficient to activate the 

cellular DDR effector kinase Chk2 and does not require co-expression of another viral protein. 

Further experiments are needed to determine whether F10 directly phosphorylates Chk2, or 

whether it functions through activation of a cellular kinase.     

 
 
Figure 5-7 Expression of 3xFLAG-F10co is sufficient to activate the cellular DDR.  

HeLa cells were transfected with either a DMEM(-) control, pMAX GFP control vector, or codon-optimized 3xFLAG-
F10co. Samples were harvested at 0h, 12h, and 24h post transfection. Whole cell lysates were resolved via SDS-
PAGE and immunoblotted for activating phosphorylation of Chk2 (Chk2 Thr68), Chk2, FLAG to monitor expression 
of 3xFLAG-F10co, and α-Tubulin as loading control. A representative blot of three biological replicates is shown.  

 

 

 

3 VACV alters cellular levels of p53 and its effector p21 
 

As discussed above, damaged DNA causes activation of the two transducer kinases ATR and 

ATM, which then induce a signalling cascade by phosphorylating their downstream kinases 

Chk1, and Chk2, respectively. The DNA damage signal is then translated by effector proteins 

into cellular responses such as DNA repair, apoptosis, and inhibition of cell cycle progression. 

The major effector orchestrating these responses is the transcription factor and tumour 

suppressor p53.  

In the absence of DNA damage or other stress signals, p53 is rapidly turned over by 

proteasomal degradation, which is mediated by its negative regulator, the E3 ubiquitin ligase 

Mdm2 (Haupt et al., 1997; Kubbutat et al., 1997). Upon DNA damage, p53 is phosphorylated 
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on several residues by the DDR kinases ATR/ATM (Ser15) and Chk1/Chk2 (Thr18 and Ser20) 

which inhibits binding to Mdm2 (reviewed in (Ashcroft et al., 1999; Hafner et al., 2019)). 

Additionally, p53 is further stabilized by ATR/ATM directed degradation of Mdm2 (Khosravi et 

al., 1999; Maya et al., 2001). Induction and acetylation of p53 promotes transcription of p53-

responsive genes such as CDN1A, which encodes the CDK inhibitor p21 (Waf1/Cip1) (Dornan 

et al., 2003; Sherr and Roberts, 1999; Waldman et al., 1995). p21 is a member of the Cip/Kip 

family of CDK inhibitor (CKI) proteins which bind and inactivate CDK2 – cyclin E/A, and CDK1 – 

cyclin B complexes, thus preventing cell cycle progression and cell proliferation (Harper and 

Brooks, 2005; Sherr, 1994; Vermeulen et al., 2003). In addition to negatively regulating CDK 

activity, p21 also prevents cellular DNA replication by directly inhibiting the DNA-polymerase 

processivity factor PCNA (Waga et al., 1994). 

Due to its central role in cell cycle control, modulation of p53 expression and activity is a 

common strategy of viruses to create a pro-viral environment. Poxviruses, including VACV, 

have also been implicated by individual studies to either induce or prevent p53 expression 

(Wali and Strayer, 1996, 1999b; Yoo et al., 2008). Therefore, I decided to investigate whether 

p53 expression is upregulated in response to VACV-induced activation of the DDR signalling 

cascade.  

 

3.1 VACV infection causes degradation of cellular p53 and Mdm2 
 

Previous studies have described poxviruses to modulate the expression of p53: Malignant 

rabbit fibroma virus (MV), a Leporipoxvirus, encodes the early transcription factor C7 which 

was reported to induce direct transcription of the TP53 gene during early stages of infection  

(Wali and Strayer, 1996). The same group has also observed temporal regulation of p53 in 

response to VACV infection in pre-synchronized cells. After initial upregulation during the first 

4hpi, p53 levels were later found to drop below uninfected control levels  (Wali and Strayer, 

1999b). Similarly, VACV has been shown to cause decreased p53 levels at 30 and 48hpi in pre-

synchronized osteosarcoma cells (Yoo et al., 2008). Increased transcription of the negative 

regulator Mdm2 was suggested to promote the observed downregulation of p53 during VACV 

infection. Although these studies hint at a connection between VACV infection and the p53-

Mdm2 signalling pathway, mechanistic understanding remained limited, p53 regulation during 

early stages of VACV infection remained unclear, and the (viral) effector protein remained 
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undefined. Therefore, I aimed at describing VACV-induced alterations of p53 and Mdm2 in 

unsynchronized cells, focusing on early stages during infection.  

HeLa cells were either mock infected, or infected with WT VACV (MOI 5) and samples were 

harvested at 0, 1, 2, 4, 5, 6, 8, 10, and 24hpi. Whole cell lysates were resolved via SDS-PAGE 

and immunoblotted for p53, Mdm2, and α-Tubulin as a loading control (Figure 5-8, A,  B). 

Protein abundance was quantified and normalized to 0hpi (Figure 5-8, C,  D). 

In mock infected samples, fluctuating levels of Mdm2 and p53 were detected throughout the 

timecourse, albeit at low levels in the case of p53. In contrast to previous findings, VACV 

infection promoted robust downregulation of both p53 and its regulator Mdm2. While Mdm2 

was found to immediately decrease upon viral entry, p53 degradation was only observed after 

an initial lag phase of 4hpi. These findings show that VACV infection directs effective 

downregulation of not only p53 but also its negative regulator Mdm2.  

 

 

Figure 5-8 VACV infection induces degradation of p53 and Mdm2.  

Unsynchronized HeLa cells were either mock infected, or infected with WT VACV (MOI 5) and samples were 
harvested at 0, 1, 2, 4, 5, 6, 8, 10, 24hpi. Whole cell lysates were resolved via SDS-PAGE and immunoblotted for 
p53, Mdm2, the early viral protein I3, the late viral protein F17, and α-Tubulin as loading control. [A-B] A 
representative blot of three biological replicates (p53), or of two biological replicates (Mdm2) is shown. [C-D] The 
protein abundance of infected samples was quantified and normalized to 0hpi. Data represent three (p53), or two 
(Mdm2) biological replicates with one technical replicate each and are displayed as mean ± S.E.M.  
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3.2 B1 depletion increases p53 levels 
 

Having shown that VACV infection destabilizes p53 and Mdm2, I next looked to identify the 

essential virus life cycle stage.  

In uninfected cells, the activity and stability of p53 is regulated by a complex combination of 

post-translational modifications (PTMs) including acetylation, ubiquitination, sumoylation, 

and phosphorylation. Phosphorylation of several residues, including Ser15, Thr18, and Ser20, 

in the N-terminus of p53 control the interaction of p53 with its negative regulator Mdm2 

(reviewed in (Hafner et al., 2019)).  

Given that p53 stability is regulated by dynamic (de)phosphorylation, I hypothesised that a 

viral kinase or phosphatase destabilized p53. VACV encodes one phosphatase (H1), and two 

kinases (B1 and F10). The kinase B1 is expressed early during infection, whereas the 

phosphatase H1 and the kinase F10 are expressed late. H1 and F10 form a phospho-signaling 

network that orchestrates transcriptional competence, maturation and assembly of new 

progeny virions (Liu et al., 2000; Novy et al., 2018). On the other hand, B1 functions early 

during the virus life cycle and is essential for viral genome replication (Condit et al., 1983; 

Hooda-Dhingra et al., 1990; Olson et al., 2017).  

Taking a candidate-based approach, I decided to focus on B1 as a potential mediator of p53 

degradation, due to the following reasons: first, p53 is degraded before the onset of late viral 

gene expression, which argues for an early expressed viral protein. Second, B1 shares 

homology with the cellular kinases VRK1 (Vaccinia related kinase 1) which is known to 

modulate p53 stability by phosphorylating Thr18 (Vega et al., 2004). Third, expression of B1 in 

uninfected cells was shown to be sufficient to phosphorylate p53 in its N-terminus, which was 

suggested to promote binding to Mdm2 and proteasome-dependent degradation (Santos et 

al., 2004). 

Therefore, B1 was silenced by RNAi in order to elucidate its role in VACV-mediated 

destabilization of p53. HeLa cells were reverse transfected with either scrambled control 

siRNA (Scr), or siRNA targeting B1 mRNA (siB1R). After 48h, cells were either mock infected, 

or infected with WT (MOI 1) and samples were harvested at 0, 8, and 24 hpi. Whole cell lysates 

were resolved via SDS-PAGE and immunoblotted for p53, the early viral protein I3, and the 

late viral protein F17 (Figure 5-9). As discussed above, B1 is required for viral genome 

replication. Therefore, B1R silencing allows for early gene expression, while late gene 

expression is inhibited. B1 knockdown efficiency was determined by expression of early I3 and 
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the reduction of late F17. As F17 expression was reduced but not completely abolished in the 

siB1R treated sample, this indicates that knockdown of B1 was incomplete and sufficient B1 

was produced to allow for late F17 expression, albeit at severely reduced levels. 

While control siRNA did not affect p53 levels, VACV infection was confirmed to completely 

degrade p53 by 24hpi. On the other hand, infection after silencing of B1R led to accumulation 

of p53, which exceeded uninfected levels at 8 and 24hpi. Additionally, depletion of B1 caused 

a second, lower molecular p53 band (Figure 5-9, *). The altered molecular weight might be 

explained by changes in the posttranslational modifications of p53 such as a reduction in 

phosphorylation.  Taken together, these findings suggest that depletion of B1 stabilizes p53 

and alters its PTM pattern.  

 

                      

Figure 5-9 Depletion of the viral kinase B1 stabilized p53. 

HeLa cells were reverse transfected with either scrambled control siRNA (Scr), or siB1R. After 48h, cells were either 
mock infected, or infected with WT (MOI 1) and samples were harvested at 0, 8, and 24 hpi. Whole cell lysates were 
resolved via SDS-PAGE and immunoblotted for p53, the early viral protein I3, and the late viral protein F17.  
 
 
 
 

As B1 is essential for viral genome replication, silencing not only depletes B1 but also inhibits 

genome replication and subsequent late viral gene expression. Therefore, the previous 

experiment cannot distinguish between the effect of knocking down B1 and the effect of 

suppressing viral replication. In order to differentiate the two, viral replication was inhibited 

by either blocking viral uncoating (siD5R), or by specifically silencing the viral polymerase 

(siE9L). In both conditions, viral early genes, including B1, are expressed in the absence of viral 

genome replication. As before, HeLa cells were reverse transfected with either scrambled 

control siRNA (Scr), siD5R, or siE9L. After 48h, cells were either mock infected, or infected with 

WT MOI (2, 10) and samples were harvested at 0, 8, and 24 hpi. Whole cell lysates were 

resolved via SDS-PAGE and immunoblotted for p53, the early viral protein I3, the late viral 
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protein F17, and α-Tubulin as a loading control (Figure 5-10). As discussed above, D5 and E9 

are required for viral genome replication. Therefore, D5R and E9L silencing allows for early 

gene expression, while late gene expression is inhibited. D5 and E9 knockdown efficiency was 

confirmed by expression of early I3 and the absence of late F17. 

Infection of siD5R or siE9L treated cells caused accumulation of p53, which was comparable 

to the increase in p53 levels observed after siB1R silencing. In contrast to knockdown of B1, a 

second, lower molecular p53 band was not detected after depletion of either D5 or E9 (Figure 

5-10, *). This data suggests that repression of viral genome replication is sufficient to increase 

p53 levels, even in the presence of the viral kinase B1.  

In summary, although the above described RNAi experiments do not allow for any definitive 

conclusions they hint at a potential PTM of p53 which depends on expression of B1.  

 

           

Figure 5-10 Inhibition of post-uncoating steps cause accumulation of p53.  

HeLa cells were reverse transfected with a scrambled control siRNA (Scr), siD5R, or siE9L. After 48h, cells were 
either mock infected, or infected with WT MOI (1) and samples were harvested at 0, 8, and 24 hpi. Whole cell 
lysates were resolved via SDS-PAGE and immunoblotted for p53, the early viral protein I3, the late viral protein F17, 
and α-Tubulin as loading control. 
 
 
 

3.3 VACV ΔB1mutB12 fails to degrade p53 and / or Mdm2 
 

Interpretation of the above described siRNA silencing experiments was inconclusive, as 

potential pre-replication functions of B1 could not be separated from its essential role in viral 

genome replication. Highlighting its requirement in the virus life cycle, full genetic deletion of 

B1 abrogates the production of infectious virions. The resulting B1 VACV strain can therefore 

only be produced in the presence of transient complementation e.g. in a B1 expressing cell 

line (Olson et al., 2017). However, in order to study the role of B1 in (de)stabilizing p53, I 
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needed a system which decoupled B1 activity and viral DNA replication. Such a replication 

competent B1 deletion VACV strain was published earlier this year by the Wiebe lab (Olson et 

al., 2019). Through experimental evolution of the severely attenuated ΔB1 virus (Olson et al., 

2017), a mutation in the B12R pseudokinase gene was discovered that rescued the ΔB1 

replication defect (Olson et al., 2019). Although the function of B12 remains to be established, 

B1 seems to promote VACV replication, at least in part, by suppressing the inhibitory function 

of its paralog pseudokinase B12. Importantly, the resulting ΔB1mutB12 VACV strain allowed 

me to study replication-independent functions of B1, such as its potential effect on p53 

stability. 

To monitor p53 levels in the absence of the kinase B1, HeLa cells were infected with 

ΔB1mutB12 and harvested 0, 1, 2, 4, 5, 6, 8, 10, and 24 hpi. Whole cell lysates were resolved 

via SDS-PAGE and immunoblotted for p53, Mdm2, the early viral protein I3, the late viral 

protein F17, and α-Tubulin as a loading control (Figure 5-11, B).  

 

 

 

Figure 5-11 VACV ΔB1mutB12 fails to degrade cellular p53 and Mdm2.  

[A] WT infection for comparison. Blot reproduced from previous section. [B] Unsynchronized HeLa cells were either 
mock infected, or infected with VACV ΔB1 mutB12 (MOI 5) and samples were harvested at 0, 1, 2, 4, 5, 6, 8, 10, 
24hpi. Whole cell lysates were resolved via SDS-PAGE and immunoblotted for p53, Mdm2, the early viral protein 
I3, the late viral protein F17, and α-Tubulin as loading control.  

 

In contrast to WT VACV infection, p53 was not degraded by ΔB1mutB12 infection. During the 

24hpi, p53 abundance was found to fluctuate but was neither completely diminished, nor 

upregulated to the same extent as previously observed after repression of viral replication. 

Similarly, during the first 10hpi Mdm2 was not degraded by ΔB1mutB12, although by 24hpi 

Mdm2 levels were strongly reduced. Degradation of Mdm2 at this late timepoint could be 

caused by F10-mediated activation of ATR and ATM, since these two DDR components were 

shown to negatively regulate Mdm2 stability (Khosravi et al., 1999; Maya et al., 2001). The 
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differences in p53 and Mdm2 stability in WT and ΔB1mutB12 infections are not caused by a 

replication defect of ΔB1mutB12, as is indicated by normal timing of early (I3) and late (F17) 

viral gene expression. Therefore, this data demonstrates that B1 and/or B12 are required to 

mediate degradation of p53 during VACV infection. 

 
 

3.4 VACV dynamically modulates levels of cellular p21 
 

In the above sections I have shown that the viral kinase F10 activates the cellular DDR pathway 

while the viral kinase B1 and/or its paralog pseudokinase B12 cause degradation of the main 

DDR effector p53.  

Canonical ATR/ATM signalling causes a delay or arrest in cell cycle progression by inducing p53 

to transactivate the CDK inhibitor p21 (Dornan et al., 2003; Harper and Brooks, 2005; Sherr, 

1994; Sherr and Roberts, 1999; Vermeulen et al., 2003; Waldman et al., 1995). The broad range 

inhibitory effect of p21 on cell cycle progression parallels the cell cycle alterations observed 

after VACV infection:   Apart from mediating a systemic cell cycle arrest, p21 also negatively 

regulates the cellular DNA-polymerase processivity factor PCNA and thus inhibits cellular DNA 

replication (Waga et al., 1994). Therefore, I next aimed to investigate p21 as a potential cellular 

effector that mediates the virus-induced cell cycle arrest.  

                 

Figure 5-12 VACV infection dynamically regulates levels of cellular p21.  

Unsynchronized HeLa cells were either mock infected, or infected with WT VACV (MOI 5) and samples were 
harvested at 0, 1, 2, 4, 5, 6, 8, 10, 24hpi. Whole cell lysates were resolved via SDS-PAGE and immunoblotted for 
p21, and α-Tubulin as loading control. [A-B] A representative blot of two biological replicates is shown.  
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First, I characterized the cellular levels of p21 in response to VACV infection. To this end, HeLa 

cells were infected with WT VACV (MOI 5) and harvested 0, 1, 2, 4, 5, 6, 8, 10, and 24 hpi. 

Whole cell lysates were resolved via SDS-PAGE and immunoblotted for p21, and α-Tubulin as 

a loading control (Figure 5-12, A, B).  

In uninfected samples, the initially low levels of p21 strongly increased between 1 and 6 hpi 

(Figure 5-12, A). Thereafter, p21 expression levelled out and remained elevated until 24hpi. 

Conversely, VACV infection induced a strong upregulation of p21 already at 1hpi, which was 

found to peak around 5hpi (Figure 5-12, B). While levels stayed elevated in uninfected 

samples, VACV directed a strong downregulation of p21 after 6hpi until it was almost 

completely degraded by 24hpi. These results demonstrate that VACV infection accounts for a 

biphasic modulation of p21 expression. Interestingly, this parallels the kinetics of the early 

established VACV block in host cell cycle progression. 

 

 

3.5 VACV kinase F10 is required for degradation of p21 
 

Having found VACV infection to dynamically modulate expression of the CDK inhibitor p21, I 

next looked to define the essential viral effector protein. In uninfected cells, the half-life of 

p21 is regulated by phosphorylation on different residues and nuclear export into the cytosol. 

Stabilization of p21 has been shown to involve phosphorylation on Thr145 by the two cellular 

kinases PIM1 and PIM2 (Wang et al., 2002, 2010), whereas phosphorylation at Thr57 or Ser114 

by GSK3-beta (Lee et al., 2007; Rössig et al., 2002), as well as  phosphorylation on Thr145 and 

Ser146 by AKT (Zhou et al., 2001) are associated with degradation of p21 (Abbas et al., 2008; 

Esteve-Puig et al., 2014).  

Additionally, since I observed p21 levels to decrease concurrently with the onset of 

intermediate and late viral gene expression around 6hpi, I hypothesised that the viral 

candidate protein was likely to be either a late expressed kinase or phosphatase. As previously 

discussed, VACV encodes one late expressed kinase (F10), and one phosphatase (H1).   

To identify whether intermediate and late gene expression were required, I monitored p21 

levels upon knockdown of the viral DNA-dependent RNA polymerase subunit A24. As 

described before, silencing of A24 by siRNA (siA24R) allows for transcription of early viral 

genes, and genome replication, whereas intermediate and late transcription are inhibited 

(Baroudy and Moss, 1980; Hooda-Dhingra et al., 1990; Resch et al., 2007). To test the 
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involvement of F10 in directing p21 degradation, F10L was silenced by siRNA (siF10L). The 

knockdown efficiency was assessed by infecting cells with a recombinant VACV strain that 

expresses F10 with a C-terminal streptavidin-HA tag in the endogenous F10 locus (WR F10-SH 

EL EGFP).  

 

HeLa cells were reverse transfected with scrambled control siRNA (Scr), siA24R, or siF10L. After 

48h, cells were either mock infected, or infected with WR F10-SH EL EGFP (MOI 1) and samples 

were harvested at 0, 8, and 24hpi. Whole cell lysates were resolved via SDS-PAGE and 

immunoblotted for p21, HA, the viral early protein I3, the viral late protein F17, and α-Tubulin 

as a loading control (Figure 5-13). Knockdown of A24 was indirectly was confirmed by 

expression of early I3 and the absence of late F17. 

 

 

  

Figure 5-13 Knockdown of F10 prevents VACV-induced degradation of p21.  

HeLa cells were reverse transfected with a scrambled control siRNA (Scr), siA24R, or siF10L. After 48h, cells were 
either mock infected, or infected with WR F10-SH EL EGFP (MOI 1) and samples were harvested at 0, 8, and 24hpi. 
Whole cell lysates were resolved via SDS-PAGE and immunoblotted for p21, HA to detect expression of viral F10-
SH, the early viral protein I3, the late viral protein F17, and α-Tubulin as loading control. A representative blot of 
two biological replicates is shown.  

 

 

As observed before, scrambled control siRNA did not affect the ability of VACV to direct 

downregulation p21 by 24hpi. In contrast, knockdown of A24 prevented degradation of p21, 

which was found to accumulate to levels surpassing uninfected controls. While these data 

suggested that viral early gene expression induces p21 upregulation, it demonstrated that 

intermediate and/or late viral gene expression are required to direct degradation of p21.  
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While silencing of A24 completely prevented viral late gene transcription, knockdown of the 

viral kinase F10 was permissive for late expression, albeit at reduced levels compared to Scr 

control. In the absence of F10 kinase, p21 was found to accumulate despite expression of late 

viral genes. Whilst expression of p21 was reduced between 8hpi and 24hpi in siF10L treated 

cells, p21 levels were still markedly higher than in the Scr control infection.  Taken together, 

this shows that knockdown of the kinase F10 is sufficient to reproduce the phenotype caused 

by inhibition of intermediate and late genes. From this data I conclude that the late expressed 

viral kinase F10 is required to degrade p21 during late stages of VACV infection. 

 

3.6 VACV kinase F10 is sufficient to cause degradation of p21 
 

siRNA silencing of the viral kinase F10 demonstrated its essential function in inducing 

degradation of p21. However, as previously described for F10-mediated activation of the DDR, 

this experiment does not distinguish between direct function of F10, and a scenario where F10 

acts as part of a signalling cascade, involving several viral proteins. Therefore, to test whether 

F10 is the only viral protein required to direct downregulation of p21, I expressed a codon-

optimized version of F10 in uninfected cells (Figure 5-7) and monitored levels of p21.  

 

HeLa cells were incubated with DMEM(-), or were transfected with either a pMAX GFP control 

vector, or a codon-optimized version of F10 carrying an N-terminal 3xFLAG tag (3xFLAGco).   

Samples were harvested at 0h, 12h, and 24h post transfection. Whole cell lysates were 

resolved via SDS-PAGE and immunoblotted for p21, and α-Tubulin as a loading control. 

Efficient expression of the 3xFLAG-F10co construct was confirmed by blotting for FLAG (Figure 

5-14). 

 

As seen before in uninfected samples, p21 strongly increased in untransfected DMEM(-) 

controls over 24hrs. While p21 was also observed to accumulate strongly in GFP control 

expressing cells, p21 levels at 24h were slightly reduced compared to untransfected controls. 

On the other hand, expression of the viral kinase F10 induced robust degradation of p21 at 

24h post transfection. These data demonstrate that F10 is sufficient to direct degradation of 

p21 and does not require co-expression of another viral protein. Further experiments are 

needed to determine whether F10 directly phosphorylates p21 to stimulate its degradation, 

or whether it functions through activation of a cellular signalling cascade.     
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Figure 5-14 Expression of 3xFLAG-F10co is sufficient to promote a reduction of p21 levels.  

HeLa cells were transfected with a DMEM(-) control, or a pMAX GFP expression control, or 3xFLAG-F10co 
expressing a codon-optimized version of the viral kinase F10 carrying an N-terminal triple FLAG tag. Cells were 
harvested at 0, 12, and 24h post transfection. Whole cell lysates were resolved via SDS-PAGE and immunoblotted 
for p21, FLAG to monitor expression of 3xFLAG-F10co, and α-Tubulin as loading control. A representative blot of 
two biological replicates is shown. 

 

 

 

 

 

4 Functional relevance of modulating the host cell cycle 
 

In the previous sections, I have used recombinant VACV strains, RNAi, biochemistry, and super-

resolution microscopy to demonstrate that VACV early gene expression inhibits cell 

proliferation after viral entry. Concurrently, the cellular CDK inhibitor p21 was upregulated, 

while the tumour suppressor p53 was targeted for degradation by the viral kinase B1 and/or 

its paralog pseudokinase B12. The second wave of viral gene expression was found to shift the 

cell cycle from G1 to S/G2/M, while still inhibiting cell proliferation. Additionally, the viral 

kinase F10 was shown to be necessary and sufficient to cause degradation of p21, and for 

activation of the cellular DNA damage response (DDR). However, so far I have not addressed 

the relevance of cell cycle subversion for VACV replication. Therefore, I next aimed to define 

how VACV uses the cell cycle to promote its own replication. 

 

 

4.1 VACV arrests p53 null cells 
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Having found that VACV infection directs degradation of p53 and its negative regulator Mdm2, 

I next aimed to identify the functional relevance of this for the viral life cycle. p53 is well-

studied as a key regulator of cell cycle progression and apoptosis (Debbas and White, 1993; 

Lowe et al., 1993; Wagner et al., 1994; Wu and Levine, 1994). It integrates different stress 

signals such as DNA damage, and nutrient starvation into a transcriptional response that 

controls G1/S transition, as well as the G0 and G2/M checkpoints (Cross et al., 1995; Del Sal et 

al., 1995; El-Deiry et al., 1993; Fukasawa et al., 1996; Kastan et al., 1992; Linke et al., 1996).  

Due to its essential role in cell cycle control, I investigated the functional link between VACV-

induced p53 manipulation and cell cycle dysregulation. Therefore, I characterized how up-, or 

downregulation of intracellular p53 levels affected the ability of VACV to alter cell cycle 

progression.  

                            

Figure 5-15 VACV infection inhibits proliferation of p53-/- cells.  

Relative increase in HCT116 and HCT116 p53-/- cell numbers in mock (black), and VACV WT infected (grey) samples. 
Unsynchronized HCT116 or HCT116 p53-/- cells were either mock infected, or infected with WT VACV (MOI 5). Cells 
were harvested and counted at 0, 24, and 48hpi. Cell counts were normalized to 0hpi. Data represent three 
biological replicates with one technical replicate each and are displayed as mean ± S.E.M.  
 

In section 3.1 of this chapter, I have shown that VACV rapidly induces increased levels of the 

cell cycle inhibitor p21 after entry, whereas its upstream regulator p53 is degraded after 4hpi. 

Since transcription of p21 is mediated by p53, I decided to test whether p53 is required during 

the first 4hpi for VACV to arrest the host cell cycle. To address this question, I measured the 

proliferation of a genetically engineered p53 double negative HCT116 cell line (generously 

provided by Dr. Miranda Wilson) in the presence and absence of VACV.  WT HCT116, and 

HCT116 p53 -/- cells were mock infected, or infected with WT VACV (MOI 5). Cells were 

counted at 0, 24, and 48hpi and cell counts were normalized to 0hpi (Figure 5-15). Proliferation 

of uninfected cells was not affected by deletion of p53 and WT HCT116, as well as HCT116 

p53-/- cell numbers nearly tripled over 48hpi. Similarly, WT infection blocked cell proliferation 

independent of the presence or absence of p53. However, the efficiency of the cell cycle block 
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varied between the WT and deletion cell line: while infected WT HCT116 numbers remained 

constant, infected HCT116 p53-/- cell numbers increased 1.5 ± 0.2 fold over 48hpi. This data 

shows that VACV does not require p53 to inhibit cell cycle progression. 

 

 

4.2 The VACV kinase B1 and degradation of p53 are not required to arrest the cell 

cycle 
 

  

Figure 5-16 The viral kinase B1 is not required to inhibit host cell proliferation.  

BSC40 cells were either mock infected, or infected with the temperature sensitive VACV strain Cts2 (MOI 5) either 
at the permissive, or non-permissive temperature. Cells were counted at 0, 10, 24, and 48hpi and counts were 
normalized to 0hpi. [A] Normalized counts of mock (black) and infected (grey) samples at the permissive 

temperature (31C). [B] Normalized counts of mock (black) and infected (grey) samples at the non-permissive 

temperature (40C). Data represent three biological replicates with two technical replicates each and are displayed 
as mean ± S.E.M. 
 
 

Since I have found VACV to inhibit proliferation in the absence of p53, I next asked the opposite 

question and assayed whether degradation of p53 was required for VACV to block the host 

cell cycle. Previously in this chapter, I showed that p53 is degraded in a B1 and/or B12 

dependent manner during infection. Therefore, to test the role of p53 degradation, I utilized 

the temperature sensitive VACV strain Cts2 that encodes a mutant of B1 that is non-functional 

at non-permissive temperatures (Condit et al., 1983; Rempel and Traktman, 1992; Rempel et 

al., 1990). BSC40 cells were either mock infected, or infected with the ts mutant Cts2 (MOI 5). 

After viral entry at the permissive temperature, cells were either kept at 31°C, or shifted to 

40°C and samples were counted at 0, 12, 24, and 48hpi (Figure 5-16). While uninfected cells 

were found to proliferate faster at 40°C than at 31°C, neither of the temperature regimes 

inhibited cell proliferation. On the other hand, infected cells failed to proliferate, independent 

of the temperature conditions. Under permissive conditions, infected cell numbers slightly 

decreased, compared to a 2.1-fold increase in uninfected samples (Figure 5-16, A). Similarly, 
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under non-permissive conditions, Cts2 infected cell numbers decreased, whereas uninfected 

controls more than tripled during 48h (Figure 5-16, B). Concluding, this data demonstrates that 

neither degradation of p53, nor expression of the viral kinase B1 are required to arrest host 

cell proliferation.  

 

However, similar to silencing B1 by siRNA, infection with Cts2 at non-permissive temperatures 

cannot distinguish between the potential function of B1 in targeting p53 for degradation and 

its essential role in viral genome replication. Additionally, results discussed in section 3.2 of 

this chapter showed that repression of viral genome replication is sufficient to increase p53 

levels, even in the presence of the viral kinase B1. Therefore, the above described Cts2 

experiment does not allow for any definite conclusions whether B1-mediated degradation is 

required for arresting the host cell cycle.  

 

 

Figure 5-17 Neither the viral kinase B1, nor the pseudokinase B12 are required to inhibit host cell proliferation.  

Relative increase in HeLa cell numbers after mock, VACV WT or ΔB1mutB12 infection. Unsynchronized HeLa cells 
were mock infected, or infected with WT VACV (MOI 1), or two different isolates (A1, A3) of the B1 deletion virus 
ΔB1mutB12. Cells were harvested and counted at 0, 24, and 48hpi. Cell counts were normalized to 0hpi. Data 
represent three biological replicates with one technical replicate each and are displayed as mean ± S.E.M. 
 
 
 

In order to study the effect of loss of B1 activity in the presence of viral replication, I again 

used the previously introduced ΔB1mutB12 strain (Olson et al., 2019). To test whether 

ΔB1mutB12 could inhibit host proliferation, HeLa cells were mock infected, or infected with 

either WT VACV (MOI 1), or two different isolates (A1, A3) of the ΔB1mutB12 strain. Samples 

were counted at 0, 24, and 48hpi and normalized to cell counts at 0hpi (Figure 5-17). As 

observed before, uninfected cells were found to increase 2.4-fold in numbers over 48hpi. On 

the other hand, both WT VACV and ΔB1mutB12 infection blocked host cell progression and 

cell numbers remained constant. Concluding, neither the viral kinase B1, nor its paralog 
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pseudokinase B12 are required to arrest the host cell cycle. As ΔB1mutB12 fails to reduce p53 

levels, this experiment also shows that p53 degradation is neither essential for the virus-

induced cell cycle block, nor for viral replication. 

 

 

4.3 Neither VACV kinase B1 nor degradation of p53 are required to shift the cell 

cycle  
 

p53 controls correct timing and progression of the cell cycle by integrating several different 

damage response pathways. Under steady state conditions, p53 is continuously degraded due 

to Mdm2-dependent ubiquitination. However, under stress conditions such as DNA damage 

or depletion of ribonucleoside pools p53 is stabilized and can activate different checkpoints to 

arrest the cell cycle (El-Deiry et al., 1993; Linke et al., 1996). Since VACV infection shifts the 

cell cycle from G1 into S/G2/M, I hypothesised that infection mediated degradation of p53 

might serve as a mechanism to facilitate G1/S transition.  

 

Figure 5-18 Neither the viral kinase B1, nor the pseudokinase B12 are required to shift the host cell cycle.  

Unsynchronized HeLa cells were either mock infected, or infected with VACV ΔB1mutB12 (MOI 5) and samples 
were harvested at 0, 1, 2, 4, 5, 6, 8, 10, 24hpi. Whole cell lysates were resolved via SDS-PAGE and immunoblotted 
for Geminin, the early viral protein I3, the late viral protein F17, and α-Tubulin as loading control.  
 
 

To test this hypothesis, I assessed cell cycle alterations after infection with ΔB1mutB12. As this 

virus contains an mCherry cassette that was used to disrupt the B1R ORF (Olson et al., 2017), 

I could not use it in combination with the fluorescent HeLa FUCCI reporter system. Instead, I 

monitored endogenous Geminin levels as a proxy for cell cycle entry. HeLa cells were infected 

with ΔB1mutB12 and harvested 0, 1, 2, 4, 5, 6, 8, 10, and 24 hpi. Whole cell lysates were 

resolved via SDS-PAGE and immunoblotted for Geminin, the early viral protein I3, the late viral 

protein F17, and α-Tubulin as a loading control (Figure 5-18). As was previously observed 

during WT VACV infection, Geminin levels increased from 6hpi onwards, which indicates an 
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accumulation of cells in S/G2/M. Therefore, these data suggest that ΔB1mutB12 promotes 

transition from G1 to S/G2/M. Thus, neither degradation of p53, nor the viral kinase B1, or its 

paralog pseudokinase B12 are required to shift the host cell cycle. 

 

 

4.4 Stabilization of p53 by Nutlin-3 prevents the cell cycle shift 
 

So far I have shown that virus-induced cell cycle arrest and shift occurred independently of 

p53 and were not inhibited by baseline p53 levels. Therefore, I next aimed to characterize how 

accumulation of p53 influenced the virus life cycle, and VACV’s ability to alter host cell cycle 

progression. In order to address this question, I needed a tool to increase p53 levels in the 

absence of genotoxic stress.  

As described above, p53 abundance is tightly controlled by the E3 ubiquitin ligase Mdm2, 

which targets p53 for proteasomal degradation (Haupt et al., 1997; Kubbutat et al., 1997). 

Unless phosphorylated, p53 associates N-terminally with Mdm2 through interaction with an 

essential p53 binding site (Iwakuma and Lozano, 2003). The small molecule inhibitor Nutlin-3 

specifically targets this binding pocket and thereby inhibits interaction of p53 with Mdm2 

(Carvajal et al., 2005; Vassilev, 2004; Vassilev et al., 2004). As a consequence, stabilized p53 is 

no longer targeted for proteasomal degradation and is transcriptionally activated (Thompson 

et al., 2004). Since Nutlin-3 acts by direct inhibition of Mdm2, it induces accumulation of p53 

in the absence of cellular stresses. 

First, I defined the effective concentration of Nutlin-3 required to stabilize p53. To this end, 

levels of p53 and Mdm2 were measured in uninfected HeLa cells over 24h. Cells were 

continuously incubated with 25μM Nutlin-3 and were harvested at 0, 0.5, 2, 4, 6, and 24h. 

Whole cells lysates were resolved via SDS-PAGE and immunoblotted for p53, Mdm2, and α-

Tubulin as loading control (Figure 5-19, E). As demonstrated by the increase in p53 abundance 

at 24h, 25μM Nutlin-3 was sufficient to stabilize p53.  

Next, to address whether accumulation of p53 affected the VACV-induced shift, the cell cycle 

distribution of asynchronous HeLa FUCCI cells was monitored during VACV infection in the 

presence or absence of Nutlin-3. HeLa FUCCI cells were pre-treated with Nutlin-3 (25μM) for 

30min before being either mock infected, or infected with WT VACV (MOI 2) in the continued 

presence of the inhibitor. Samples were harvested at 0, 12, and 24hpi and the cell cycle 
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distribution was analysed by flow cytometry. Based on their fluorescence, cells were classified 

as either early G1, G1, early S, or S / G2 / M (Figure 5-19, A-D). 

As previously described in chapter 4, untreated and uninfected populations were measured to 

accumulate in G1, which increased the G1 fraction from 28.5 ± 0.2 % at 0hpi, to 35.2 ± 2.0% at 

24hpi (Figure 5-19, B). Concurrently, the amount of cells in S/G2/M decreased between 0 and 

24hpi (Figure 5-19, D). Neither the early G1, nor the early S phase fraction was found to 

fluctuate significantly in mock infected samples (Figure 5-19, B, C). VACV infected samples 

were confirmed to induce the opposite trend: the fraction of S/G2/M cells was increased at 

the expense of early G1, and G1 cells, indicating reduced G1 entry. 

Conversely, while Nutlin-3 did not affect the cell cycle distribution of uninfected cells, it 

prevented VACV from shifting cells into S/G2/M. This fraction represented 36.3 ± 0.9% of 

untreated, infected cells, whereas it made up significantly less (26.0 ± 2.0%) in Nutlin-3 

treated, infected populations (Figure 5-19, D). The inhibitory effect of Nutlin-3 was mirrored 

by the failure of VACV to shift cells out of G1. In the absence of Nutlin-3, VACV infection caused 

the G1 fraction to decline to 23.8 ± 1.2% of total cells. However, in the presence of Nutlin-3, 

the amount of G1 cells increased from 28.5 ± 0.2% at 0hpi to 32.1 ± 1.3%, which was 

comparable to mock infected levels at 24hpi (Figure 5-19, B). Concluding, using the FUCCI 

reporter system, I found that Nutlin-3 prevented VACV from shifting cells from the G1 phase 

of the cell cycle into the S/G2/M phase.  On the other hand, Nutlin-3 did not affect the cell 

cycle distribution of uninfected control cells, which were found to shift from S/G2/M into G1. 
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Figure 5-19 Nutlin-3 prevents VACV from shifting the cell cycle distribution. 

HeLa FUCCI cells were pre-treated with Nutlin-3 (25μM) for 30min before being either mock infected, or infected 
with WT VACV (MOI 2) in the continued presence of the inhibitor. Samples were harvested at 0, 12, and 24hpi and 
the cell cycle distribution was analysed by flow cytometry. Based on their fluorescence, cells were classified as 
either early G1, G1, early S, or S/G2/M. Individual cell cycle fractions are compared in [A-D]. [A] Percentage of early 
G1, [B] G1, [C] early S, and [D] S/G2/M cell fractions in untreated mock (black bars), untreated WT VACV (dotted 
grey bars), Nutlin-3 treated mock (blue bars), and Nutlin-3 WT VACV (dotted, light blue bars) infected samples. Data 
represent three biological replicates with one technical replicate each and are displayed as mean ± S.E.M. Shown 
are all statistically significant differences within the G1, and S/G2/M fractions for the 24hpi timepoint. Parametric, 
paired, two-tailed t-test for significance. ns. p > 0.05, * p < 0.033. [E] Levels of p53 and Mdm2 after 24h of Nutlin-3 
(25μM) treatment. Uninfected HeLa cells were continuously incubated with 25μM Nutlin-3 and were harvested at 
0, 0.5, 2, 4, 6, and 24h. Whole cells lysates were resolved via SDS-PAGE and immunoblotted for p53, Mdm2, and α-
Tubulin as loading control. 
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4.5 Nutlin-3 inhibits viral late gene expression 
 

In the previous section I showed that Nutlin-3 causes accumulation of p53 and prevents VACV 

from shifting the host cell cycle. Next, I aimed to determine whether increased p53 levels 

and/or inhibition of the cell cycle shift affected the virus life cycle. To address this question, I 

made use of VACV’s temporally cascaded gene transcription. Expressing EGFP under a stage-

specific viral promoter allows to monitor progression of the virus life cycle and to detect 

potential inhibition of intermediate steps (Figure 5-20). In order to monitor expression of viral 

early genes I used a VACV recombinant that expresses EGFP under an early viral promoter (WR 

E EGFP). Similarly, to assess viral late gene expression, I used a VACV recombinant that 

expresses EGFP under a late viral promoter (WR L EGFP).  

 

 

Figure 5-20 Schematic of WR E EGFP and WR L EGFP infection. 

Infection with recombinant VACV that expresses EGFP either un an early, or a late viral promoter allows to monitor 
progression of the virus life cycle and to detect potential inhibition of intermediate steps. Early inhibitors block 
expression of both early and late viral gene expression (neither E EGFP, nor L EGFP expression), whereas late 
inhibitors only repress late gene expression (E EGFP expression in the absence of L EGFP expression). An early block 
indicates inhibition viral entry or protein translation and a late block suggests inhibition viral genome replication 
and intermediate or early gene transcription. 
 

 

The combination of these two VACV reporter strains allows to classify a compound as either 

an early inhibitor (neither E EGFP, nor L EGFP expression), or a late inhibitor (E EGFP expression 
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in the absence of L EGFP expression) (Figure 5-20). Whereas an early block indicates inhibition 

of a step before early gene expression, including viral entry and protein translation, a late block 

suggests inhibition of a step between the two gene expression waves, including viral genome 

replication and intermediate or early gene transcription. 

To determine the effect of Nutlin-3 on the VACV life cycle, HeLa cells pre-treated with Nutlin-

3 (25μM) for 30min were infected with either WR E EGFP (MOI 5), or WR L EGFP (MOI 5) in the 

continued presence of inhibitor. Samples were harvested at 0, 2, 4, 6, 8, 10, and 24hpi and 

EGFP expression was analysed by flow cytometry (Figure 5-21). Two different infection 

parameters were measured: the percentage of EGFP expressing cells (Figure 5-21, A, B) and 

the amount of viral gene expression, as determined by the mean fluorescence intensity (MFI) 

of the EGFP signal (Figure 5-21, C, D).  

Nutlin-3 had no influence on viral entry or viral early gene expression. The percentage of WR 

E EGFP infected cells was comparable in mock and Nutlin-3 treated cells throughout the 

infection timecourse (Figure 5-21, A). Under both conditions, approx. 86% of cells were early 

EGFP positive by 24hpi. Similarly, the amount of early expressed EGFP did not differ in mock 

and Nutlin-3 treated cells (Figure 5-21, C), indicating that Nutlin-3 does not impact early viral 

gene expression, or any steps earlier during the virus life cycle. 

In contrast, viral late gene expression was severely reduced and delayed by Nutlin-3 

treatment. The delay in late viral gene expression was marked by significantly fewer late EGFP 

positive cells at 6hpi in Nutlin-3 treated samples (Figure 5-21, B). After an initial lag phase, the 

percentage of late infected cells in treated and untreated samples equalized by 24hpi (Figure 

5-21, B). While the percentage of late infected cells caught up by 24hpi, the amount of late 

gene expression did not (Figure 5-21, C). L EGFP levels were 2.1-fold reduced at 6hpi and 

continued to stay below untreated controls, so that by 24hpi they were 2.5-fold reduced, 

compared to controls (Figure 5-21, C).  

Taken together, this data shows that Nutlin-3 inhibits a step between viral early and late gene 

expression. Further experiments are required to define the repressed step in the virus life 

cycle. Additionally, it remains to be clarified whether Nutlin-3 directly inhibits viral replication, 

or whether the antiviral activity represent an indirect effect of increased p53 levels.   

In the previous chapter (section 3) I have shown that VACV relies on expression of viral 

intermediate or late gene expression to shift the host cell cycle. Since I have found that Nutlin-

3 inhibits late viral gene expression, this might explain why VACV fails to shift the host cell 
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cycle in the presence of Nutlin-3. Therefore, further experiments are required to determine 

the utility of shifting the cell cycle, and whether there might exist a positive feedback loop 

between viral gene expression and the cell cycle shift. 

 

 
 

Figure 5-21 Nutlin-3 inhibits late viral gene expression.  

HeLa cells were pre-treated with Nutlin-3 (25μM) for 30min before being infected with either WR E EGFP (MOI 5), 
or WR L EGFP (MOI 5) in the continued presence of the inhibitor. Samples were harvested at 0, 2, 4, 6, 8, 10 and 
24hpi and EGFP expression was analysed by flow cytometry. [A-B] Percentage of infected cells in the presence 
(blue), or absence of Nutlin-3 (black), represented by the amount of cells expressing either early viral genes [A], or 
late viral genes [B]. [C-D] The amount of viral gene expression in the presence (blue), or absence of Nutlin-3 (black), 
represented as the mean fluorescence intensity (MFI) of EGFP expressed under an early [C], or late viral promoter 
[D]. EGFP MFI is indicated on a logarithmic scale. Data represent one biological replicate with two technical 
replicates and are displayed as mean ± S.D. Only statistically significant differences are indicated. Parametric, 
paired, two-tailed t-test for significance. ns. p > 0.05, * p < 0.033. 
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4.6 Small molecule inhibitor screen identifies cellular G2/M regulators as required 

for productive VACV infection 
 
Previously published data and my own results presented in this thesis, provide evidence that 

VACV infection alters cell cycle progression (Jungwirth and Launer, 1968; Kit and Dubbs, 1962; 

Wali and Strayer, 1999b; Yoo et al., 2008). Using RNAi and different VACV recombinants 

showed that VACV gene expression modulates the G1/S and G2/M checkpoints and shifts the 

host cell cycle. While I have shown that VACV targets different cell cycle pathways and 

regulatory proteins, the utility of this remained to be investigated.  

 

            

Figure 5-22 Schematic workflow of the cell cycle inhibitor screen. 

A small molecule inhibitor library was screened that targets pre-selected cellular kinases implicated in cell cycle 
control. First, the library was screened for inhibitors of late viral gene expression using the WR L EGFP reporter 
strain. The drugs were preincubated for either 30min or 24h and the viral late gene expression was measured by 
flow cytometry. The EC90 concentration was calculated for all preliminary hits and the cytotoxicity was measured 
by LDH assay. Non-toxic hits were then screen for inhibitors of early viral gene expression using the WR E EGFP 
reporter strain. The drugs were preincubated for either 30min or 24h and the viral early gene expression was 
measured by flow cytometry. The EC90 concentrations were again determined for all hits.  
 
 

To address this question, I screened a small molecule inhibitor library that targeted pre-

selected cellular kinases implicated in cell cycle control. The library was assembled based on 

hits from two previously published siRNA screens (Mercer et al., 2012; Sivan et al., 2013) and 

unpublished phosphoproteomics data from the Mercer lab. The resulting library contained 19 

compounds that targeted several CDKs, Aurora kinases, DDR associated kinases, as well as the 

negative cell cycle regulator Wee1. For supplementary information about the inhibitors, 

please refer to Table 8 in the Material and Methods section 3.1.  
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Extended inhibition of any cell cycle controller is likely to result in aberrant cell cycle 

progression and/or cell cycle arrest. Therefore, it was essential to differentiate between direct 

enzymatic involvement of the kinase in the virus life cycle, and an indirect effect caused by 

interfering with cell cycle progression. To identify the individual contributions, I screened the 

library with two different preincubation regimes. The cells were either preincubated with 

inhibitor for 30 min prior to infection to test for the direct enzymatic requirement of the 

targeted kinase, or for 24 h to assess the indirect effect of perturbing the cell cycle.  

Using the two different preincubation regimes, the library was first screened for inhibitors of 

viral late gene expression (workflow outlined in Figure 5-22). To establish a dose-titration 

curve, the inhibitors were used at a broad concentration range, based on the reported IC50 

values in cell-free assays (Materials and Methods, Table 7). Compounds that repressed viral 

late gene expression were tested for their cytotoxicity by LDH assay and toxic compounds were 

discarded as “non-hits”. Next, non-toxic hits were screened for inhibitors of early viral gene 

expression and the hits were classified as either early or late inhibitors. EC90 values were 

determined for all early and late inhibitors in order to be used in future follow-up studies (for 

EC90 values, please refer to Table 9).   

First, to identify inhibitors of late viral gene expression I again used the WR L EGFP reporter 

strain that expresses EGFP under a late viral promoter. HeLa cells were preincubated with 

serially diluted inhibitors for either 30 min, or 24 h and infected with WR L EGFP (MOI 5) in the 

presence of inhibitor. Samples were harvested at 24 hpi and analysed by flow cytometry. Viral 

late gene expression was measured as the mean fluorescence intensity (MFI) of the L EGFP 

signal and normalized to a plate-internal DMSO infection control. Normalized MFI values are 

plotted against the inhibitor concentrations (logarithmic scale). The dose response curve for 

each inhibitor was fitted as a non-linear regression curve with a variable slope using the 

software Prism7.  

Of the 19 screened drugs, four were found not to inhibit viral late gene expression and were 

immediately discarded as non-hits: the DNA-PK inhibitor (Selleckchem catalogue number 

S2893), the MEK1 inhibitor (S1006) and the ATR inhibitors (S8050 and S8007) (Figure 5-23). 

For the remaining 15, EC90 values were determined for both the 30min and 24h preincubation 

regime. The effective concentration 90 (EC90) describes the concentration at which compound 

displays 90% of its maximum effect. In the case of a repressor, EC90 values therefore indicate 

the concentration at which the compound reaches 90% of its maximum inhibitory effect (also 

called IC90). As most of the screened inhibitors were developed as anti-cancer drugs, 
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considerable cytotoxicity was expected in HeLa cells. Therefore, the cytotoxicity of the EC90 

concentrations was determined after 24h incubation by LDH assay. Inhibitors were classified 

as toxic if they caused more than 30% cell death, compared to a cell lysis control which was 

set at 100% cell death. This criterion eliminated another five compounds from the hit list as 

toxic: the ATM inhibitor (S1092), the CDK7 inhibitor (S1572), the CDK1/2/5 inhibitor (S1153), 

the CDK4/6 inhibitor (S1116), and the Casein Kinase 2 (CK2) inhibitor (S2248). These “non-hit” 

compounds are grouped in Figure 5-23.   

 

 

 

Figure 5-23 Compounds without anti-viral activity.  

HeLa cells were pre-incubated with increasing concentrations of the indicated inhibitors for either 30min (black), 
or 24h (light blue). Cells were infected in the presence of inhibitor with WR L EGFP (MOI 5), expressing EGFP under 
a late viral promoter and samples were harvested at 24hpi. The mean EGFP fluorescence intensity (MFI) was 
analysed by flow cytometry and was normalized to the DMSO infection control. Normalized MFI values are plotted 
against the inhibitor concentrations (logarithmic scale). The dose response curve for each inhibitor is displayed as 
a solid line and was fitted as a non-linear regression curve with a variable slope using the software Prism7. Data 
represent three biological replicates with two technical replicates each and are displayed as mean ± S.E.M. 
Selleckchem catalogue numbers for the respective inhibitor are displayed in brackets. 
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Next, to identify inhibitors of viral early gene expression I used the WR E EGFP reporter strain 

that expresses EGFP under an early viral promoter. HeLa cells were preincubated with serially 

diluted inhibitors for either 30 min, or 24 h and infected with WR L EGFP (MOI 5) in the 

presence of inhibitor. Samples were harvested at 8 hpi and analysed by flow cytometry. Viral 

early gene expression was measured as the mean fluorescence intensity (MFI) of the E EGFP 

signal and normalized to a plate-internal DMSO infection control. Normalized MFI values are 

plotted against the inhibitor concentrations (logarithmic scale). The dose response curve for 

each inhibitor was fitted as a non-linear regression curve with a variable slope using the 

software Prism7.  

As before, EC90 values were determined and a second toxicity assay was carried out, if the 

EC90 for early inhibition was found to be higher than the previously determined EC90 for late 

inhibition. The hits were grouped into three different functional groups: Aurora Kinases (Figure 

5-24), DDR kinases (Figure 5-25), CDKS and Wee1 (Figure 5-26). 

The tested Aurora kinase inhibitors did not repress viral early gene expression (Figure 5-24). 

On the other hand, both pan-Aurora kinase inhibitors were found to negatively affect late viral 

gene expression after 30min preincubation. With the same preincubation regime, selective 

inhibition of AuroraA or AuroraB did not prevent viral late gene expression. This might indicate 

that the kinase function of AuroraA/B is directly required for viral late gene expression and 

that AuroraA and AuroraB might have redundant functions in the viral life cycle. Additionally, 

all four inhibitors were found to abolish late gene expression after preincubation for 24h, with 

a lower EC90 than after 30min preincubation which indicates a stronger inhibitor effect. Since 

inhibition of Aurora kinases has been linked to cell cycle arrest at G2/M (Li et al., 2010b) and 

generalized inhibition of cell cycle progression (Kumari et al., 2014), this data suggests that 

prolonged inhibition of Aurora kinases induces cell cycle changes which are permissive for viral 

early gene expression but repress viral late gene expression.  
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Figure 5-24 Aurora kinase inhibitors prevent VACV late gene expression.  

HeLa cells were pre-incubated with increasing concentrations of the indicated inhibitors for either [A] 30min, or [B] 
24h. Cells were infected in the presence of inhibitor with either WR E EGFP (MOI 5, black and grey), or WR L EGFP 
(MOI 5, green and pink). Samples were harvested either at 8hpi (WR E EGFP), or at 24hpi (WR L EGFP). The mean 
EGFP fluorescence intensity (MFI) was analysed by flow cytometry and was normalized to the DMSO infection 
control. Normalized MFI values are plotted against the inhibitor concentrations (logarithmic scale). The dose 
response curve for each inhibitor is displayed as a solid line and was fitted as a non-linear regression curve with a 
variable slope using the software Prism7. Data represent three biological replicates with two technical replicates 
each and are displayed as mean ± S.E.M. Selleckchem catalogue numbers for the respective inhibitor are displayed 
in brackets. 

 

Inhibition of the DDR kinases ATR, Chk1, and Chk2 have previously been shown to inhibit viral 

genome replication (Postigo et al., 2017). Confirming these results, inhibition of ATR, Chk1, or 

Chk1/2 represses viral late gene expression in a dose-dependent manner (Figure 5-25). On the 

other hand, viral early gene expression was less susceptible to ATR, Chk1, or Chk1/2 inhibition 

after 30min pre-incubation and a strong reduction in EGFP signal was only observed at the 
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highest tested concentration (20μM) for the Chk1 inhibitor. Pretreatment for 24h lowered the 

EC90 values for late viral gene inhibition and also affected early viral gene expression, although 

to a much lesser extent. This data confirms previous findings that enzymatic activity of the 

DDR kinases ATR, Chk1, and Chk1/2 is required for productive VACV infection (Postigo et al., 

2017). While it was published that activation of the DDR was required for viral genome 

replication, based on my results I can only confirm the block to occur at a stage between viral 

early and viral late gene expression.  

 

 
 

Figure 5-25 DNA damage response inhibitors attenuate VACV late gene expression.  

HeLa cells were pre-incubated with increasing concentrations of the indicated inhibitors for either [A] 30min, or [B] 
24h. Cells were infected in the presence of inhibitor with either WR E EGFP (MOI 5, black and grey), or WR L EGFP 
(MOI 5, green and pink). Samples were harvested either at 8hpi (WR E EGFP), or at 24hpi (WR L EGFP). The mean 
EGFP fluorescence intensity (MFI) was analysed by flow cytometry and was normalized to the DMSO infection 
control. Normalized MFI values are plotted against the inhibitor concentrations (logarithmic scale). The dose 
response curve for each inhibitor is displayed as a solid line and was fitted as a non-linear regression curve with a 
variable slope using the software Prism7. Data represent three biological replicates with two technical replicates 
each and are displayed as mean ± S.E.M. Selleckchem catalogue numbers for the respective inhibitor are displayed 
in brackets. 
 

 

Non-selective inhibition of CDKs (S1249) was found to negatively affect viral gene expression 

in general, although late gene expression was found to be more susceptible to inhibition as 

reflected by a lower EC90 value than for early gene expression (Figure 5-26). These data 

suggest that generalized inhibition of CDKs interferes either with viral entry, fusion, and/or 

viral early gene transcription or translation. Although anti-viral concentrations of the 
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compound were not measured to be cytotoxic, pan-CDK inhibition might still non-specifically 

reduce the host cells ability to support productive viral infection  

Inhibition of CDK 2/7/9 (S1145) did not affect viral gene expression after 30min preincubation 

(Figure 5-26). However, 24 h preincubation was found to repress viral late gene expression at 

a dose-dependent manner, while early gene expression was less inhibited. These findings 

indicate that enzymatic activity of the three CDKs 2/7/9 is not directly required for viral gene 

expression. Inactivation of the CAK CDK7 prevents activation of all other cell cycle regulating 

CDKs and therefore arrests the cell cycle in G1 and G2  (Nuwayhid et al., 2006). The data 

suggests that 24h preincubation with the inhibitor induces cell cycle changes which are not 

permissive for viral late gene expression.  

 
 
Figure 5-26 Wee1 and selected CDK inhibitors prevent VACV late gene expression.  

HeLa cells were pre-incubated with increasing concentrations of the indicated inhibitors for either [A] 30min, or [B] 
24h. Cells were infected in the presence of inhibitor with either WR E EGFP (MOI 5, black and grey), or WR L EGFP 
(MOI 5, green and pink). Samples were harvested either at 8hpi (WR E EGFP), or at 24hpi (WR L EGFP). The mean 
EGFP fluorescence intensity (MFI) was analysed by flow cytometry and was normalized to the DMSO infection 
control. Normalized MFI values are plotted against the inhibitor concentrations (logarithmic scale). The dose 
response curve for each inhibitor is displayed as a solid line and was fitted as a non-linear regression curve with a 
variable slope using the software Prism7. Data represent three biological replicates with two technical replicates 
each and are displayed as mean ± S.E.M. Selleckchem catalogue numbers for the respective inhibitor are displayed 
in brackets. 
 
 

Inhibition of the kinase Wee1 did not repress early viral gene expression at the tested 

concentrations, neither after 30min, nor 24h preincubation (Figure 5-26). On the other hand, 

viral late gene expression was reduced in a dose-dependent manner at both preincubation 

regimes. This data indicates that the enzymatic activity of Wee1 might directly contribute to 
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productive viral infection (30min preincubation). However, preincubation for 24h lowered the 

EC90 ca. 10-fold which indicates that inhibition of Wee1 creates a cellular environment which 

is not permissive for viral late gene expression. In uninfected cells, Wee1 prevents M phase 

entry by phosphorylating CDK1 (cf. Introduction, section 3.3.2). Inhibition of Wee1 has been 

shown to cause an M phase arrest in some cell lines (Kreahling et al., 2013; Lewis et al., 2017). 

Taken together, these findings might suggest that infection in M phase cells cannot progress 

to the stage of late viral gene expression.  

 

In summary, I have screened a custom-made small molecule library for inhibitors of viral late 

and/or early gene expression. To differentiate between direct enzymatic involvement of the 

kinase in the virus life cycle, and an indirect effect caused by interfering with cell cycle 

progression, I preincubated the cells with the drugs for 30min, and 24h, respectively. After 

elimination of toxic compounds, I found nine inhibitors, grouping into three classes, which 

negatively affect viral late gene expression, while one compound also reduced viral early gene 

expression. I could confirm previous results that implicate a role of the DDR for productive 

viral infection. Additionally, I found Aurora kinases to be implicated in viral replication, a 

connection that has not yet been described in the literature. The inhibited virus life cycle 

stage(s) between viral early and late gene expression remain to be defined. Also, analysis of 

the cell cycle distribution after inhibitor treatment will provide further insight into the 

individual cell cycle phase requirements for VACV replication.  
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5 Summary chapter 5 
 
In chapters 3 and 4 I have shown that VACV arrests and then shifts the host cell cycle from G1 

into S/G2/M. While the cell cycle arrest depends on a pre-uncoating step, shifting the host cell 

cycle requires expression of an intermediate or late viral gene. In this chapter I show that VACV 

infection dysregulates the G1/S and G2/M checkpoints (Figure 5-27). Screening a small 

molecule inhibitor library, I confirmed that DDR activation is required for viral late gene 

expression. Additionally, I discovered the cell cycle regulators Aurora Kinase A and B to be 

required for productive infection, which has not been previously described.  

 
I found viral early gene expression to disrupt the G1/S cell cycle checkpoint which is normally 

controlled by p53 and its effector protein p21 (Waf1). Activation of p53 induces expression of 

p21 which then elicits a G1 arrest by repressing CDK2 and CDK1 function. I showed that viral 

early gene expression coincided with accumulation of p21 during early stages of infection. On 

the other hand, p53 was degraded in a mechanism that depended on the viral kinase B1 and/or 

its paralog pseudokinase B12. Using temperature sensitive VACV strains and a p53-/- cell line, 

I found that VACV arrests and shifts the host cell cycle in a p53-independent manner, which 

also did not require expression of B1 and/or B12. However, stabilization and accumulation of 

p53 by Nutlin-3 repressed viral late gene expression as well as the VACV-induced cell cycle 

shift. It remains to be clarified which viral life cycle step is inhibited by Nutlin-3 treatment. 

 
Late gene expression then activated the G2/M checkpoint. The late expressed viral kinase F10 

was shown to be required and sufficient for activation of the DDR kinases ATM and Chk2. 

Confirming previous findings, pharmacological inhibition of the DDR repressed viral late gene 

expression. In addition to DDR activation, F10 expression negatively regulated p21 levels: 

overexpression of F10 reduced cellular p21 levels, whereas siRNA knockdown during infection 

prevented p21 degradation. The mechanism and the role of F10-mediated regulation of p21 

remains to be elucidated.  

 

Taken together, in this chapter I have found a mechanism how VACV dysregulates the G1/S 

and G2/M checkpoint which is indicated to promote infection. 
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Figure 5-27 A model of VACV induced alterations of the cell cycle and its regulatory proteins.  

VACV infection inhibits cell proliferation and shifts the cell cycle from G1 into S/G2M. VACV enters the host cell and 
expresses a first wave of early genes, which induces a block in cell cycle progression and degradation of the 
regulatory proteins p53 and Mdm2. Concurrently, the cellular CDK inhibitor p21 accumulates in an infection-
dependent manner. As infection progresses to express intermediate and late viral genes, cells are shifted from G1 
into S/G2/M. The shift in cell cycle is paralleled by degradation of p21 and viral F10-mediated activation of the DNA 
damage response (DDR). Activation of the DDR components ATR, Chk1 and Chk2 is required for expression of late 
viral genes. 
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6 Discussion 

As obligate intracellular parasites, viruses are highly dependent on the host cell environment 

for productive viral replication. Therefore, they have evolved strategies to make host factors 

more abundant and accessible, while evading the host’s immune response. A common viral 

strategy is subversion of the host cell’s division and growth program, the so-called cell cycle. 

This process is tightly regulated in normal, uninfected cells and several molecular checkpoints 

ensure that cells divide in a controlled manner. Uncontrolled division, however, is a hallmark 

of cancer and cell cycle dysregulation is a major cause for cancer development. Efforts to 

better understand the mechanisms that promote oncogenesis have identified a small group 

of oncogenic viruses that drive cancer development. Current estimates by the WHO assume 

that viral infections account for 20% of human cancers worldwide and virus-induced cell cycle 

dysregulation has been the focus of intense research over the past years (reviewed in (Bagga 

and Bouchard, 2014; Fan et al., 2018)). However, viruses have not only been recognized as a 

cause for cancer but also as a promising biotechnological tool for anti-cancer therapy. These 

virotherapies exploit a virus’ natural or engineered preference for preferentially infecting and 

thereby destroying tumour cells. Several different virotherapies based on oncolytic viruses 

such as the poxvirus vaccinia virus (VACV) are currently being tested in clinical trials.   

VACV is well-known as the model poxvirus and has gained clinical significance as the vaccine 

used to successfully eradicate smallpox. The causative agent of smallpox, variola poxvirus, 

remains the deadliest virus in human history, accounting for more than 500 million deaths. 

The smallpox vaccination campaign has been discontinued, which leaves the population at risk 

for smallpox re-emergence by bioterrorism, or zoonotic poxvirus infections such as 

monkeypox and cowpox. Limited treatment options for poxvirus infections necessitate 

continued research into this virus family to develop improved anti-virals and vaccines. 

Encoding over 200 proteins, Poxviruses are known as master regulators that highjack and 

control almost every process in their host cells. As the model poxvirus, VACV has been 

extensively studied for nearly 80 years. Early reports published in the 60ies suggested that 

VACV alters the host cell cycle and inhibits cellular DNA synthesis (Jungwirth and Launer, 

1968). Later, VACV was described to modulate expression of key cell cycle regulators, such as 

Cyclins and CDKs (Wali and Strayer, 1999b; Yoo et al., 2008), and to activate the cellular DNA 

damage response (Postigo et al., 2017). However, the relevance of this cell cycle subversion to 

VACV replication and how it is achieved remained undefined. This PhD project therefore aimed 
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to provide a more comprehensive understanding of how VACV alters the host cell cycle during 

infection. Throughout this thesis I combined state of the art techniques with classical assays 

to determine the (viral) effector proteins, their mode of action, and the contribution of the 

host cell cycle to productive VACV infection. Although I have discovered novel mechanistic 

insights and enabled a better understanding of how and why VACV modulates the host cell 

cycle, my work also highlights the complexity of this host pathogen interaction. In the 

following I will summarize the major findings of this thesis, discuss open questions and future 

directions  

 

1 VACV arrests the host cell cycle 
 

I developed a direct, image-based assay to visualize cellular DNA synthesis in VACV infected 

cells. Using this assay in combination with measuring cell proliferation, I have demonstrated 

that VACV rapidly arrests the cell cycle and cellular DNA synthesis in a process that relies on 

either H1, and/or early viral gene expression. However, the viral effector protein remains to 

be identified.  

To address this question, I will first need to distinguish between the requirement for the viral 

phosphatase H1 and early gene transcription. To test whether H1 is sufficient for preventing 

cell cycle progression, I will overexpress a codon-optimized version of H1 and monitor cell 

proliferation. If I find H1 sufficient to prevent cell proliferation, I will look to characterize the 

underlying mechanism for this.   

However, I hypothesise that viral early gene expression rather than H1 accounts for the block, 

since I found that the H1(-) strain prevents cells cycle progression. Additional, indirect 

evidence that the viral effector is not H1 but an early viral protein comes from a previous study 

of UV inactivated VACV. UV-induced crosslinking of viral DNA was shown to inhibit viral 

genome replication and early gene expression in a dose-dependent manner (Tsung et al., 

1996). Importantly, the authors also described a UV regime that rescued cell proliferation 

while allowing for expression of only a subset of short early viral genes. In this setting, pre-

packaged H1 will still have been present in the infected cells but did not seem sufficient for 

blocking host cell cycle progression. Additionally, this particular UV crosslinking regime was 

found to inhibit expression in a gene size dependent manner. Therefore, this report predicts 

the viral effector protein to be encoded by an early gene longer than 0.5 kb. Since the majority 
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of viral (early) genes fall within this size category, this criterion does not sufficiently reduce 

the number of candidate proteins.  

Hence, if I find that H1 is non-essential in blocking the host cell cycle, I will next screen the 

Mercer lab early gene siRNA library by automated, high-throughput microscopy, using our 

previously published protocol (Kilcher et al., 2014; Mercer, 2019). To test specifically the role 

of early viral proteins, I will screen the siRNA library with the temperature sensitive Cts24 

strain under non-permissive conditions to prevent intermediate and late viral gene expression. 

In combination with the EdC incorporation assay described in Chapter 3, this system will allow 

me to identify the viral gene(s) which prevent cellular DNA synthesis.  

Concurrent with the block in cellular DNA synthesis, I found the cellular CDK inhibitor p21 

(Waf1 / Cip1) to be upregulated by VACV infection. However, so far I have not identified how 

VACV induces p21 accumulation and the (viral) effector protein remains to be defined. Since 

p21 accumulation was found to coincide with the onset of viral early gene expression, this 

suggested that VACV encodes an early effector that positively regulates the stability of p21. In 

uninfected cells, p21 has a very short half-life and is tightly controlled by dynamic 

phosphorylation that either promotes degradation or stabilizes the protein. VACV encodes 

only one known kinase that is expressed early during infection, the viral kinase B1. Further 

implicating a role in stabilizing p21, I found B1 to share > 40% sequence homology with the 

two cellular kinases PIM1 and PIM2 which are reported to stabilize p21 by phosphorylation at 

Thr145 (Wang et al., 2002, 2010). This sequence homology seemed specific for B1, since no 

significant overlap was detected between PIM1/2 and the viral pseudokinase B12, or the late 

kinase F10 by pBLAST alignment (Figure 6-1). 

 

Figure 6-1 pBLAST sequence alignment between the cellular kinases PIM1, PIM2 and the viral kinase B1.  

[A] Sequence alignment between the cellular kinase PIM1 and the viral kinase B1. [B] Sequence alignment between 
the cellular kinase PIM2 and the viral kinase B1. 
 
 

p21 belongs to the Cip/Kip family of CDK inhibitor (CKI) proteins, which also includes p27 

(Kip1), and p57 (Kip2) (Harper and Brooks, 2005; Sherr, 1994; Vermeulen et al., 2003). 

Members of this CKI family bind and inactivate CDK2 and CDK1 complexes,  thus preventing 
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cell cycle progression and proliferation (Harper and Brooks, 2005; Vermeulen et al., 2003). The 

broad range inhibitory effect of p21 on cell cycle progression parallels the cell cycle alterations 

observed after VACV infection:   Apart from mediating a systemic cell cycle arrest, p21 also 

negatively regulates the cellular DNA-polymerase processivity factor PCNA and thus inhibits 

cellular DNA replication (Waga et al., 1994). Therefore, I hypothesise that p21 might act as the 

cellular effector that mediates virus-induced cell cycle arrest during early infection.  

However, I have found that the ΔB1mutB12 VACV strain inhibits cell proliferation, which 

implies that B1 is not required to block progression of the host cell cycle. This would either 

suggest that B1 has no role in stabilizing p21, or that p21 is not the cellular effector protein 

that mediates the block. These conclusions are based on the assumption that VACV arrests the 

cell cycle by a single blocking mechanism. However, given that the viral kinase F10 was shown 

to activate the DDR late during infection, this rather supports the hypothesis that VACV 

induces two (independent) cell cycle blocks. The first block is established early during infection 

and might be directed by viral B1 and cellular p21, while the second block is induced late by 

viral F10-mediated activation of cellular DDR. This model predicts that host cell proliferation 

should be rescued by silencing the viral kinase F10 in the background of ΔB1mutB12 strain.  

In uninfected cells, p21 transcription is regulated by the transcription factor p53. Cellular stress 

signals such as DNA damage trigger canonical ATR/ATM signalling that in turn promotes p53 

to transactivate p21 (Dornan et al., 2003; Harper and Brooks, 2005; Sherr, 1994; Sherr and 

Roberts, 1999; Vermeulen et al., 2003; Waldman et al., 1995).While I observed a strong 

increase in p21 levels, p53 was found to be degraded in a process that required either the viral 

kinase B1, and/or its paralog pseudokinase B12. This finding provides the first evidence that 

B1 might regulate p53 stability also in the context of infection (Santos et al., 2004), and 

confirms previous reports that showed p53 degradation at late (>12hpi) timepoints (Wali and 

Strayer, 1999b; Yoo et al., 2008).  

In uninfected cells, p53 is continuously turned over by binding to its negative regulator the E3 

ligase Mdm2. Expression of B1 has been shown to direct degradation of p53 which required 

both Mdm2 and the proteasome (Santos et al., 2004). Mdm2 was further implicated to assist 

VACV-induced degradation of p53 by the observation that infection induced Mdm2 

transcription (Yoo et al., 2008). Contrasting these findings, I observed complete Mdm2 

degradation within 5h of VACV infection in a process that depended on the viral kinase B1 

and/or its paralog pseudokinase B12. The role of Mdm2 (degradation) and the proteasome 

therefore remain to be clarified.  
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As for Mdm2, the role of p53 also remains to be further clarified. In this thesis I have 

demonstrated that the VACV-induced cell cycle block and cell cycle shift are independent of 

p53. Additionally, although B1/B12 -mediated degradation of p53 was found to be dispensable 

for productive viral infection, pharmacological stabilization of p53 by Nutlin3 inhibited the 

virus life cycle at a step between viral early and late gene expression. In order to unravel the 

function of p53 in the VACV life cycle, it will be essential to define the inhibited virus replication 

step, and whether the inhibition reflects a direct effect of Nutlin3, or an indirect effect 

mediated by p53. Amongst its “classical” role as apoptosis inducer, p53 has also been 

described as a cellular anti-viral factor (Takaoka et al., 2003). It was shown that IFN-α/β 

signalling induces transcription of the TP53 gene, thus causing elevated p53 protein levels in 

response to viral infection such as Herpes Simplex virus (HSV). While IFN signalling caused 

increased protein levels, full activation of p53 required phosphorylation of Thr18 which was 

suggested to be mediated by the DDR effector kinases ATM and ATR. As the viral kinase F10 

was found to activate DDR late (> 6hpi) during infection, this might activate p53 and trigger an 

antiviral response if p53 degradation is prevented by Nutlin3.  

However, given that VACV encodes a whole arsenal of immune-modulating factors, including 

the IFN-inhibiting factor E3 (Chang et al., 1992), it seems more likely that accumulation of p53 

prevents late viral gene expression through an alternative mechanism. Another possibility is 

the prolonged induction of p21 upon p53 stabilization by Nutlin3. Although I have not yet 

identified whether VACV-mediated upregulation of p21 requires p53, in uninfected cells, 

accumulation of p53 transactivates p21 expression. I have found that VACV upregulates p21 

early during infection and also directs p21 degradation concurrent with the onset of viral late 

gene expression (> 6hpi). This late stage degradation of p21 has been found to depend on 

expression of the viral kinase F10, the same kinase that also activates the DDR. P21 has a dual 

function during the response to DNA damage: on the one hand it mediates cell cycle arrest by 

CDK inhibition and on the other hand it prevents DNA replication through direct inhibition of 

PCNA (Sherr and Roberts, 1999; Waga et al., 1994; Waldman et al., 1995). However, it was 

observed that ATR-mediated degradation of p21 following DNA damage by low doses of UV 

was required in order for PCNA-assisted DNA repair to occur (Abbas et al., 2008; Bendjennat 

et al., 2003). Failure to degrade p21, sequestered PCNA in a complex with p21 and prevented 

its association with sites of DNA damage, thus preventing efficient repair. Linking the p21-

PCNA pathway to VACV replication, it has previously been shown that PCNA associates with 

the viral polymerase E9 and that inhibition of PCNA prevented viral DNA replication and late 

gene expression (Postigo et al., 2017). Additionally, I could confirm that chemical inhibition of 
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the DDR pathway prevented late gene expression. Based on these findings, I propose that F10-

mediated activation of DDR is required to degrade p21, so that cellular PCNA can be recruited 

to viral DNA in order to assist in viral genome replication. Thereby, VACV creates a positive 

feedback loop which is initiated by low levels of F10 transcription from replicating viral 

genomes. F10 then activates the DDR which causes degradation of p21, and allows for 

recruitment of PCNA to viral genome. PCNA in turn enhances viral genome replication which 

promotes further late viral gene expression. 

 

 

Figure 6-2 A hypothetical model how VACV arrests the host cell cycle. 

After viral entry, early expression of the viral kinase B1 phosphorylates the tumour suppressor p53, thus causing 
its degradation. Concurrently, B1 promotes stability of the CKI p21 by phosphorylation. Increasing levels of p21 
repress CDK2 and CDK1 activity, thus arresting the cell cycle. Additionally, p21 prevents cellular DNA synthesis by 
sequestering the cellular DNA polymerase processivity factor PCNA. Expression of the late viral kinase F10 activates 
the cellular DDR kinases ATR and Chk2. Next, activated Chk2 causes degradation of p21 and thus relieves the 
inhibition of PCNA. PCNA is then recruited to viral genomes to facilitate viral DNA synthesis and promote viral late 
gene expression, which creates a positive feedback loop that leads to complete degradation of p21.  
 
 
 

Additionally, the proposed inhibitory effect of p21 on viral genome replication might also 

explain a previously published observation that both VACV genome uncoating and replication 

require activity of the proteasome (Mercer et al., 2012). Although the literature is 

contradictory, it was suggested that DDR-mediated downregulation of p21 requires the 

ubiquitin and proteasome-dependent degradation pathway (Abbas et al., 2008; Bendjennat et 
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al., 2003; Lee et al., 2006). Therefore, inhibition of the proteasome might prevent degradation 

of p21 which could then prevent viral genome replication by the above discussed pathway.   

 

However, this proposed model does not explain why p21 is upregulated if it has such a 

detrimental effect on viral genome replication. A possible explanation might be that the early 

upregulation of p21 is required to arrest the cell cycle, in order to create a pro-viral 

environment e.g. by preventing depletion of nucleotide pools by cellular DNA replication. 

Taken together, although I have presented evidence that VACV early gene expression inhibits 

cell proliferation after viral entry, many open questions remain to be addressed.  

 
 
 
 

2 VACV shifts the host cell cycle 
 

In this thesis I have established the HeLa FUCCI system as a method to reliably analyse the cell 

cycle stage of VACV infected cells. Using this reporter cell line, I have described a VACV-

induced shift from G1 into S/G2/M which occurred after the initial cell cycle arrest. This finding 

poses two problems. First, the virus has to reverse the first cell cycle block to allow for G1 

progression. Second, the virus then needs to re-establish a new block to prevent normal cell 

cycle progression.  

To address these questions, I will first look to identify the required viral protein. siRNA 

experiments described in Chapter 4 of this thesis have shown that either an intermediate 

and/or a late viral protein is involved in shifting the host cell cycle. Given that the candidate 

protein needs to provide a mechanism to both relieve and establish a cell cycle block, I will 

first test the role of the late viral kinase F10. F10 was implicated in downregulation of the cell 

cycle inhibitor p21, which was found upregulated early during infection. By promoting 

degradation of p21, F10 might reverse the initial cell cycle block and thus allow for G1 

progression. Additionally, I have shown F10 to activate canonical DDR signalling, which might 

trigger a G2/M checkpoint mediated cell cycle arrest. To assay whether F10 is involved in 

shifting the cell cycle, I will knock down the viral kinase by siRNA and monitor cell cycle 

distribution after infection, using the FUCCI cell line. Additionally, if I find F10 to inhibit 

progression through G2/M, I will have identified two different mechanisms by which VACV 

blocks the host cell cycle: an early mechanism, depending on an early viral gene (potentially 

B1) and a late mechanism, potentially depending on F10.  
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3 VACV requires the host cell cycle machinery for productive infection 
 

Viruses have co-evolved with their host cells for millions of years and have devised strategies 

to subvert host cell pathways to exploit them for their own replication. Having found that 

VACV modulates host cell cycle progression, I therefore tried to characterize if and how these 

changes are required during the virus life cycle. 

As VACV depends on its host cell, it is in the interest of the virus to prevent premature cell 

death. A major inducer of apoptosis is p53. It is activated in response to cellular stress signals 

such as aberrant DNA replication and pathogen invasion (Takaoka et al., 2003).  A common 

viral strategy for survival is therefore to inhibit p53 activity by promoting its degradation or 

preventing translocation into the nucleus (Bagga and Bouchard, 2014; Fan et al., 2018). I have 

found that VACV induces degradation of p53 before the onset of peak viral DNA replication 

(ca. 4-5hpi). Although VACV encodes several known apoptosis inhibitors (Veyer et al., 2017), 

degradation of p53 might further assist in preventing premature death of infected cells.  

As a DNA virus, VACV requires sufficient dNTP pools for replication of the viral genome. 

Poxviruses have therefore evolved to encode several enzymes involved in the biogenesis of 

dNTPs. The VACV proteins I4 and F4 mimick cellular ribonucleotide reductases that catalyse 

the conversion of NDP precursor molecules to dNDPs, A48 catalyzes phosphorylation of 

dNMPs to dNDPs, D4 is a uracil DNA glycosylas (UNG), F2 functions as a dUTPase, and J2 is a 

thymidine kinase (Irwin et al., 2017). This arsenal of enzymes is suggested to promote viral 

replication in unfavourable environments, such as quiescent cells which have low dNTP pools. 

In proliferating cells, inactivation of D4 reduced viral replication by one third, while F2 was 

found to be non-essential. Highlighting the importance of nucleotide metabolism for 

productive infection, in quiescent cells deletion of both F2 and D4 severely attenuated viral 

yields (De Silva and Moss, 2008). Additionally, this example shows that viral infection has 

different enzymatic requirements in quiescent and proliferating cells. Another example is the 

viral thymidine kinase J2, which is non-essential in (cancer) tissue culture but promotes 

virulence in vivo (Buller et al., 1985). Since J2 increases the pool of available dNTPs, it promotes 

infection even under non-optimal conditions. Genetic deletion of J2 therefore makes VACV 

infection more dependent on the pre-existing cellular dNTPs levels. This increased 

dependency is exploited in development of oncolytic viruses to target viral replication 

specifically to cancer cells which are hallmarked by increased dNTP levels (Hanahan and 

Weinberg, 2000; Kirn and Thorne, 2009). Since I have done all the above described 
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experiments in cancer cell lines which are known to have deregulated cell cycle progression as 

well as increased nucleotide levels, these experimental conditions might mask the importance 

of the VACV induced cell cycle changes for the viral life cycle. It would therefore be interesting 

to characterize how the cell cycle distribution and progression changed in VACV infected 

primary cells. 

 

 

Figure 6-3 pBLAST sequence alignment of VACV thymidine kinase J2 and human thymidine kinase 1.  

VACV J2 is marked as the Query sequence and human TK1 is marked as the Subject sequence. 
 
 

The observed shift from G1 to S/G2/M might represent a strategy of VACV to protect activity 

of its viral thymidine kinase J2. In normal, uninfected cells expression and stability of cellular 

thymidine kinase1 (cTK1) is cell cycle-dependent. While levels are increased during S and G2 

phase, cTK1 is actively targeted for degradation by the APC/C –Cdh1 complex during M phase, 

thus causing barely detectable cTK1 levels in G1 (Kauffman and Kelly, 1991; Ke and Chang, 

2004). pBLAST alignment of the viral J2 thymidine kinase and the human cytosolic thymidine 

kinase 1 shows that the two proteins are 81% identical at the sequence level (Figure 6-3). This 

might subject the viral protein to recognition and degradation by the cellular APC/C-Cdh1 

during M and G1 phase. Shifting infected cells from G1 in S/G2/M phase might prevent 

degradation of viral thymidine kinase J2.   

 
 

Throughout this thesis I have described VACV to shift cells from G1 to S/G2/M phase. This is 

based on analysis of the cell cycle distribution in infected HeLa FUCCI cells. However, this 

system does not allow for distinction between late S, G2, and M phase without the use of 

additional markers (cf. section 2.1.2). During the microscopy imaging experiments, I have 

noted that there are no more mitotic cells after 8hpi. Additionally, I have not observed a single 

incidence of an actively infected mitotic cell. Although I have not yet systematically quantified 

this observation, it has previously been published that VACV infection prevents mitosis (Kit 
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and Dubbs, 1962). I therefore hypothesise that VACV infected cells are shifted from G1 into 

S/G2, while mitosis is completely inhibited.  

In Chapter 3, I described that VACV could arrest pre-synchronized cells in G1, S, and G2. 

Additionally, I have found in an independent experiment that the block depends on viral early 

gene expression, or H1. Combining these two findings, I conclude that G1, S, and G2 phases of 

the cell cycle are permissive for viral early gene expression. However, to gain a more 

comprehensive understanding of the relationship between viral gene expression or replication 

and the host cell cycle stage, further experiments are required. I will therefore generate a 

VACV strain that expresses the far-red fluorescent protein mCardinal under either an early 

viral promoter (WR E mCard), or under a late viral promoter (WR L mCard). Using these viruses 

to infect synchronized HeLa FUCCI cells in live cell imaging will allow me to determine whether 

the kinetics of either early and/or late viral gene expression depends on the host cell cycle 

stage. Conversely, infecting unsynchronized HeLa FUCCI cells will show how the cell cycle 

changes in relation to the gene expression stage of the virus.  

Given the permissiveness of the other cell cycle phases, the absence of infection in mitotic 

cells was intriguing. I found that cell cycle dependent activity of the DDR might offer an 

explanation. Since VACV has been shown to activate and require DDR for productive infection, 

it would be expected to preferentially infect cells with an intact DDR signalling pathway. 

However, it was published that the DDR is deactivated or suspended during M phase (Heijink 

et al., 2013). Additionally, while the VACV activated DDR kinase Chk2 is stably expressed 

throughout the cell cycle, Chk1 is restricted to S and G2 (Kaneko et al., 1999; Lukas et al., 2001). 

The absence of a functional DDR pathway during M phase might make mitosis non-permissive 

for VACV infection. 

Screening a pre-selected small molecule inhibitor library, I could confirm the requirement of 

the DDR for late gene expression. Additionally, I found inhibition of the two kinases Aurora A 

and Aurora B to negatively affect viral late gene expression, while viral early gene expression 

was uninhibited. In order to more precisely define the virus life cycle stage where the Aurora 

kinases might be required, I will monitor the formation of replication sites, and if I find DNA 

replication to proceed normally I will measure late gene transcription by qPCR. In normal, 

uninfected cells the Aurora kinases are involved in chromatin remodelling during M phase and 

progression through the spindle checkpoint. Interestingly, AuroraB has been shown to form a 

regulatory network with Vaccinia-related kinase 1 (VRK1), which is a cellular homolog of the 

viral kinase B1 (Nichols and Traktman, 2004). VRK1-mediated phosphorylation of histone 3 at 
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Thr3 was found to be required for recruitment of Aurora B and subsequent phosphorylation 

at Ser10. Inhibition of VRK1 thereby prevented localization of Aurora B in centromeres. 

Importantly, the two kinases were shown to bind each other and cross-inhibit their respective 

kinase activity. Given that unpublished data from our lab shows that the viral phosphatase 

dephosphorylates H3Ser10, I would assume that this connection between VRK1 and Aurora B 

is not of relevance for VACV infection. However, since Aurora B inhibits VRK1, it might also be 

able to inhibit function of the viral kinase B1. It would therefore be interesting to study the 

localization of Aurora A and B during infection. Potential co-localization might represent 

specified areas or times during which B1 needs to be deactivated in order for productive 

infection to occur.  

Having found that VACV requires activation of the DDR, selected CDKs and Aurora kinases, one 

important point remains to be addressed. These cellular factors are mostly nuclear in 

uninfected cells but VACV replicates in the cytosol. So this begs the question how VACV 

activates and/or recruits these factors to sites of VACV replication. One potential option is to 

send a viral protein into the nucleus to modulate PTM on target proteins to direct their 

relocalization to the cytoplasm. Another option is to modulate nuclear import and export e.g. 

promoting export while preventing import. In order to test the importance of nuclear import 

and export, I will either inhibit nuclear import with Ivermectin, or nuclear export with 

Leptomycin and monitor the localization of cell cycle regulators (e.g. activated pChk2) in 

infected cells.   

In summary, while I have shown that productive VACV replication is linked to cell cycle phase 

and does require cell cycle components such as the DDR and the Aurora kinases, their exact 

involvement in the virus life cycle remains to be established.   

 

 

 

4  Conclusions 
 

As obligate intracellular parasites, viruses are highly dependent on host cell environment and 

resources for productive viral replication. Therefore, viruses have evolved strategies to make 

host factors more abundant and accessible, including subversion of the host cell cycle. As a 
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major driver of oncogenesis, virus-induced cell cycle dysregulation has been intensely studied 

in the past years (reviewed in (Bagga and Bouchard, 2014; Fan et al., 2018)). 

While research has focused on tumorigenic viruses such as HPV, KSHV, and EBV, there is 

comparatively little known about cell cycle regulation of non-oncogenic viruses such as 

poxviruses. Early research in the 1960s suggested VACV, the model orthopoxvirus, to alter the 

host cell cycle. In the 1990s, VACV was further described to modulate key cell cycle regulators 

such as CDK1, p53, and Rb (Jungwirth and Launer, 1968; Wali and Strayer, 1999b; Yoo et al., 

2008). However, mechanistic insights and relevance to the viral life cycle were inaccessible 

due to the then available techniques. Therefore, this PhD project combined state of the art 

novel techniques with classical assays to address how and why VACV affects the host cell cycle. 

Here I have described the complex modulation of both the G1/S and G2/M checkpoint by 

VACV. Identification of (some) involved cellular proteins and their requirement for productive 

virus replication may provide the basis for new anti-virals through cancer drug repurposing.  

Apart from providing new targets for anti-viral therapy, better molecular understanding of 

VACV-induced cell cycle changes might also advance anti-cancer therapy. VACV has been 

developed as a oncolytic virus and shown promising results in clinical trials (Antonio Chiocca, 

2002; Breitbach et al., 2015). A recently emerging anti-cancer strategy is based on the 

combination of oncolytic virotherapy with pharmacological targeting of cell cycle checkpoints 

(LaRocca and Warner, 2018). Virus-induced priming of the cells has been found to pre-sensitize 

the tumour, thus potentiating the effect of pharmacological checkpoint activation. More 

comprehensive molecular characterization of how VACV activates the G1/S and G2/M 

checkpoints might therefore provide new angles for improved oncolytic virotherapy.  
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