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TRACES OF HECKE OPERATORS AND REFINED WEIGHT

ENUMERATORS OF REED-SOLOMON CODES

NATHAN KAPLAN AND IAN PETROW

Abstract. We study the quadratic residue weight enumerators of the dual
projective Reed-Solomon codes of dimensions 5 and q − 4 over the finite field
Fq. Our main results are formulas for the coefficients of the the quadratic
residue weight enumerators for such codes. If q = pv and we fix v and vary p
then our formulas for the coefficients of the dimension q− 4 code involve only
polynomials in p and the trace of the qth and (q/p2)th Hecke operators acting
on spaces of cusp forms for the congruence groups SL2(Z),Γ0(2), and Γ0(4).
The main tool we use is the Eichler-Selberg trace formula, which gives along
the way a variation of a theorem of Birch on the distribution of rational point
counts for elliptic curves with prescribed 2-torsion over a fixed finite field.

1. Introduction

The main goal of this paper is to show how traces of Hecke operators for the con-
gruence subgroups SL2(Z),Γ0(2) and Γ0(4) ∼= Γ(2) enter into formulas for certain
weight enumerators attached to classical and projective Reed-Solomon codes. We
study a refinement of the Hamming weight enumerator, which we call the quadratic
residue weight enumerator. We prove a variation of the MacWilliams theorem for
it, which follows in a straightforward way from the analogous MacWilliams theorem
for the complete weight enumerator.

Projective and classical Reed-Solomon codes are maximum distance separable,
which means that their Hamming weight enumerators are completely understood.
We compute the quadratic residue weight enumerator of the 5-dimensional projec-
tive Reed-Solomon code, which leads directly to the corresponding weight enumer-
ator of the 5-dimensional classical Reed-Solomon code of length q over the finite
field Fq. By applying our version of the MacWilliams theorem we deduce formulas
for individual coefficients of the quadratic residue weight enumerator of the pro-
jective Reed-Solomon code of dimension q − 4 and for the corresponding classical
Reed-Solomon code. One of the main points of this paper is to demonstrate that
there are interesting cases in which refined weight enumerators can be computed
explicitly, giving additional information about rational point count distributions
for varieties coming from well-studied codes. This addresses a particular case of
Research Problem 11.2 of [18] about refined weight enumerators of Reed-Solomon
codes.

This paper fits into a literature about how weight enumerators of algebraically
constructed codes can be expressed in terms of number-theoretic functions. For a
broad overview of these types of connections, focusing on codes and exponential
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sums over finite fields, see the survey of Hurt [10]. Most directly related to our
work is the detailed analysis of Zetterberg and Melas codes given in [9, 23]. These
codes are related to certain families of genus one curves over finite fields, and the
Eichler-Selberg trace formula for Γ1(4) is the main tool in the proofs. While these
earlier families are considered only in characteristic 2 and 3, we consider codes in all
characteristics not equal to 2, and every isomorphism class of an elliptic curve over
Fq contributes to the refined weight enumerators that we consider. In [22], Schoof
notes that the appearance of Hecke operators acting on cusp forms for Γ1(4) in the
formulas for these weight enumerators is “probably related” to the fact that the
curves in the families considered have a rational point of order 4, but does not give
a “direct connection”. In our analysis of the quadratic residue weight enumerator
the connection to rational 2-torsion points on elliptic curves is made much more
explicit.

We also note that the quadratic residue weight enumerator has appeared pre-
viously, for example in Section 5.8 of [20] where it is used to study Hermitian
self-dual codes over F9. However, we are unaware of any previous work connecting
the coefficients of this weight enumerator to number theory.

1.1. Reed-Solomon codes and weight enumerators. Projective Reed-Solomon
codes are constructed by evaluating each element of the Fq-vector space of homoge-
neous polynomials of degree h in two variables at an affine representative of each of
the q+1 Fq-rational points of P

1. More precisely, take the standard choice of affine
representatives (1, a) where a ∈ Fq together with (0, 1) under some fixed ordering
p1, . . . , pq+1, and consider the evaluation map defined by

f 7→ (f(p1), . . . , f(pq+1)) ∈ Fq+1
q .

For h ≤ q the image of this map is an (h+ 1)-dimensional linear subspace of Fq+1
q

called the projective Reed-Solomon code, or sometimes the doubly extended Reed-
Solomon code, of order h. A key observation is that a different choice of affine
representatives gives an equivalent code, i.e., the same up to scaling and permuting
coordinates. We denote this code by C1,h. Choosing a different ordering of the
points also gives an equivalent code. Puncturing such a code at one point, that
is, deleting a fixed coordinate from each codeword, gives the classical, or affine,
Reed-Solomon code of length q.

One reason why Reed-Solomon codes have received so much attention is that
their minimal distance is as large as possible given their length and dimension. The
Hamming distance on Fn

q between x = (x1, . . . , xn) and y = (y1, . . . , yn) is defined

d(x, y)
def
= # {i ∈ [1, n] such that xi 6= yi} ,

and the weight, wt(x), of x is the number of non-zero coordinates of x. That is, wt(·)
is a norm on Fn

q and the Hamming distance is the induced metric. The minimal

distance of a code C is minc1 6=c2∈C d(c1, c2). For a linear code, the minimal distance
is equal to the minimal weight of a non-zero codeword. The Singleton bound [18,
Ch.1, Thm 9], states that the maximum size of a code C ⊆ Fn

q with minimum

distance d is qn−(d−1). A code for which equality holds is called maximal distance

separable or MDS. A non-zero degree h form on P1 vanishes at no more than h
distinct Fq-rational points, implying that for h ≤ q the code C1,h has minimum
distance q + 1− h and is therefore MDS.
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In order to analyze rational point count distributions for families of varieties,
we would like to have a deeper understanding of the associated codes beyond their
minimal distances. The Hamming weight enumerator of C is a homogeneous poly-
nomial in two variables that keeps track of the number of codewords of C of each
weight. Given a code C ⊂ Fn

q we define

WC(X,Y )
def
=

∑

c∈C

Xn−wt(c)Y wt(c) =

n
∑

i=0

AiX
n−iY i,

where Ai = # {c ∈ C : wt(c) = i}. The discussion above shows that the weight
enumerator of C1,h does not depend on the choice of affine representatives. The
weight enumerator of an MDS code of length n over Fq is uniquely determined and
easily computed. See Corollary 5 of Chapter 11 of [18].

We study a refinement of the Hamming weight enumerator that carries additional
information about the non-zero coordinates of codewords. The quadratic residue

weight enumerator of C ⊂ Fq is defined by

QRC(X,Y, Z)
def
=

∑

c∈C

Xn−wt(c)Y res(c)Znres(c) =
∑

i,j,k≥0
i+j+k=q+1

Ai,j,kX
iY jZk,

where res(c) denotes the number of coordinates of c that are non-zero squares in Fq,
nres(c) denotes the number of coordinates that are not squares, and Ai,j,k denotes
the number of codewords c ∈ C with res(c) = j and nres(c) = k. When h is even
QRC1,h

(X,Y, Z) is well-defined since choosing a different affine representative for
a projective point corresponds to multiplying the corresponding coordinate of each
codeword by the same non-zero quadratic residue.

A main result (Theorem 4) of this paper is the computation of QRC1,4
(X,Y, Z)

by a slight refinement of the methods of [5] and [21]. The coefficients of this weight
enumerator solve an enumerative problem about elliptic curves. The coefficient
Ai,j,k is equal to the number of homogeneous quartic polynomials f4(x, y) such
that the variety defined by w2 = f4(x, y) has exactly i+ 2j Fq-rational points, i of
which come from roots of f4. This is related to counting elliptic curves over Fq with
a specified number of rational points and a specified number of rational 2-torsion
points. See Section 2.1 for details.

In order to give the statement of our main result we introduce one additional
important concept from coding theory, the dual code of a linear code. Given
x = (x1, . . . , xn) and y = (y1, . . . , yn) in Fn

q we define a non-degenerate symmetric
bilinear pairing Fn

q × Fn
q → Fq by

〈x, y〉 def=
n
∑

i=1

xiyi ∈ Fq,

and the dual code of a linear code C to be

C⊥ def
=

{

y ∈ Fn
q | 〈x, y〉 = 0 ∀ x ∈ Fn

q

}

.

The MacWilliams theorem [18, Ch. 5, Thm 13], says that the weight enumerator
of C determines the weight enumerator of C⊥.

Theorem 1 (MacWilliams). Let C ⊆ Fn
q be a linear code. Then

WC⊥(X,Y ) =
1

|C|WC(X + (q − 1)Y,X − Y ).
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It is well-known that the dual of an MDS code is MDS, and moreover that the
dual of a Reed-Solomon code is also a Reed-Solomon code. More specifically, for
h ≤ q, C⊥

1,h = C1,q−h−1. See [18, Ch. 11, Thm 2] for details.

1.2. Main results. We use our computation of the quadratic residue weight enu-
merator of C1,4 combined with a variation of the MacWilliams theorem to show
that the coefficients of the quadratic residue weight enumerator of C1,q−5 can be
expressed in terms of traces of Hecke operators acting on spaces of cusp forms for
the congruence subgroups SL2(Z),Γ0(2), and Γ0(4). Let Q[x] denote the polyno-
mial ring. Let v,R,N be integers, v,N ≥ 1 and R ≥ 0. Let Mv,R(N) denote the
set of functions on odd vth prime powers q = pv of the form

2R+2
∑

k=2
k≡0 (mod 2)

(

gk,1(p)trΓ0(N),kTq + gk,2(p)trΓ0(N),kTq/p2

)

,

where each gk,1, gk,2 ∈ Q[x] and we interpret trΓ0(N),kTq/p2 as 0 unless p3 | q. We

also let Mv denote the set of functions on odd vth prime powers q = pv of the form
g(p) for some g ∈ Q[x]. Note that the Mv,R(N) and Mv have the structure of Q[x]-
modules. In what follows, all sums of modules take place within the Q[x]-module
of all functions on odd vth prime powers.

Theorem 2. Let v be a fixed positive integer. For fixed non-negative integers j and
k consider the coefficient Aq+1−j−k,j,k of QRC1,q−5

(X,Y, Z) as a function on vth

powers of odd primes, q = pv. For each fixed residue class of q (mod 4), Aq+1−j−k,j,k

is given by polynomials in p and traces of Hecke operators. More precisely, for each

fixed v, j, k and ǫ ∈ {±1}, there exists

h ∈Mv +Mv,⌊ j+k

2 ⌋(1) +Mv,⌊ j+k−2
2 ⌋(2) +Mv,⌊ j+k−3

2 ⌋(4)

such that Aq+1−j−k,j,k = h(q) for all vth powers of odd primes q = pv satisfying

q ≡ ǫ (mod 4).

Example 1. When q = p ≡ 1 (mod 4) is a prime we find

QRC1,q−5
(X,Y, Z) = X

q+1 + (q − 1)2q(q + 1)

(

1

23040
(q2 − 6q + 53)(q − 3)Xq−5

(

Y
6 + Z

6
)

+
1

1536
(q − 1)(q − 3)(q − 5)Xq−5

(

Y
4
Z

2 + Y
2
Z

4
)

+
1

645120

(

q
5
− 20q4 + 120q3 − 860q2 + 6154q − 13005 − 35trΓ0(4),6Tq

)

X
q−6

(

Y
7 + Z

7
)

+
1

92160
(q5 − 20q4 + 160q3 − 660q2 + 1274q − 765 + 5trΓ0(4),6Tq)X

q−6 (
Y

6
Z + Y Z

6)

+
1

30720
(q5 − 20q4 + 160q3 − 660q2 + 1274q − 765 + 5trΓ0(4),6Tq)X

q−6 (
Y

5
Z

2 + Y
2
Z

5)

+
1

18432
(q5 − 20q4 + 152q3 − 508q2 + 714q − 333− 3trΓ0(4),6Tq)X

q−6
(

Y
4
Z

3 + Y
3
Z

4
)

+O(Xq−7)

)

.
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Example 2. When q = p ≡ 3 (mod 4) is a prime ≥ 7 we find

QRC1,q−5
(X,Y, Z) = X

q+1 + (q − 1)2q(q + 1)

(

1

3840
(q + 1)(q − 3)(q − 7)Xq−5 (

Y
5
Z + Y Z

5)

+
1

1152
(q2 − 6q + 17)(q − 3)Xq−5

Y
3
Z

3

+
1

645120
(q5 − 20q4 + 120q3 − 20q2 − 566q − 405− 35trΓ0(4),6Tq)X

q−6 (
Y

7 + Z
7)

+
1

92160
(q5 − 20q4 + 160q3 − 540q2 + 314q + 1035 + 5trΓ0(4),6Tq)X

q−6
(

Y
6
Z + Y Z

6
)

+
1

30720
(q5 − 20q4 + 160q3 − 540q2 + 314q + 1035 + 5trΓ0(4),6Tq)X

q−6
(

Y
5
Z

2 + Y
2
Z

5
)

+
1

18432
(q5 − 20q4 + 152q3 − 628q2 + 1674q − 2133− 3trΓ0(4),6Tq)X

q−6 (
Y

4
Z

3 + Y
3
Z

4)

+O(Xq−7)

)

.

Remarks:

(1) The above formulas match with an explicit brute-force computation of
QRC1,q−5

(X,Y, Z) for small values of q.

(2) There are actions of Aut(P1(Fq)) ∼= PGL2(Fq) and of F∗
q on non-zero code-

words of C1,q−5, so it is clear up to factors of 2 or 3 that (q − 1)2q(q + 1)
divides all of the quadratic residue weight enumerator coefficients after the
first.

(3) The denominators in the above example arise essentially only from the
trinomial coefficients produced by the quadratic MacWilliams theorem. If
sufficiently motivated one could understand them completely.

(4) The proof of Theorem 2 (see the end of Section 3) also gives other types of
formulas, e.g. the case where one fixes p and varies v; however the formulas
involved are less aesthetically pleasing.

Similar ideas can be used to show analogous results for the weight enumerators
of classical Reed-Solomon codes of dimension q− 5. The dual of the Reed-Solomon
code of dimension 5 and length q over Fq is the Reed-Solomon code of dimension
q − 5 and length q, which we denote C′

1,q−5.

Example 3. Let a(q) be the qth Fourier coefficient of η12(2z), the unique normal-

ized Hecke eigenform of weight 6 for Γ0(4).
When q ≥ 11 is a prime congruent to 1 modulo 4, the Xq−7Y 7 coefficient of

QRC′
1,q−5

(X,Y, Z) is

1

645120
(q − 6)q(q − 1)2(q5 − 20q4 + 120q3 − 860q2 + 6154q− 13005)

− 1

18432
(q − 6)q(q − 1)2a(q).

When q ≥ 7 is a prime congruent to 3 modulo 4, the Xq−7Y 7 coefficient of

QRC′
1,q−5

(X,Y, Z) is

1

645120
(q − 6)q(q + 1)(q − 1)2(q4 − 21q3 + 141q2 − 161q − 405)

− 1

18432
(q − 6)q(q − 1)2a(q).
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Note that up to factors of 2 or 3 that q(q − 1)2 divides all of the coefficients of
QRC′

1,q−5
(X,Y, Z) after the first since there is an action on non-zero codewords by

the subgroup of Aut(P1(Fq)) fixing a point of P1(Fq), as well as an action of F∗
q by

scaling.
The results of Section 3 can also be used to give exact formulas for certain sums

involving rational point counts for families of elliptic curves over a fixed finite field.

Example 4. Let p be an odd prime. For a, b ∈ Fp, let Ea,b denote the projective

curve y2z = x(x2 + axz + bz2). We define

S′
3(p) =

∑′

a,b∈Fp

(#Ea,b(Fp)− (p+ 1))
6

where the symbol
∑′

indicates that we only sum over pairs (a, b) such that Ea,b

defines an elliptic curve. Then

S′
3(p) = (p− 1)(p+ 1)

(

5p3 − 10p2 − 8p− 2
)

− 1

2
(p− 1)trΓ0(4),8Tp.

Birch gives similar formulas for sums taken over all elliptic curves over Fp in [2].
The projective Reed-Solomon codes C1,h fit into a broader class of projective

Reed-Muller codes. One analogously defines Cn,h by evaluating each homogeneous
degree h form on Pn at each of the (qn+1 − 1)/(q − 1) Fq-rational points of Pn.
For n > 1 these codes are not MDS and their Hamming weight enumerators are
generally quite hard to compute. For example, the weight enumerators from codes
from quadrics in Pn, Cn,2, are computed in [8], along with the weight enumerator
from codes coming from plane cubics, C2,3, and from cubic surfaces, C3,3. The C2,3

case is most similar to the results of this paper. The weight enumerator is given
in terms of the sizes of isogeny classes of elliptic curves over Fq and the results of
Birch described in Section 3 show that the coefficients of the weight enumerator of
C⊥

2,3 can be expressed in terms of traces of Hecke operators acting on cusp forms
for SL2(Z). One of the interesting aspects of our main result is that by treating
rational 2-torsion points differently we also get contributions from the congruence
subgroups Γ0(2) and Γ0(4).

Projective Reed-Solomon and Reed-Muller codes give examples of a more gen-
eral construction of codes from evaluating polynomials at the Fq-rational points of
projective varieties. This evaluation construction has been extensively studied by
Tsfasman and Vlăduţ, Lachaud, Sørensen, and others [14, 24, 25]. For much more
information, particularly focusing on codes from higher-dimensional varieties, see
the survey of Little [17].

2. Weight enumerators of codes from genus one curves

This section has two parts. In the first we compute the quadratic residue weight
enumerator QRC1,4

(X,Y, Z) of the 5-dimensional projective Reed-Solomon code.
In the second we give a variation of the classical MacWilliams theorem for this
quadratic residue weight enumerator.

2.1. The quadratic residue weight enumerator of C1,4. For non-negative in-
tegers i, j, k with i + j + k = q + 1 let Ai,j,k be the number of homogeneous
quartics f4(x, y) that have i Fq-rational roots and such that the variety defined by
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w2 = f4(x, y) has exactly i+ 2j Fq-points. We define the quadratic residue weight
enumerator to be

QRC1,4
(X,Y, Z)

def
=

∑

i,j,k≥0
i+j+k=q+1

Ai,j,kX
iY jZk.

We compute these coefficients by building slightly on work of Deuring on elliptic
curves over a fixed finite field [5].

We first consider quartics f4(x, y) that have a double root. In this case, w2 =
f4(x, y) is singular and counting points on this variety is elementary. We then
compute QRC1,4

(X,X2, 1) which gives the rational point count distribution for the
family of varieties being considered, but does not distinguish between points that
come from Fq-rational roots of f4(x, y) and points of P1(Fq) at which f4(x, y) takes
a non-zero quadratic residue value. Finally, we consider elliptic curves with a given
number of points and prescribed 2-torsion structure to compute QRC1,4

(X,Y, Z).

Proposition 1. Let QRsing
C1,4

(X,Y, Z) denote the contribution to QRC1,4
(X,Y, Z)

from quartics f4(x, y) that do not have distinct roots over Fq. Then QRsing
C1,4

(X,Y, Z)

is given by

X
q+1 +

(q − 1)(q + 1)

2
X(Y q + Z

q) + (q − 1)q(q + 1)X2
Y

q−1
2 Z

q−1
2

+
(q − 1)q(q + 1)

4
X

2(Y q−1 + Z
q−1) +

(q − 1)2q(q + 1)

4
X

3(Y
q−1
2 Z

q−3
2 + Y

q−3
2 Z

q−1
2 )

+
(q − 1)2q(q + 1)

4
X(Y

q+1
2 Z

q−1
2 + Y

q−1
2 Z

q+1
2 ) +

(q − 1)2q

4
(Y q+1 + Z

q+1).

Proof. There is a small list of factorization types of quartics with a double root.
Such a quartic could have a quadruple root, a root of multiplicity three and another
rational root, two distinct double roots, or a double root and two other roots. We
work out the details of this last case and leave the others as an exercise.

A quartic with a single double root must have its double root at an Fq-rational
point. The other two roots can then either be at distinct rational points or be a
Galois-conjugate pair of points defined over Fq2 . Scaling a quartic by a quadratic
residue does not change its contribution to QRC1,4

(X,Y, Z), while scaling by a
quadratic non-residue interchanges the number of residue versus non-residue values
taken. We write such a quartic as f(x, y)2g(x, y), where g(x, y) is a quadratic
polynomial with distinct roots and f(x, y) is a linear form with an Fq-rational root.
The curve w2 = g(x, y) is a smooth conic, so has q + 1 rational points. Therefore,
w2 = f(x, y)g(x, y) has either q or q + 2 Fq-points depending on the value taken
by g(x, y) at the rational root of f(x, y). Combining these observations shows that
the contribution to QRC1,4

(X,Y, Z) from quartics with a double root and two other
distinct roots is

(q − 1)2q(q + 1)

4

(

X3(Y
q−1
2 Z

q−3
2 + Y

q−3
2 Z

q−1
2 ) +X(Y

q+1
2 Z

q−1
2 + Y

q−1
2 Z

q+1
2 )

)

.

�

We now turn to QRC1,4
(X,X2, 1). We first compute the number of times that a

particular isomorphism class of an elliptic curve arises as an equation of the form
w2 = f4(x, y).
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Proposition 2. Let E be an elliptic curve defined over Fq. The number of homoge-

neous quartic polynomials f4(x, y) such that w2 = f4(x, y) gives a curve isomorphic

to E is

(q − 1)
|PGL2(Fq)|
|AutFq

(E)| =
(q − 1)2q(q + 1)

|AutFq
(E)| .

Proof. We will phrase this as a double counting argument. Suppose we begin with
an elliptic curve E with #E(Fq) = q + 1 − t. There are exactly q + 1 − t choices
of a degree two divisor class on E. Riemann-Roch implies that such a divisor has
a 2-dimensional space of sections. Choosing a basis for this space of sections gives
a degree 2 map to P1. Taking the inverse image of a point in P1(Fq) recovers the
divisor class. The branch points of this map are the roots of this quartic.

Now we consider how many maps take a particular equation of the form w2 =
f4(x, y) to the underlying elliptic curve E. We can recover E with a distinguished
identity element and a degree 2 divisor class D directly from this equation. Now
we take a map that forgets D, taking (E,D) to E, and note that it is defined only
up to an automorphism of E defined over Fq. Since an automorphism must fix the
identity element of E, we multiply |AutFq

(E)| by the number of possible choices of
identity element, q + 1− t. Therefore, given E there are

(q + 1− t)(q − 1)|PGL2(Fq)|
|AutFq

(E)|(q + 1− t)
=

(q − 1)|PGL2(Fq)|
|AutFq

(E)|
quartics f4(x, y) with w

2 = f4(x, y) isomorphic to E. �

Let N(t) be the number of Fq-isomorphism classes of elliptic curves within the
isogeny class I(t) of curves having #E(Fq) = q + 1 − t, and let NA(t) be the
number of Fq-isomorphism classes of elliptic curves in I(t) where each isomorphism

class is weighted by 1/|AutFq
(E)|. Let QRS

C1,4
(X,Y, Z) be the contribution to

QRC1,4
(X,Y, Z) from quartics with distinct roots over Fq so that

QRC1,4
(X,Y, Z) = QRS

C1,4
(X,Y, Z) + QRsing

C1,4
(X,Y, Z).

Corollary 1. Suppose q is odd. We have

QRS
C1,4

(X,X2, 1) =
∑

t2≤4q

NA(t)(q − 1)2q(q + 1)Xq+1−t.

We now give expressions for NA(t) in terms of class numbers of orders in qua-
dratic imaginary fields. For d < 0 with d ≡ 0, 1 (mod 4), let h(d) denote the class
number of the unique quadratic order of discriminant d. Let

hw(d)
def
=











h(d)/3, if d = −3;

h(d)/2, if d = −4;

h(d) else,

and

Hw(∆)
def
=

∑

d2|∆
∆/d2≡0,1 (mod 4)

hw(∆/d
2)

be the Hurwitz-Kronecker class number.
The following result is stated for prime fields Fp where p ≥ 5, with slightly

different notation, on page 654 of Lenstra’s paper [15], in which he says that it is
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basically due to Deuring [5]. The details for the extension to all finite fields are
contained in Chapter 4, particularly Theorem 4.5, of the paper of Waterhouse [26].
Schoof gives an unweighted version as Theorem 4.6 in [21].

Theorem 3 (Sizes of Isogeny Classes with Weights). Let t ∈ Z. Suppose q = pv

where p 6= 2 is prime. Then

2NA(t) = Hw(t
2 − 4q) if t2 < 4q and p ∤ t;

= Hw(−4p) if t = 0

= 1/3 if t2 = 3q and p = 3

if q is not a square, and

2NA(t) = Hw(t
2 − 4q) if t2 < 4q and p ∤ t;

=
(

1−
(

−4
p

))

/2 if t = 0

=
(

1−
(

−3
p

))

/3 if t2 = q

= (p− 1)/12 if t2 = 4q

if q is a square, and NA(t) = 0 in all other cases.

As above, let NA,2×2(t) denote the number of Fq-isomorphism classes of elliptic
curves over Fq with E(Fq)[2] ∼= Z/2Z × Z/2Z and where each class is weighted
by the size of the automorphism group of a curve in that class. The count of
unweighted isomorphism classes of elliptic curves with full 2-torsion is given in
Lemma 4.8 of Schoof [21]. Similar arguments give the weighted version, or paying
particular attention to curves of j-invariant 0 and 1728 with |AutFq

E| > 2 we can
easily deduce the weighted statement from the unweighted one.

Lemma 1. Let q = pv where p 6= 2 is prime. Suppose that t ∈ Z satisfies t2 ≤ 4q.

(1) If p ∤ t and t ≡ q + 1 (mod 4), then

2NA,2×2(t) = Hw

(

t2 − 4q

4

)

.

(2) If t2 = q, 2q, or 3q, then NA,2×2(t) = 0.
(3) If t2 = 4q then NA,2×2(t) = NA(t).
(4) Let t = 0. If q ≡ 1 (mod 4) then NA,2×2(t) = 0. If q ≡ 3 (mod 4) then

2NA,2×2(t) = hw(−p).
Otherwise we have NA,2×2(t) = 0.

We now turn to the full computation of QRC1,4
(X,Y, Z). The main problem we

need to solve is the following. Suppose that there are M smooth quartics f4(x, y)
such that w2 = f4(x, y) has exactly q + 1− t Fq-points. Let Mk be the number of
these quartics with k Fq-rational roots, so M0 +M1 +M2 +M3 +M4 = M . We
need the individual values of the Mi. If a quartic f4(x, y) defined over P1(Fq) has 4
distinct roots and 3 of them are Fq-rational then the fourth root is also Fq-rational.
Therefore, M3 = 0 and we can determine M1 using a very elementary observation.

Lemma 2. Suppose that q + 1 − t is odd and that there are M smooth quartics

f4(x, y) such that w2 = f4(x, y) has exactly q + 1 − t Fq-points. Then M1 = M
and M0 = M2 = M4 = 0. Suppose that q + 1 − t is even and that there are M
smooth quartics f4(x, y) such that w2 = f4(x, y) has exactly q + 1 − t Fq-points.

Then M1 = 0.
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Proof. The number of Fq-rational points of w2 = f4(x, y) is the number of Fq-
rational roots of f4(x, y) plus twice the number of points of P1(Fq) for which the
quartic takes a non-zero square value. Therefore, if q+1−t is odd, then the number
of roots of f4(x, y) is odd. If q + 1− t is even, then the number of roots of f4(x, y)
is even. �

We suppose that q + 1 − t is even and determine how these M quartics break
up into those that have 0, 2, and 4 Fq-rational roots. We first note that for an
elliptic curve in affine Weierstrass form y2 = f(x) = x3 + ax + b, the roots of the
homogeneous quartic y(x3 + axy2 + by3) give the 2-torsion points of E. When we
consider curves given by w2 = f4(x, y), a homogeneous quartic on P1(Fq) there is
a similar correspondence between roots of f4(x, y) and 2-torsion points of E.

Lemma 3. Let E be an elliptic curve defined over Fq and suppose that there are

M quartics f4(x, y) with w
2 = f4(x, y) isomorphic to E. Let M =M0 +M2 +M4,

where Mk is the number of quartics with k Fq-rational roots.

(1) If E(Fq)[2] ∼= Z/2Z then M0 =M2 = M
2 and M4 = 0.

(2) If E(Fq)[2] ∼= Z/2Z× Z/2Z then M0 = 3M
4 ,M2 = 0, and M4 = M

4 .

Proof. We describe how to find all quartics f4(x, y) with w
2 = f4(x, y) isomorphic

to E. Riemann-Roch implies that a degree 2 divisor on E has a 2-dimensional space
of sections. Given such a divisor, choosing a basis for this space of sections gives a
degree 2 map to P1. We take this divisor to be (O) + (P ), where O is the identity
element of the group law of E and P is another Fq-rational point of E.

A point P ∈ E(Fq) gives a map from E to P1 by taking sections of the divisor

(O)+(P ). A root of this quartic corresponds to a point Q ∈ E(Fq) with 2Q ∼ O+P ,
or 2Q = P in the group law on the curve.

We vary over all choices of P and consider how many Q occur as points with
2Q = P . If #E(Fq) is odd, then the map P → 2P is an isomorphism, so every
P gives exactly one such Q. If #E(Fq) is even then there are two possibilities
for the group structure of E(Fq)[2]. If E(Fq)[2] ∼= Z/2Z then 1/2 of points of
E(Fq) have 0 preimages under the map P → 2P , and 1/2 have exactly 2. If
E(Fq)[2] ∼= Z/2Z× Z/2Z then 1/4 of points of E(Fq) have 4 preimages under the
map P → 2P , and 3/4 have none. �

We can now state the main result about QRS
C1,4

(X,Y, Z).

Theorem 4. Suppose q = pv where p is an odd prime. Then QRS(X,Y, Z) is equal
to (q − 1)2q(q + 1) times

∑

t2≤4q

t≡1 (mod 2)

NA(t)XY
q−t

2 Z
q+t

2

+
∑

t2≤4q

t≡0 (mod 2)

(

(NA(t)−NA,2×2(t))

(

1

2
X2Y

q−1−t

2 Z
q−1+t

2 +
1

2
Y

q+1−t

2 Z
q+1+t

2

)

+NA,2×2(t)

(

1

4
X4Y

q−3−t

2 Z
q−3+t

2 +
3

4
Y

q+1−t

2 Z
q+1+t

2

))

.

Combining Proposition 1, Theorem 3, Lemma 1, and Theorem 4 completely
determines QRC1,4

(X,Y, Z).
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We also give the quadratic residue weight enumerator of C′
1,h, the classical Reed-

Solomon code of order h, as it can be computed easily from the analogous weight
enumerator of C1,h. Recall that we get the classical Reed-Solomon code by punc-
turing the projective one at a single point, that is, we choose one of the q + 1
coordinates of our code and consider the image of the map that takes a codeword
to the element of Fq

q that comes from deleting this coordinate.

Proposition 3. Suppose that h ≤ q and that the quadratic residue weight enumer-

ator of C1,h is given by

QRC1,h
(X,Y, Z) =

∑

j,k≥0
j+k≤q+1

Aq+1−j−k,j,kX
q+1−j−kY jZk.

Then the Xq−j−kY jZk coefficient of the quadratic residue weight enumerator of

the classical Reed-Solomon code of order h is

(q + 1− j − k)Aq+1−j−k,j,k + (j + 1)Aq−j−k,j+1,k + (k + 1)Aq−j−k,j,k+1

q + 1
,

where Ai,j,k = 0 if any of i, j, k < 0.

Proof. We consider all of the Aq+1−j−k,j,k codewords of C1,h that have exactly q+
1−j−k coordinates equal to zero, j equal to non-zero quadratic residues, and k equal
to non-zero quadratic non-residues. The automorphism group of P1(Fq), PGL2(Fq),
is transitive on Fq-points, so the proportion of these codewords that have a zero in

a chosen coordinate is q+1−j−k
q+1 . Similar computations give the other two terms in

the sum. �

2.2. The MacWilliams theorem for the quadratic residue weight enumer-

ator. Now that we have an expression for QRC1,4
(X,Y, Z) we use a variation of the

MacWilliams theorem to derive formulas for the coefficients of QRC⊥
1,4
(X,Y, Z) =

QRC1,q−5
(X,Y, Z).

Theorem 5. Let C ⊆ FN
q be a linear code where q is an odd prime power. Then

QRC(X,Y, Z) =
1

|C⊥|QRC⊥(X ′, Y ′, Z ′),

where

X ′ = X +
q − 1

2
(Y + Z),

Y ′ = X +
−(Y + Z) + ǫq

√
q(Y − Z)

2
,

Z ′ = X +
−(Y + Z) + ǫq

√
q(Z − Y )

2
,

and

ǫq =

{

1 if q ≡ 1 (mod 4)

i if q ≡ 3 (mod 4).

We first recall the definition of the complete weight enumerator and the MacWilliams
theorem for it and then prove Theorem 5 by specializing certain variables. We
follow the construction as described in Chapter 5 of [18]. Let w0, w1, . . . , wq−1

be an enumeration of the elements of Fq with w0 = 0. The composition of
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c = (c1, . . . , cn) ∈ Fn
q , is defined by comp(c) = (s0, s1, . . . , sq−1) where si = si(c) is

the number of coordinates cj equal to wi. We consider the additive group algebra
C[Fq]. In C[Fq] we denote the elements of Fq by zi where zi corresponds to wi.

For c = (c1, . . . , cN) ∈ FN
q , let F (c) = zs00 z

s1
1 · · · zsq−1

q−1 where comp(c) = (s0, . . . , sq−1).
The complete weight enumerator of C is

CWC(z0, z1, . . . , zq−1)
def
=

∑

c∈C

F (c) =
∑

s=(s0,...,sq−1)

A(s)zs00 · · · zsq−1

q−1 ,

where A(s) is the number of c ∈ C with comp(c) = (s0, . . . , sq−1).
We recall some basic facts about characters on Fq. Suppose q = pv for p prime.

There is an element β ∈ Fq such that {1, β, β2, . . . , βv−1} is a basis for Fq as a
vector space over Fp. We uniquely identify the element

γ = γ0 + γ1β + · · ·+ γv−1β
v−1

by (γ0, . . . , γv−1). Let ζ = e2πi/p and χ : Fq → C be defined by

χ(γ) = ζγ0+γ1+···+γv−1

for γ = (γ0, . . . , γv−1) ∈ Fq. This is an additive character of Fq. The following
version of the MacWilliams theorem for the complete weight enumerator is Theorem
10 in Chapter 5 of [18].

Theorem 6. Let C ⊂ FN
q be a linear code and χ the additive character on Fq

defined above. Then CWC⊥(z0, . . . , zq−1) is given by

1

|C|CWC





q−1
∑

j=0

χ(w0wj)zj ,

q−1
∑

j=0

χ(w1wj)zj , . . . ,

q−1
∑

j=0

χ(wq−1wj)zj



 .

Recall that for the quadratic character η on F∗
q we have

∑

x∈F∗
q

(1 + η(x))χ(x) = 2
∑

x∈(F∗
q)

2

χ(x).

The following is Theorem 5.15 in [16].

Lemma 4. Suppose that q = pv is odd where p is an odd prime and v ≥ 1. Let χ
and η be defined as above. Then

∑

x∈F∗
q

η(x)χ(x) = ǫq
√
q, where ǫq =

{

(−1)v−1 if p ≡ 1 (mod 4)

(−1)v−1iv if p ≡ 3 (mod 4).

We now prove Theorem 5.

Proof. Suppose we are in the setting of Theorem 6. Let z0 = X, zi = Y if wi is a
non-zero quadratic residue, and zi = Z otherwise. We first note that

q−1
∑

i=0

χ(w0wi)zi = X +
q − 1

2
(Y + Z) ,

and that for wj ∈
(

F∗
q

)2
we have

q−1
∑

i=0

χ(wjwi)zi = X + Y
∑

x∈(F∗
q)

2

χ(x) + Z
∑

x∈F∗
q\(F∗

q)
2

χ(x).
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Since
∑

x∈F∗
q
χ(x) = −1, applying Lemma 4 gives

∑

x∈(F∗
q)

2

χ(x) =
−1 + ǫq

√
q

2

and
∑

x∈F∗
q\(F∗

q)
2

χ(x) =
−1− ǫq

√
q

2
,

where ǫq is defined as above. When wj ∈ F∗
q \

(

F∗
q

)2
the coefficients of Y and Z are

switched. As QRC(X,Y, Z) is symmetric in Y, Z, we may drop the negative signs
in the definition of εq. Combining these observations completes the proof. �

3. Point count distributions for elliptic curves over Fq

Let tE = q + 1 −#E(Fq) be the trace of Frobenius associated to E, and recall
the definition of NA(t) from Section 2. Let

S∗
R(q)

def
=

∑

E/Fq

t2RE
|AutFq

(E)| =
∑

t2≤4q

t2RNA(t)

be the (weighted) 2Rth moment of #E(Fq) over Fq-isomorphism classes of elliptic
curves E/Fq.

Let trSL2(Z),kTq be the trace of the Tq Hecke operator acting on the space of
weight k cusp forms for the full modular group and CR = (2R)!/(R!(R+1)!) be the
Rth Catalan number. We also define the following combinatorial coefficients that
show up repeatedly in our formulas

aR,j
def
=

2R− 2j + 1

2R+ 1

(

2R+ 1

j

)

=

(

2R

j

)

−
(

2R

j − 1

)

.

In particular, we have aR,R = CR and aR,0 = 1.
If q = pv is a prime power we define

ρ(q, k)
def
= −trSL2(Z),kTq +

k − 1

12
qk/2−1

1v≡0 (mod 2) −
1

2

∑

0≤i≤v

min(pi, pv−i)k−1

+σ1(q)1k=2,

where 1A is the indicator function of A being true and σ1 is the sum-of-divisors
function, that is, σ1(n) =

∑

d|n d. Furthermore we set

ρ(1, k)
def
=
ik−2

4
+

1

3

ωk−1 − ωk−1

ω − ω
and ρ(p−1, k)

def
= 0,

where ω is a primitive 3rd root of unity.
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Theorem 7. We have for prime p ≥ 3 that

S∗
0 (p) = p

S∗
1 (p) = p2 − 1

S∗
2 (p) = 2p3 − 3p− 1

S∗
3 (p) = 5p4 − 9p2 − 5p− 1

S∗
4 (p) = 14p5 − 28p3 − 20p2 − 7p− 1

S∗
5 (p) = 42p6 − 90p4 − 75p3 − 35p2 − 9p− 1− τ(p),

where τ(p) is Ramanujan’s τ-function. In general if q = pv with p 6= 2 we have

S∗
R(q) =

R
∑

j=0

aR,jq
j
(

ρ(q, 2R− 2j + 2)− p2R−2j+1ρ(q/p2, 2R− 2j + 2)
)

+
p− 1

12
(4q)R1v≡0 (mod 2).

Proof. Theorem 7 is due to Birch [2] in the prime field case. The generalization
to all finite fields is well-known, being implicit in the work of Ihara [11]. See also
Section 3 of the paper of Brock and Granville [3]. �

For our application to computing the coefficients of the quadratic residue weight
enumerator of the codes C1,q−5 we prove the following variation of Birch’s theorem
to elliptic curves with rational 2-torsion.

Let

S∗
2,R(q)

def
=

∑

E/Fq

E(Fq)[2] 6={O}

t2RE
|AutFq

(E)| =
∑

t2≤4q
t≡0 (mod 2)

t2RNA(t)

be the (weighted) 2Rth moment of the number of rational points of isomorphism
classes of elliptic curves over Fq with at least one non-zero rational 2-torsion point.

Let trΓ0(4),kTq be the trace of the Hecke operator Tq acting on the space of clas-
sical cusp forms Sk(Γ0(4)) of weight k for the congruence subgroup Γ0(4), similarly
for the congruence subgroup Γ0(2).

If q = pv is a prime power we define

τ(q, k)
def
=
k − 1

12
q

k
2−1

1v≡0 (mod 2) +
1

3
trΓ0(4),kTq − trΓ0(2),kTq

−1

2

∑

0≤i≤v

min(pi, pv−i)k−1 +
2

3
σ1(q)1k=2.

Furthermore we set

τ(1, k)
def
=
ik−2

4
and τ(p−1, k)

def
= 0.

Theorem 8. If q = p is an odd prime we have

S∗
2,0(p) =

1

3
(2p− 1)

S∗
2,1(p) =

1

3
p(2p− 1)− 1

S∗
2,2(p) =

4

3
p3 − 2

3
p2 − 3p− 1 +

1

3
a(p),
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where a(p) is the pth Fourier coefficient of η12(2z), the unique normalized Hecke

eigenform of weight 6 for Γ0(4). In general if q = pv with p an odd prime we have

S∗
2,R(q) =

R
∑

j=0

aR,jq
j
(

τ(q, 2R− 2j + 2)− p2R−2j+1τ(q/p2, 2R− 2j + 2)
)

+
p− 1

12
(4q)R1v≡0 (mod 2).

We prove this theorem in Section 4.
Finally, let

S∗
2×2,R(q)

def
=

∑

E/Fq

E(Fq)[2]∼=Z/2Z×Z/2Z

t2RE
|AutFq

(E)| =
∑

t≡q+1 (mod 4)

t2≤4q

t2RNA,2×2(t)

be the weighted 2Rth moment of elliptic curves over Fq with full rational 2-torsion.
Let

φ(q, k)
def
= −1

6
trΓ0(4),kTq +

k − 1

12
qk/2−1

1v≡0 (mod 2) −
1

4

∑

0≤i≤v

min(pi, pv−i)k−1

+
1

6
σ1(q)1k=2.

Furthermore we set

φ(1, k) = φ(p−1, k)
def
= 0.

Theorem 9. If q = p is an odd prime we have

S∗
2×2,0(p) =

1

6
p− 1

3

S∗
2×2,1(p) =

1

6
p2 − 1

3
p− 1

2

S∗
2×2,2(p) =

1

3
p3 − 2

3
p2 − 3

2
p− 1

2
− 1

6
a(p),

where a(p) is the pth Fourier coefficient of η12(2z), the unique normalized Hecke

eigenform of weight 6 for Γ0(4). In general if q = pv with p an odd prime we have

S∗
2×2,R(q) =

R
∑

j=0

aR,jq
j
(

φ(q, 2R − 2j + 2)− p2R−2j+1φ(q/p2, 2R− 2j + 2)
)

+
p− 1

12
(4q)R1v≡0 (mod 2).

Proof. Theorem 9 is essentially due to Ahlgren [1] in the prime field case. The
generalization to all finite fields follows the same lines as Theorem 8 so we omit
it. �

Remarks:

(1) Our results re-prove the “vertical” Sato-Tate law for elliptic curves with
specified rational 2-torsion, which is of course already known in much
greater generality, see e.g. [12]. On the other hand we believe the full
formula for the moments in terms of traces of Hecke operators to be new
and interesting in its own right.
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(2) The case R = 0 of Theorem 8 is a special case of work of Eichler from the
1950s [7], and is elementary. A nice exposition is given by Moreno [19], see
Theorem 5.10.

(3) Theorem 7 can be understood in terms of counting rational points on fibered
products of the universal elliptic curve. Work of Deligne and others relate
this problem to cohomology groups of Kuga-Sato varieties. For an intro-
duction to these ideas see the book [6], particularly Proposition 1.5.12 and
Section 2.4. It is likely that our results can be interpreted in this setting
by taking fibered products of modular curves of level 2, however we have
opted instead for arguments similar in spirit to Birch’s original proof.

(4) Note that the coefficient of trΓ0(4),kTq in τ(q, k) and φ(q, k) differs by exactly
a factor of −1/2. We will use this fact crucially in the following proof.

Proof of Theorem 2. Recall the definitions ofMv andMv,R(N) for N = 1, 2, 4 from
just above the statement of Theorem 2 in Section 1. For notational convenience,
let

a =
−1 + ǫq

√
q

2

a =
−1− ǫq

√
q

2

and note that a+ a = −1. The MacWilliams substitution cf. Theorem 5 is

X 7→ X +
q − 1

2
(Y + Z)

Y 7→ X + aY + aZ

Z 7→ X + aY + aZ.

We use 7→ to denote this substitution below. As a preliminary step we prove the
following weaker version of Theorem 2.

Lemma 5. For each fixed v, j, k and ǫ ∈ {±1}, there exists

h ∈Mv +Mv,⌊ j+k

2 ⌋(1) +Mv,⌊ j+k

2 ⌋(2) +Mv,⌊ j+k

2 ⌋(4)

such that Aq+1−j−k,j,k = h(q) for all vth powers of odd primes q = pv satisfying

q ≡ ǫ (mod 4).

Proof. By Proposition 1, the substitution 7→ applied to QRsing
C1,4

(X,Y, Z) produces

only polynomials as coefficients. Thus we need only consider the smooth part,
QRS

C1,4
(X,Y, Z). We only consider the first term in Theorem 4,

(q − 1)2q(q + 1)X
∑

t2≤4q
t≡1 (mod 2)

NA(t)Y
q−t
2 Z

q+t
2 ,

(1)

the other terms being treated similarly.
We apply the MacWilliams substitution and the trinomial expansion to (1). We

write the trinomial coefficients as
(

n

a, b

)

def
=

Γ(n+ 1)

Γ(n+ 1− a− b)Γ(a+ 1)Γ(b+ 1)
.
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This definition makes sense even when a, b or n− (a+ b) is negative. Then

Y
q−t

2 Z
q+t

2 7→
∑

jY ,jZ ,kY ,kZ

( q−t
2

jY , jZ

)( q+t
2

kY , kZ

)

Xq−jY −jZ−kY −kZ (aY )jY (aY )kY (aZ)kZ (aZ)jZ
(2)

and we multiply this expression by

X 7→ X +
q − 1

2
(Y + Z) .

Expanding the result we have the coefficient of Xq+1−j−kY jZk is

∑

jY +kY =j
jZ+kZ=k

( q−t
2

jY , jZ

)( q+t
2

kY , kZ

)

ajY +kZakY +jZ

+
q − 1

2

∑

jY +kY +1=j
jZ+kZ=k

( q−t
2

jY , jZ

)( q+t
2

kY , kZ

)

ajY +kZakY +jZ

+
q − 1

2

∑

jY +kY =j
jZ+kZ+1=k

( q−t
2

jY , jZ

)( q+t
2

kY , kZ

)

ajY +kZakY +jZ .

(3)

For each fixed jY , jZ , kY , kZ the product of two trinomial coefficients here is a
polynomial in q and t of degree at most jY + jZ +kY +kZ in t, all but finitely many
of which are 0. We need consider only the terms of the sum (3) which are of even
degree in t since the odd degree terms are all killed by the sum over t later. Note
then that for each fixed j, k the even degree part of the sum (3) is a polynomial in
q and t. We call this polynomial pj,k(t, q). The coefficient of Xq+1−j−kY jZk in the
MacWilliams substitution applied to (1) is therefore

(q − 1)2q(q + 1)
∑

t2≤4q
t≡1 (mod 2)

NA(t)pj,k(t, q),

and we may form expressions for these coefficients in terms of the sums S∗
R(q) −

S∗
2,R(q) for 0 ≤ R ≤ ⌊ j+k

2 ⌋.
Applying Theorems 7 and 8 we get a formula for the coefficient ofXq+1−j−kY jZk

in the expression which results from applying 7→ to (1) involving polynomials in p,
ρ(q, k), ρ(q/p2, k), τ(q, k), and τ(q/p2, k). The other terms in Theorem 4 are treated
similarly, using Theorems 8 and 9. �

Now we proceed to prove the stronger statement of Theorem 2. Take the expres-
sion in Theorem 4 and consider it now not as a polynomial, but as a real-analytic
function on the open octant R3

>0. We can now rearrange the expression found in
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Theorem 4 to find QRS
C1,4

(X,Y, Z) is equal to (q − 1)2q(q + 1) times

X
∑

t2≤4q

NA(t)Y
q−t
2 Z

q+t
2 +

1

2

(

X − Y 1/2Z1/2
)2 ∑

t≡0 (mod 2)

t2≤4q

NA(t)Y
q−t−1

2 Z
q+t−1

2

+
1

4

(

X2 − Y Z
)2 ∑

t≡0 (mod 2)

t2≤4q

NA,2×2(t)Y
q−t−3

2 Z
q+t−3

2 .

(4)

Let us call the three terms in (4) by f1(X,Y, Z), f2(X,Y, Z) and f2×2(X,Y, Z),
respectively. The term f2×2 is a polynomial in X,Y, Z, but neither f1 nor f2 are
polynomials. Next we apply the MacWilliams substitution to (4), giving three new
real-analytic functions

g1(X,Y, Z)
def
= f1

(

X +
q − 1

2
(Y + Z) , X + aY + aZ,X + aY + aZ

)

g2(X,Y, Z)
def
= f2

(

X +
q − 1

2
(Y + Z) , X + aY + aZ,X + aY + aZ

)

g2×2(X,Y, Z)
def
= f2×2

(

X +
q − 1

2
(Y + Z) , X + aY + aZ,X + aY + aZ

)

.

Lemma 6. Each of g1, g2, and g2×2 admits a convergent Laurent series in a neigh-

borhood of (X,Y, Z) = (∞, 0, 0).

Proof. We take X−1, Y, Z for our variables around (∞, 0, 0). The lemma is clear
for g2×2. To prove the lemma for g2 it suffices to show that the MacWilliams

substitution applied to
(

X − Y 1/2Z1/2
)2

is a Laurent series in X−1, Y, Z. Indeed,

using the power series expansion for (1 + u)1/2 about u = 0, which is absolutely
and uniformly convergent on compacts in |u| < 1, we have

(Y Z)
1/2 7→X

(

1− Y + Z

X
+

(aY + aZ)(aY + aZ)

X2

)1/2

= X

(

1− Y + Z

2X
+OY,Z(X

−2)

)

.

Here OY,Z(X
−2) represents the higher order terms in this Laurent series expansion

which have at least order 2 in the variable X−1 and unspecified orders in Y and Z.
We thus have

(

X − Y 1/2Z1/2
)2

7→
(q

2

)2

(Y + Z)
2
+OY,Z(X

−1).

The term g1 is treated similarly. For any t ∈ Z with t2 ≤ 4q we have

Y
q−t

2 Z
q+t

2 7→ Xq

(

1 +
aY + aZ

X

)
q−t
2

(

1 +
aY + aZ

X

)
q+t
2

.

We again apply the power series expansion for (1 + u)1/2 around u = 0 to get a
convergent Laurent series expansion. �

By the lemma it suffices to study the coefficient of (1/X)j+k−(q+1)Y jZk in the
Laurent series expansion of each of g1, g2 and g2×2 separately, and show the sum
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of the three coefficients is in the module prescribed by the statement of Theo-
rem 2. Following the same technique as Lemma 5 we pick out the coefficient of
(1/X)j+k−(q+1)Y jZk from g1 and apply Theorem 7 to evaluate S∗

R(q). Theorem 7
only yields polynomials in p and traces of Hecke operators on spaces of cusp forms
for SL2(Z), so there is nothing more to show concerning g1.

We extract the coefficient of (1/X)j+k−(q+1)Y jZk in the Laurent series expan-
sion of g2. It is given by a sum over t, and we study the highest power of t in
the summand. By Theorems 7, 8 and 9 this will give the highest weight trace of a
Hecke operator possible in the final expression for QRC1,q−5

(X,Y, Z).
Following the same reasoning as in the proof of Lemma 5 we have

Y
q−t−1

2 Z
q+t−1

2 7→
∑

jY ,jZ ,kY ,kZ

( q−1−t
2

jY , jZ

)( q−1+t
2

kY , kZ

)

Xq−1−jY −jZ−kY −kZ (aY )jY (aY )kY (aZ)kZ (aZ)jZ

(5)

which we multiply by

1

2

(

( q

2

)2

(Y + Z)
2
+OY,Z(X

−1)

)

.(6)

The coefficient of (1/X)j+k−(q+1)Y jZk is given by the terms of (5) satisfying

jY + kY + 2 = j

jZ + kZ = k,

or

jY + kY + 1 = j

jZ + kZ + 1 = k,

or

jY + kY = j

jZ + kZ + 2 = k.

The highest power of t appearing in each of the 3 cases is j+ k− 2. Thus the coef-
ficient of (1/X)j+k−(q+1)Y jZk in the Laurent series for g2 is given by polynomials

in q and S∗
2,R(q) for 0 ≤ R ≤ ⌊ j+k−2

2 ⌋.
We may apply the same reasoning to g2×2. We have

1

4

(

X2 − Y Z
)2 7→ 1

4
q2(Y + Z)2X2 +OY,Z(X),(7)

where the OY,Z(X) notation has the same meaning as before. Note that the leading
terms in (7) and (6) differ only by a factor of 2X2. Applying the substitution 7→ to

Y
q−t−3

2 Z
q+t−3

2 and expanding with the trinomial expansion one gets an expression
identical to (2) but with each instance of q − 1 replaced by q − 3. As in the case
of g2, the highest power of t in the coefficient of (1/X)j+k−(q+1)Y jZk in g2×2 is
j + k − 2. Comparing (6) and (7) we see that the coefficient of tj+k−2 within the
coefficient of (1/X)j+k−(q+1)Y jZk of g2×2 differs from that of g2 by exactly a factor
of 2 .

The term trΓ0(4),kTq appears in τ(q, k) and φ(q, k) with coefficients differing by
a factor of −1/2. Thus if j + k − 2 is even then trΓ0(4),j+kTq always cancels out

of the (1/X)j+k−(q+1)Y jZk coefficient of g2 + g2×2. We have therefore that the
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Laurent series coefficients of g1 + g2 + g2×2 lie in the prescribed module, and thus
that the weight enumerator coefficients do as well. �

4. The Eichler-Selberg trace formula and the proof of theorem 8

Our main tool is the Eichler-Selberg trace formula. Our reference is Knightly
and Li [13] “Statement of the final result”.

Recall the Kronecker symbol
(

∆
n

)

, which we only use when ∆ is a discriminant.
For n an odd prime the Kronecker symbol is defined to be the quadratic residue
symbol and for n = 2 we define

(

∆

2

)

def
=











0 if 2 | ∆,
1 if ∆ ≡ 1 (mod 8),

−1 if ∆ ≡ 5 (mod 8).

Lemma 7. For d < 0, d ≡ 0, 1 (mod 4) and f ∈ N we have

hw(f
2d) = hw(d)f

∏

p|f

(

1−
(

d

p

)

1

p

)

.

Proof. This is a standard result. See e.g. Corollary 7.28 of [4]. �

Proposition 4 (ESTF for odd prime powers q and Γ0(2)). Let q = pv be an odd

prime power. Let t ∈ Z run over integers such that t2 < 4q. Let α and α be the

two roots of X2 − tX + q = 0 in C.
We have

trΓ0(2),kTq =
k − 1

4
q

k
2−1

1v≡0 (mod 2)

− 1

2

∑

t≡0 (mod 2)

αk−1 − αk−1

α− α

∑

m2|t2−4q
t2−4q

m2 ≡0,1 (mod 4)

ord2 m=0

hw

(

t2 − 4q

m2

)

− 3

2

∑

t≡q+1 (mod 4)

αk−1 − αk−1

α− α
Hw

(

t2 − 4q

4

)

−
∑

0≤i≤v

min(pi, pv−i)k−1 + σ1(q)1k=2.

Proof. Proposition 4 is a simplification of the standard Eichler-Selberg trace for-
mula, where we have performed a careful but tedious case check of the behavior of
the Hecke polynomial X2 − tX + q modulo 2 and 4, and the discriminant t2 − 4q
modulo 16. The details are similar to but less complicated than those of the proof
of Proposition 5 so we omit them. �

Proposition 5 (ESTF for odd prime powers q and Γ0(4)). Let q = pv be an odd

prime power. Let t ∈ Z run over integers such that t2 < 4q. Let α and α be the

two roots of X2 − tX + q = 0 in C.
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We have

trΓ0(4),kTq =
k − 1

2
q

k
2−1

1v≡0 (mod 2) − 3
∑

t≡q+1 (mod 4)

αk−1 − αk−1

α− α
Hw

(

t2 − 4q

4

)

− 3

2

∑

0≤i≤v

min(pi, pv−i)k−1 + σ1(q)1k=2.

Proof. Apart from trivial simplifications the formula above differs from that ap-
pearing in Knightly and Li [13] only by the weights appearing in the sum over t.
Specifically, to derive Proposition 5 from the standard formula in [13] it suffices to
show

3 · 1t≡q+1 (mod 4)Hw

(

t2 − 4q

4

)

=
1

2

∑

m2|t2−4q
t2−4q

m2 ≡0,1 (mod 4)

hw

(

t2 − 4q

m2

)

µ(t,m, q),

where

µ(t,m, q)
def
=

ψ(4)

ψ(4/(4,m))

∑

c∈(Z/4Z)×

1,

c runs through all elements of (Z/4Z)× that lift to solutions of c2 − tc + q ≡ 0
(mod 4(4,m)), and

ψ(N)
def
= [SL2(Z) : Γ0(N)] = N

∏

ℓ|N

(

1 +
1

ℓ

)

.

We check the cases (4,m) = 1, 2, 4 one-by-one and after a lengthy but trivial
computation derive

µ(t,m, q) =



























































2 · 1t≡0 (mod 4) if q ≡ 3 (mod 4) and (4,m) = 1

2 · 1t≡2 (mod 4) if q ≡ 1 (mod 4) and (4,m) = 1

2 · 1t≡2 (mod 4) if q ≡ 1 (mod 4) and (4,m) = 2

4 · 1t≡4 (mod 8) if q ≡ 3 (mod 8) and (4,m) = 2

4 · 1t≡0 (mod 8) if q ≡ 7 (mod 8) and (4,m) = 2

6 · 1t≡±2 (mod 16) if q ≡ 1, 13 (mod 16) and (4,m) = 4

6 · 1t≡±6 (mod 16) if q ≡ 5, 9 (mod 16) and (4,m) = 4

does not occur if q ≡ 3 (mod 4) and (4,m) = 4.

If q ≡ 3 (mod 4) then t2 − 4q can only take the values 4, 5, 8, 13 (mod 16), hence
the last entry above.

In all cases above we have 4 | t2 − 4q, so we use Lemma 7 to re-write the
ord2m = 0 cases in the above in terms of m with ord2m = 1. First assume q ≡ 3
(mod 4), and that ord2m = 0. We know ord2(t

2 − 4q) = 2 and t ≡ 0 (mod 4) so
that

t2 − 4q

4m2
≡

{

1 (mod 8) if t+ q ≡ 7 (mod 8)

5 (mod 8) if t+ q ≡ 3 (mod 8).
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By Lemma 7 if ord2m = 0 and q ≡ 3 (mod 4) then

hw

(

t2 − 4q

m2

)

= hw

(

t2 − 4q

4m2

)

{

1 if t+ q ≡ 7 (mod 8)

3 if t+ q ≡ 3 (mod 8).

Now we turn to the q ≡ 1 (mod 4) and ord2m = 0 case. One easily checks that
t ≡ 2 (mod 4) and q ≡ 1 (mod 4) imply ord2(t

2 − 4q) ≥ 3 thus

hw

(

t2 − 4q

m2

)

= 2hw

(

t2 − 4q

4m2

)

.

Collecting all the above terms, one arrives at the claimed formula. �

Recall the definition of τ(q, k) from just above Theorem 8.

Lemma 8. Suppose q is an odd prime power. Let α, α ∈ C be solutions to X2 −
tX + q = 0 and Hw(∆) as in Section 2. We have

1

2

∑

t≡0 (mod 2)

t2<4q

αk−1 − αk−1

α− α
Hw(t

2 − 4q) = τ(q, k).

Proof. Take 2/3 times the formula of Proposition 5 minus 2 times the result of
Proposition 4. One finds that

τ(q, k) =
1

2

∑

t≡0 (mod 2)

αk−1 − αk−1

α− α

∑

ord2 m=0

hw

(

t2 − 4q

m2

)

+
1

2

∑

t≡q+1 (mod 4)

αk−1 − αk−1

α− α

∑

ord2 m≥1

hw

(

t2 − 4q

m2

)

.

In each case q ≡ 1, 3 (mod 4) one checks that thesem give the complete list defining
Hw(t

2 − 4q), hence Lemma 8 follows. �

For general prime powers q we need some additional definitions. Let

ω(q, k)
def
=

1

2

∑

t≡0 (mod 2)
p∤t

t2<4q

αk−1 − αk−1

α− α
Hw(t

2 − 4q) =
∑

t≡0 (mod 2)
p∤t

t2<4q

αk−1 − αk−1

α− α
NA(t)

be the contribution from ordinary elliptic curves. We set

Aq
def
=
αk−1
0 − α0

k−1

α0 − α0

where α0 and α0 be the two roots in C of X2 + q = 0. We also let

ω′(q, k)
def
=

1

2

∑

t≡0 (mod 2)
p∤t

t2<4q

αk−1 − αk−1

α− α
Hw(t

2 − 4q) +AqNA(0)

be the contribution from elliptic curves whose ring of endomorphisms over Fq is an
order in a quadratic field. Lastly, recall we set

τ(1, k) =
ik−2

4
and τ(p−1, k) = 0.
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Lemma 9. Suppose q = pv is an odd prime power with 0 ≤ 2i < v. We have

(pi)k−1ω(q/p2i, k) =
1

2

∑

t2<4q
ordp t=i

t≡0 (mod 2)

αk−1 − αk−1

α− α
Hw(t

2 − 4q).

Proof. Observe that if 0 < i

pi = pi
(

1− 1

p

)

+ pi−1

(

1− 1

p

)

+ · · ·+ p

(

1− 1

p

)

+ 1,

and if 0 ≤ 2i < v

(pi)k−1ω(q/p2i, k) =
1

2

∑

(pit)2<4q
p∤t

t≡0 (mod 2)

αk−1 − αk−1

α− α
piHw(t

2 − 4q/p2i)

with α, α being solutions in C to X2 − (pit)X + q.
Let ∆ = t2 − 4q/p2i = ((pit)2 − 4q)/p2i. For such ∆ we have that

piHw(∆) = Hw(∆) +

i
∑

j=1

pj
(

1− 1

p

)

Hw(∆).

Note that since p ∤ t that ∆ is a non-zero square modulo p. Moreover, if d2 | ∆
then we also have that p ∤ d, and that ∆/d2 is a non-zero square modulo p. The
definition of Hw and Lemma 7 imply that

piHw(∆) =
∑

d′2|p2i∆
p2i∆

d′2
≡0,1(4)

ordp d′=i

hw

(

p2i∆

d′2

)

+

i
∑

j=1

∑

d′2|p2i∆
p2i∆

d′2
≡0,1(4)

ordp d′=i−j

hw

(

p2i∆

d′2

)

= Hw(p
2i∆) = Hw

(

(pit)2 − 4q
)

.

Thus we have the lemma. �

Lemma 10. Suppose q = pv is an odd prime power. We have that

ω′(q, k) = τ(q, k)− pk−1τ(q/p2, k).

Proof. Lemmas 8 and 9 allow us to write

τ(q, k) =
∑

0≤2i<v

(pi)k−1ω(q/p2i, k) +
1

2
AqHw(−4q).

Now we need to do some calculation with these class numbers. The definition of
Hw and Lemma 7 imply

1

2
Hw(−4q) =

{√
q

4 + σ1(p
v/2−1)NA(0) if v ≡ 0 (mod 2)

σ1(p
v−1
2 )NA(0) if v ≡ 1 (mod 2),

and we also have

piAq = pi(i
√
q)k−2 = (pi)k−1Aq/p2i
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from the definition. It follows that

τ(q, k) =
∑

0≤2i<v

(pi)k−1ω′(q/p2i, k) +

√
q

4
Aq1v≡0 (mod 2),

and changing variables we compute

pk−1τ(q/p2, k) =
∑

0<2i<v

(pi)k−1ω′(q/p2i, k) +

√
q

4
Aq1v≡0 (mod 2).

By subtracting we prove the lemma. �

Recall that we have set

aR,j =

(

2R

j

)

−
(

2R

j − 1

)

.

Lemma 11. We have

t2R =

R
∑

j=0

aR,jq
j α

2R−2j+1 − α2R−2j+1

α− α
.

Proof. This is an easy proof by induction exercise. �

Putting together Lemmas 9 and 11 we get

∑

t≡0 (mod 2)

t2<4q

t2RNA(t) =
R
∑

j=0

aR,jq
j
(

τ(q, 2R− 2j + 2)− p2R−2j+1τ(q/p2, 2R− 2j + 2)
)

.

If v is even we add the contribution from the terms corresponding to t2 = 4q,
i.e., those supersingular curves having ring of endomorphisms equal to a maximal
order in a quaternion algebra over the base field. This concludes the proof of
Theorem 8.
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