
South African Journal of Industrial Engineering August 2019 Vol 30(2), pp 26-44 

26 

 

MEDICAL DEVICE INNOVATION IN SOUTH AFRICA: EVOLUTION OF COLLABORATION NETWORKS 
(2001-2013) 

K. de Jager1, C. Chimhundu1, T. Saidi1 & T.S. Douglas1* 

 

ARTICLE INFO 

Article details 
Submitted by authors 20 Apr 2018 
Accepted for publication 3 Jul 2019 
Available online 30 Aug 2019 
 

 
Contact details 
* Corresponding author 
 tania.douglas@uct.ac.za 
 

 
Author affiliations 
1 Division of Biomedical Enginering, 

Faculty of Health Sciences, 
University of Cape Town, South 
Africa 

 

 
DOI 
http://dx.doi.org/10.7166/30-2-1977 
 

ABSTRACT 

The evolution of medical device development in South Africa was 
investigated for the period 2001-2013. Collaboration networks for 
four sectors — academia, healthcare, industry, and science and 
support — were derived from a bibliometric study. Centrality 
measures identified dominant institutions. New actors entering the 
networks either exhibited preferential attachment to these 
institutions, or joined the network as part of an isolated cluster. Of 
the new institutions, foreign collaborators seldom stayed beyond 
five years, while local institutions seldom left after entering the 
field. Over the 13-year period, local collaboration activity 
persisted, while local-foreign collaborations were seen to decline. 
Over time, the network topology became more akin to that of a 
small-world network. The findings of the study may support 
innovation management by guiding institutional strategies for 
effective collaboration. 

OPSOMMING 

Die ontwikkeling van mediese toestelle in Suid-Afrika is ondersoek 
vir die periode 2001 tot 2013. Samewerkingsnetwerke vir vier 
sektore, naamlik die akademici, gesondheidsorg, die industrie en 
wetenskap en ondersteuning, is afgelei vanuit ŉ literatuurstudie. 
Sentraliteitmaatstawwe het die leidende instansies identifiseer. 
Nuwe rolspelers wat die netwerke betree het, het ŉ voorkeur 
getoon om saam met hierdie instansies te werk of het by die 
netwerk aangesluit as ŉ geïsoleerde groep. Onder die nuwe 
rolspelers het buitelandse medewerkers selde vir langer as vyf jaar 
betrokke gebly. Daarteenoor het plaaslike medewerkers selde die 
veld verlaat. Plaaslike samewerking het oor die verloop van die 13 
jaar volgehou, maar internasionale samewerking het afgeneem in 
die tydperk. Met die verloop van tyd het die netwerk-topologie tot 
ŉ netwerk soortgelyk aan ŉ klein-wêreld netwerk ontwikkel. Die 
bevindinge van hierdie studie mag die bestuur van innovasie 
ondersteun deur institusionele strategieë vir effektiewe 
samewerking te begelei.

 

1 INTRODUCTION 

Developing countries such as South Africa rely heavily on the importation of medical devices [1]. 
However, many of their citizens lack access to these devices due to various environmental, financial, 
and societal barriers [2]. Local development and production of context-appropriate medical devices, 
based on identified needs, is considered a way to overcome these challenges, increase access to 
devices, and ultimately, to improve health [3, 4, 5]. 
 
Medical device innovation is a cross-disciplinary endeavour, often involving collaboration across 
different sectors. The World Health Organization [5] has suggested that the development of health 
products for local needs relies on the combination of identifying health needs, providing a research 
base, and gaining support from industry. This aligns with the findings of Hicks and Katz [6], in which 
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three sectors are shown to be involved in medical device innovation: academia (A), in the form of 
higher education institutions; healthcare (H), comprising clinics, hospitals, and other medical 
facilities; and industry (I), companies, firms, organisations and individuals involved in the 
commercialisation of medical devices. Collaboration across these sectors is essential for medical 
device development due to the different resources offered by each sector: academia provides 
research insights and specialist equipment; healthcare identifies patient needs; and industry has 
R&D expertise and the ability to supply the devices to the public. Such multi-sector collaborations 
have been shown to offer collective benefits to the health and wealth of the United Kingdom [7]. 
 
The benefits of collaboration and knowledge networks, for health innovation broadly, have been 
recognised; collaboration is essential for addressing complex health problems involving multiple 
stakeholders through innovation that draws on multiple disciplines [8]. Collaboration networks have 
been proposed and studied as tools to support strategic planning for, and implementation and 
management of, developing countries’ efforts to address neglected diseases [8, 9, 10]. Analysis of 
such networks can form a basis for monitoring and evaluation of research productivity and the 
outcomes of decision-making and interventions, as well as for tracking institutional development 
[9]. The status and contributions of collaborative science and innovation networks can inform 
science and technology policy and management [9, 11, 12, 13]. 
 
Bibliometric analysis has been used to investigate the influence of collaboration on biomedical 
innovation. Lander [12] investigated the role of sectors in Canada’s infection and immunity network, 
while Chinchilla-Rodríguez et al. [14] examined collaboration patterns in medical research as a way 
to establish the scientific capacity of countries in South America. Fonseca et al. [9] assessed the 
evolution of a tuberculosis research and innovation network in Brazil, focusing on the activities of a 
large and geographically distributed public health institution, and with a view to generating 
evidence to support its science and technology management. McKelvey and Rake [15] found that 
companies’ links to biotechnology companies and academic institutions within their co-publication 
network supported product innovation in pharmaceutical cancer research. Chimhundu, de Jager & 
Douglas. [16] characterised the South African cardiovascular medical device innovation landscape, 
identifying the main actors within the field, investigating the extent of collaboration between 
sectors, and identifying the types of cardiovascular devices that have been produced. De Jager et 
al. [17] took a broader view than that of Chimhundu et al. [16] by considering the development of 
medical devices of all categories in South Africa in aggregate, over the period (2000-2013). 
 
Several of these studies applied social network analysis to bibliometric data to characterise the 
collaboration between authors and organisations. Social network analysis examines networks of 
individuals, teams, or organisations through their relationships, which are often defined as ‘co-
authorship’ on publications [18]. The methodology provides a set of metrics that are used to 
characterise and quantify these relationships. 
 
This paper examines the evolution of the collaborative network for medical device innovation in 
South Africa. Social network analysis was applied to bibliometric data, particularly co-authorship, 
in order to assess the development of institutional and sectoral contributions over the period 2001-
2013.  

2 THE EVOLUTION OF SCIENTIFIC NETWORKS 

Scientific collaborations provide a convenient way to study the dynamics of knowledge diffusion 
through networks that provide a route for information dissemination and knowledge production 
among scientists and inventors [19]. The structure of the network over which the transmission of 
information takes place has a significant effect on the production of knowledge and innovation [20]. 
In particular, small-world structures, which consist of “sparsely connected regions, with dense 
pockets of highly cohesive ties” [21], are thought to enhance information propagation [22] and 
knowledge and innovation production [19]. 
 
In scientific collaborations, co-authorship is an indicator of knowledge sharing [23, 24], presenting 
an example of how networks, as dynamic entities, evolve and adapt over time [25, 26]. Actors tend 
to join, participate, attract, compete, and disappear, which affects the strength of the collaboration 
[27]. 
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As networks evolve and expand, the number of actors increases. The total number of links also 
increases through connections being formed between new and old actors, as well as new connections 
being formed between old actors [24, 25]. New links appear between old actors as the network 
evolves, representing papers written by actors who were part of the network but had not previously 
collaborated [25]. Such internal links are known to affect both the topology and the dynamics of the 
network, and are subject to preferential attachment [28] — the tendency of actors to link with 
higher probability to those that already have a larger number of links [29]. Actors with many 
collaborators and high scientific prestige gain connections from actors who are newly entering the 
network [30]. 
 
Authorship based on collaboration usually takes place over a period of time, with five years typically 
considered the life-span of network links [19, 31, 32]. A five-year window period provides a relatively 
stable picture of collaboration, as it is long enough to smooth out yearly variation in publication 
rates by specific actors [12]. As it usually takes time to publish an article, a five-year window period 
caters for the delays and other factors that may interfere with publication. As networks are not 
fixed in time and place, but constantly evolve, a longitudinal view provides a more detailed analysis 
of the overall period than a cross-sectional one [33]. 

3 METHODOLOGY 

Bibliometric studies have been used to generate collaboration networks based on the co-authorship 
of journal publications [12, 14]. A similar approach is used here, in which collaboration activity for 
medical device development in South Africa is investigated with the aid of scientific publications. 
The dataset used in this paper is the same as that of de Jager et al. [17], which provided a static 
and aggregate overview of the medical device development landscape and where a more detailed 
description of the data acquisition methodology can be found. A summary of the data acquisition 
methodology is presented here. 
 
The term ‘medical device’ covers a broad range of technologies; consequently, a publication search 
based on the devices themselves is difficult to define. An alternative approach was used in which 
an exploratory publication search was structured around the three main sectors involved in 
biomedical innovation [6]. The South African institutions potentially involved in the field, from each 
sector, were identified: 23 universities in existence in South Africa at the end of 2013; 10 academic 
hospitals; and 32 companies known to be active in the medical device field through their registration 
with either the Medical Device Manufacturers South Africa (MDMSA), or the South African Medical 
Device Industry Association (SAMED). The institutions’ names, and the phrase ‘medical devices South 
Africa’, were used as search terms in online databases (Google Scholar and PubMed). The 
institutions’ websites were also searched for lists of research outputs. 
 
The search results were manually filtered to ensure that the publications retained had at least one 
co-author affiliated with a South African institution, and that the publication date fell within the 
period of interest (2001-2013). The publications were also required to discuss medical device 
development, in accordance with the medical device definition provided by the Global 
Harmonization Task Force (GHTF) of the World Health Organization [34]. The affiliations of the co-
authors were extracted and used to generate a collaboration network in which nodes represented 
institutions. These institutions were categorised as belonging to one of four sectors: the A-, H-, and 
I-sectors previously mentioned, and a fourth, science and support (S-sector), consisting of non-
government organisations, non-profit organisations, science councils, other research facilities, and 
designated special interest groups. 
 
The growth of the medical device landscape over time was investigated using a five-year moving 
window over the 13-year period to produce a set of nine networks. The window length of five years 
was selected to correspond with the expected life-span of an ‘edge’ in a collaboration network [19, 
31]. An edge is the tie between nodes within a network (institutions in this case) that exists if the 
institutions have collaborated on a publication. The thickness of the edge is weighted according to 
the number of such publications. The networks were generated and further analysed using UCINET 
(version 6.474) [35] and NetDraw (version 2.131) [36]. 
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3.1 Centrality measures 

Dominant institutions within each five-year network were identified by calculating centrality 
measures [37, 38] for each of the nodes. The centrality measures were normalised, as indicated in 
equations 1 to 3, to allow comparison across networks of different size [39]. 

3.1.1 Degree centrality 

The nodal degree, CD(ni), represents the number of edges through which node ni is linked to other 

nodes. Normalised degree centrality, CD(ni) (Eq. 1), is found through dividing by one less than the 
total number of nodes, n, in the network [40]. All degree values presented in this paper were 
calculated for non-weighted edges, as such degree values represent the number of institutions to 
which an actor is connected, or the extent to which a node is interconnected [41, 42]; nodes with a 
high degree are considered to have more favoured positions (more access to network resources, less 
dependence on other nodes). 
 

𝐶′𝐷(𝑛𝑖) =
𝐶𝐷(𝑛𝑖)

(𝑛−1)
 Equation 1 

3.1.2 Closeness centrality 

‘Closeness’ is typically defined as the inverse sum of the shortest distance between a focal node and 
all other nodes in the network [39]. However, Opsahl et al. [43] pointed to a limitation of this 
approach: that all nodes are to be found within the same network component, as the distance 
between two nodes from different components is not finite. They went on to suggest summing the 
inverse distances as a way to overcome this limitation while maintaining the original idea behind 
the measure — that is, to quantify how long it takes for information to spread from a given node to 
others in the network [44, 45]. Equation 2 gives the normalised version of the alternate closeness 
measure [46], where d(ni, nj) represents the shortest path (i.e., the lowest total number of edges) 
linking nodes ni and nj [40]. 
 
By using the approach of Opsahl et al. [46], we can rank all the nodes for the network as a whole, 
as opposed to the Freeman [39] method, where nodes can only be ranked within each component. 
 

𝐶′𝐶(𝑛𝑖) =
1

(𝑛−1)
∑

1

𝑑(𝑛𝑖,𝑛𝑗)

𝑛
𝑗  Equation 2 

3.1.3 Betweenness centrality 

‘Betweenness’, CB(ni), is the number of times node ni falls on the shortest path between all other 
pairs of nodes in the network, divided by the total number of node pairs [39]. It measures the 
influence a node has on information flow within the network [43]. The measure is normalised in 
Equation 3 through division by the maximum possible number of shortest paths, excluding the node 
under consideration [47]. 
 

𝐶′𝐵(𝑛𝑖) =
2×𝐶𝐵(𝑛𝑖)

(𝑛2−3𝑛+2)
 Equation 3 

3.1.4 Group density 

The extent of collaboration between local and foreign institutions was evaluated through the use of 
group densities, a network analysis metric that quantifies interconnectedness between groups of 
nodes within the network by dividing the sum of edges between the nodes by the maximum possible 
number of edges that could exist. Group densities provide a measure of the speed with which 
information exchange occurs within and between the groups [38]. 

3.2 Preferential attachment 

Abbasi, Hossain, & Leydesdorff [48] presented a methodology for quantifying preferential attachment 
within networks. First they characterised the frequency with which nodes move in and out of 
networks by considering: (i) the total number of nodes in each window period; (ii) the number of 
old nodes remaining in the network that were also present in the previous window period; (iii) the 
number of new nodes joining the network that were not present in the previous window period; and 
(iv) the number of old nodes leaving the network (i.e., nodes that were present in the previous 
window period that are no longer present in the current window period). This was further expanded 
by counting the number of new nodes that formed attachments to another new node or an old node. 
Note that it is possible for a single new node to form attachments to both a new and an old node 
when entering the network. A similar analysis was carried out in which the number of old nodes 
forming attachments to new nodes or other old nodes was counted. The number of old nodes that 
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terminated an edge connection with at least one remaining node were also counted (i.e., an edge 
existed between the nodes in the previous window period; in the current window period the edge 
no longer existed, even though both nodes were still present in the network). 
 
Next, Abbasi et al. [48] investigated how the position of old nodes within the network impacted on 
the number of new nodes attaching to them by comparing the centrality measures of the old nodes 
with the average number of new nodes forming attachments. This was achieved using the mean of 
each centrality measure as a threshold for dividing old nodes into two categories, high or low, 
according to the centrality measure of each individual old node. The number of new nodes falling 
within each category, as a percentage of all new nodes, could then be calculated. 
 
In this paper, the analysis of Abbasi et al. [48] was applied to local and foreign institutions (nodes) 
separately, allowing the movement of local and foreign entities to be investigated independently. 

3.3 Small-world networks 

The clustering coefficient is a measure of local network structure [22, 49] and quantifies the 
tendency of nodes to form densely connected neighbourhoods or clusters within the network [19, 
38]. It is typically calculated by finding the density of all nodes directly connected to an actor (i.e., 
the actor’s local neighbourhood), repeating this calculation for all nodes within the network and 
taking the average as the clustering coefficient for the entire network [38]. 
 
Global network structure is measured using average path length, defined as the shortest path 
(number of edges traversed) between any two nodes within a network, averaged over all pairs of 
nodes [22]. It is considered a global measure, as the topology of the entire network must be known 
in order to calculate it [49]. Average path length quantifies how close together nodes are [38], with 
high values indicating that, for two nodes to communicate, information must pass through a large 
number of intermediaries [49]. 
 
A small-world network is characterised by a high clustering coefficient and short average path length 
[22]; however there are no threshold clustering coefficient or path length values for which a network 
is considered to be small-world. Typically, the expected clustering coefficient and average path 
length for a random-network of a given size (number of nodes) is found. These expected values are 
then compared against the actual-network values. 
 
The expected random-network clustering coefficient (CCr) and random-network average path length 
(PLr) can be found using equations 4 and 5 respectively [50]; n represents the size of the network 
(number of nodes), while k represents the average degree (average number of edges per node). A 
small-world measure (SW) can then be calculated (Eq. 6) using the random-network values as well 
as the actual-network clustering coefficient (CCa) and average path length (PLa). This SW measure 
has frequently been used in the literature [19, 49, 51, 52], although it is only found for the largest 
component in the network. 
 

𝐶𝐶𝑟 ≈
𝑘

𝑛
  Equation 4 

 

𝑃𝐿𝑟 ≈
ln 𝑛

ln𝑘
 Equation 5 

 

𝑆𝑊 =
𝐶𝐶𝑎 𝐶𝐶𝑟⁄

𝑃𝐿𝑎 𝑃𝐿𝑟⁄
 Equation 6 

 
Small-world networks tend to have CCa > CCr and PLa ≈ PLr [49]. However, as the SW measure typically 
increases in value as network size increases, there is no critical SW index at which networks are 
defined as being small-world. Consequently, the SW measure needs to be assessed through 
comparison with existing small-world studies, from which it can be inferred whether or not a network 
has small-world tendencies. 

4 RESULTS AND DISCUSSION 

The search results over the 13-year period consisted of 171 publications, from which 116 institutions 
were identified through co-author affiliations. The publications were sorted, according to their 
publication dates, into the nine overlapping window periods generated using the five-year moving 
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window. Table 1 lists the number of publications found for each window period, as well as the 
number of collaborations and institutions, both local and foreign, that were associated with the 
relevant publications. Table 2 shows the number of institutions, broken down by sector. 

Table 1: Publication characteristics for each window period 

Window 
No. of 
pub 

No. of 
collaborations 

No. of 
institutions 

Average no. of 

local foreign 
institutions 
/publication 

collaborations 
/institution 

2001-05 25 51 18 12 2.16 1.70 

2002-06 38 70 25 17 2.16 1.67 

2003-07 44 90 27 17 2.16 2.05 

2004-08 60 119 31 22 2.12 2.25 

2005-09 71 129 34 23 2.01 2.26 

2006-10 92 165 43 27 1.99 2.36 

2007-11 95 207 41 34 2.07 2.76 

2008-12 109 230 44 38 2.07 2.80 

2009-13 101 236 40 40 2.20 2.95 

Table 2: Sectoral characteristics for each window period 

Window 

No. of institutions 

Academic Healthcare Industry Science & support 

local foreign local foreign local foreign local foreign 

2001-05 7 8 5 3 1 1 5 0 

2002-06 7 11 10 5 2 1 6 0 

2003-07 8 10 11 6 3 1 5 0 

2004-08 8 12 12 7 4 3 7 0 

2005-09 9 12 13 7 6 4 6 0 

2006-10 10 15 20 6 8 6 5 0 

2007-11 11 18 18 6 7 8 5 2 

2008-12 11 21 17 6 8 9 8 2 

2009-13 10 23 18 5 7 9 5 3 

 
The number of publications, collaborations, and institutions (both local and foreign) tended to 
increase with time, suggesting that the medical device innovation network in South Africa is evolving 
and expanding. However, the ratio of local to foreign institutions decreased: a ratio of 1.5:1 was 
seen in the first window period (2001-2005); but the ratio had dropped to 1:1 by the last window 
period (2009-2013). The average number of institutions per publication remained fairly constant 
across all window periods. 
 
In the A-sector, the number of both local and foreign institutions was seen to increase with time, 
although the rate at which they increased differed. The number of local academic institutions was 
only slightly lower than that of foreign institutions in 2001-2005, but by 2009-2013 the number of 
foreign institutions was more than double the number of local ones. The large number of foreign 
universities is possibly due to universities being encouraged to engage in international collaborations 
[53]. This is a global trend that has become particularly noticeable in scientific collaborations over 
the last decade [54]. The A-sector was also the largest of the four across all window periods. This 
could in part be due to the inherent bias of the data set (discussed later), but it may also be a 
consequence of the prominent role played by universities in the type of collaboration being 
examined. 
 
The second-largest sector overall was the H-sector. However, this was the largest sector by the 
2009-2013 period, when considering only local institutions. The large increase in local H-sector 
actors over time may indicate that hospitals are steadily becoming more involved in the medical 
device innovation process. The number of companies from the I-sector, both local and foreign, 
increased over time, while the number of local S-sector institutions stayed more or less constant — 
possibly an indication of a small and fairly stable sector. Foreign S-sector institutions only featured 
in the last three window periods. 
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4.1 Visualising network evolution 

For each window period, a network was generated using the publications falling within the five-year 
window (nodes = institutions; edges = co-authored publications). Figure 1 shows the nine networks, 
representing the evolution of the medical device innovation landscape over the entire period 2001-
2013. The shape of the nodes represents the sectors to which the institutions belong; node colour 
distinguishes local and foreign institutions; node size is scaled according to node degree. 
 

 

Figure 1: Collaboration networks for the period 2001-2013 generated using a five-year moving 
window. Node size is scaled according to the node’s degree centrality measure. Nine 

overlapping five-year periods are presented. Labelled nodes correspond with the highest 
ranked nodes listed in Figures 2 to 4. Full institution names are listed in the Appendix. 

The size of the collaboration networks tends to increase with time. This increase may be attributed 
to two factors: 
 
1. An increase in the number of nodes. As new institutions become active in medical device 

innovation, they appear as new nodes entering the network. This would be indicative of an 
increase in medical device development capacity. Local nodes would directly increase the local 
capacity, while foreign nodes would potentially increase the knowledge base and resources 
available for local development. 

2. An increase in the number of edges in the network can occur in two ways: first, institutions 
already within the network that have not previously collaborated produce a publication 
together; and second, an increase in the number of publications produced by institutions with 
a previously established collaborative relationship results in an increase in the weighting of the 
edges. Both of these instances are indicative of an increase in collaborative activity. 
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The average number of institutions per publication remaining fairly constant over the 13-year period 
(see Table 1) implies that the increase in network size can be attributed to an increase in the number 
of publications, with the introduction of new institutions into the network and new ties within the 
network. The networks therefore show an increase in collaborative activity, as confirmed by the 
increase seen in the average number of collaborations per institution. 

4.2 Identifying dominant institutions 

The dominant institutions were identified by calculating centrality measures for each of the nodes. 
Figures 2 to 4 show scatter plots of the normalised centrality measures for all nine window periods. 
Marker shape and colour are used to distinguish between node sector and location (local or foreign). 
The top five ranking nodes within each window period are listed at the top of the figures. 
 

 

Figure 2: Distribution of the normalised degree centrality measure. The top five ranked 
institutions are listed [abbreviation (sector-location)]. Multiple institutions assigned the same 
rank represent institutions with identical centrality measures. Full institution names are listed 

in the Appendix. 
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Figure 3: Distribution of the normalised closeness centrality measure. The top five ranked 
institutions are listed [abbreviation (sector-location)]. Multiple institutions assigned the same 
rank represent institutions with identical centrality measures. Full institution names are listed 

in the Appendix. 
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Figure 4: Distribution of the normalised betweenness centrality measure. The top five ranked 
institutions are listed [abbreviation (sector-location)]. Multiple institutions assigned the same 
rank represent institutions with identical centrality measures. Full institution names are listed 

in the Appendix. 
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The degree centrality (Figure 2) was calculated using non-weighted edges, so that the dominance of 
the node was attributed to the number of different institutions to which it was connected and not 
the number of times the node has produced publications with the same institutions. The values did 
not vary greatly between window periods, indicating that the average number of connections a node 
has, relative to the size of the network, remained consistent with time. Local institutions, 
predominantly from the A and H-sectors, were seen to have the highest degree centralities (> 0.1), 
indicative of local institutions tending to create numerous connections, compared with the foreign 
institutions, which tended to have low degree centralities (< 0.1). Most likely foreign institutions 
work on a single publication with a local collaborator, while local institutions have many publications 
and consequently many collaborators. 
 
All nine networks consisted of multiple components (see Figure 1). Consequently, closeness was 
calculated for the entire network using the method presented by Opsahl et al. [43] to find the sum 
of inverse distances. Figure 3 shows that the closeness values tended to increase with time, as 
closeness is a measure of how much a node affects the speed of propagation of information; this 
would imply that the nodes became ever more interconnected. This conclusion is further supported 
by considering the nine networks in Figure 1, where it is seen that the size of the largest component 
tended to increase with time due to the formation of connections with several of the nodes from 
previously isolated clusters. By 2009-2013, the nodes within the largest component had become far 
more interconnected, resulting in an increase in the rate of information flow (closeness metric). 
These observations indicate that the establishment of pathways in a network for efficient 
information exchange takes time. Figure 3 also shows that the local actors tended to have the 
highest closeness centralities, and to be dominated by the top five ranked actors. However, outside 
of the top five, there seemed to be an even mix of local and foreign actors, suggesting that, on 
average, the position of the local actors within the network, in terms of their closeness to other 
actors, is no better than that of the foreign actors. 
 
Two observations can be made for the betweenness measures shown in Figure 4. First, the 
betweenness measure of the top-ranking nodes tended to increase with time. Second, across all 
window periods, many of the same institutions were seen to feature within the top-ranking nodes. 
These observations indicate stronger brokerage roles developing over time for specific nodes, which 
can also be observed in Figure 1, with high-ranked nodes remaining at the centre of ever bigger 
clusters. Figure 4 also shows that the number of nodes with a non-zero betweenness value increased 
with time — an indication of more actors establishing themselves in the field and having a direct 
effect on the flow of information. 
 
Over the 13-year period, some variation was seen in the top-ranked institutions for all centrality 
measures. However, a few institutions featured consistently — specifically, the University of Cape 
Town (UCT), Stellenbosch University (SUN), and the University of the Witwatersrand (WITS) from the 
local A-sector, and Groote Schuur Hospital (GSH) from the local H-sector. The foreign Kuros 
Biosurgery (KB) was the only actor from the I-sector to feature, and then only in the degree and 
closeness measures for the early window periods. Similarly, only one actor featured from the S-
sector —the local Council for Scientific and Industrial Research (CSIR) — and then only in the 
betweenness measure. The number of dominant foreign institutions decreased with time, while 
more local institutions became dominant. This is particularly evident when comparing the first and 
last window periods: eight of the 17 top-ranked positions were occupied by foreign institutions in 
the first period (2001-2005), compared with no foreign occupied positions (out of 15) in the last 
period (2009-2013). 

4.3 Local versus foreign collaboration 

Group densities were calculated for local and foreign nodes for each window period. Two 
collaboration types were of interest: within-group density for local nodes, and between-group 
density for local-foreign collaboration. Figure 5 shows the trend lines across the entire 13-year 
period for both collaboration types. 
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Figure 5: Local-local and local-foreign collaboration denoted, using within-group and between-
group densities respectively. 

Local institutions were seen to collaborate more readily with each other than with foreign 
institutions. Generally, the local-local collaborations remained consistent over the 13-year period, 
while local-foreign collaborations declined. Thus the local influence is more dominant within the 
South African landscape than the foreign influence, despite the overall number of foreign institutions 
increasing with time.  

4.4 Movement of nodes 

Table 2 shows the number of local institutions joining, remaining within, or leaving the network, for 
each window period. The number of new local institutions joining the network by forming 
attachments to either new or old local institutions is also shown. Similarly, the attachment 
frequency for old local institutions is presented, along with the number of such institutions that 
discontinued an attachment (collaboration) without the institution having left the network. Table 3 
shows a similar analysis for foreign institutions. 
 
Local institutions tend to enter the network at a higher rate than that at which they leave, while 
foreign institutions tend to enter and leave the network at about the same rate. This accounts for 
the mostly zero attachment frequencies for old foreign nodes, and the low discontinued 
collaboration rates. Collaborations are only considered to be discontinued if both nodes are still 
present in the network but are no longer attached. If the nodes left the network, the collaboration 
(although no longer existent) is not included in the discontinued count. Old local institutions were 
also seen to continue making new attachments over time, while old foreign institutions did not. 
 
Overall there was substantial movement in and out of the network for both local and foreign nodes, 
suggesting that the network is dynamic [27]. The result is a continual change of resources and 
knowledge over time. In any given window period, some of the new nodes entering the network 
formed connections with nodes already established within the network. 
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Table 2: Attachment frequency of local institutions 

Window 

No. of local institutions 

Attachments of newly 

entering local 

institutions 

New attachments of 

local institutions 

already in the network Endedd 

total olda newb leavingc 
new 

local 
old local new local old local 

2001-05 18         

2002-06 25 18 7 0 2 (29%) 5 (71%) 7 (39%) 2 (11%) 0 (0%) 

2003-07 27 23 4 2 0 (0%) 4 (100%) 6 (26%) 5 (22%) 4 (17%) 

2004-08 31 26 5 1 3 (60%) 2 (40%) 2 (8%) 3 (12%) 2 (8%) 

2005-09 34 28 6 3 2 (33%) 5 (83%) 2 (7%) 0 (0%) 6 (21%) 

2006-10 43 33 10 1 8 (80%) 9 (90%) 3 (9%) 3 (9%) 4 (12%) 

2007-11 41 39 2 4 0 (0%) 2 (100%) 3 (8%) 3 (8%) 8 (21%) 

2008-12 44 39 5 2 2 (40%) 5 (100%) 7 (18%) 6 (15%) 7 (18%) 

2009-13 40 38 2 6 0 (0%) 2 (100%) 3 (8%) 4 (11%) 5 (13%) 
aInstitutions from the previous window period still present in the current window period. 
bNew institutions joining the network. 
cInstitutions from the previous window period no longer present in the current window period. 
dCollaborations that have discontinued between persisting institutions. 

Table 3: Attachment frequency of foreign institutions 

Window 

No. of foreign institutions 

Attachments of 

newly entering local 

institutions 

New attachments of 

local institutions 

already in the 

network 
Endedd 

total olda newb leavingc 
new 

local 
old local 

new 

local 
old local 

2001-05 12         

2002-06 17 12 5 0 2 (40%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 

2003-07 17 14 3 3 2 (67%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 

2004-08 22 17 5 0 4 (80%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 

2005-09 23 17 6 5 6 (100%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 

2006-10 27 19 8 4 2 (25%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 

2007-11 34 23 11 4 9 (82%) 0 (0%) 0 (0%) 0 (0%) 1 (4%) 

2008-12 38 31 7 3 2 (29%) 2 (29%) 2 (6%) 0 (0%) 0 (0%) 

2009-13 40 35 5 3 2 (40%) 3 (60%) 2 (6%) 0 (0%) 1 (3%) 
aInstitutions from the previous window period still present in the current window period.  
bNew institutions joining the network. 
cInstitutions from the previous window period no longer present in the current window period.  
dCollaborations that have discontinued between persisting institutions. 

 
Figure 6 shows the percentage of all new institutions found to form attachments to old institutions 
with high or low centrality measures. The analysis differentiates between local and foreign 
institutions being the new nodes entering the network, as well as being the old nodes to which new 
attachments are formed. Echoing the results of Tables 2 and 3, we see that the new institutions 
(both local and foreign) tend to attach to old local institutions more readily than to old foreign 
institutions. (Figures 6(a) and 6(c) show a higher percentage of new nodes forming attachments than 
do Figures 6(b) and 6(d).) 
 
Figures 6(a) and 6(c) also show that, in the earlier periods (2002-2006; 2003-2007), more new 
institutions (local and foreign) attached to local institutions with low centrality measures, while in 
the later years (2004-2008 onwards) the opposite was true. This may be attributed to the infancy of 
the medical device development field in South Africa during the earlier periods. During this time, 
when new entities entered the network, they were just as likely to form collaborations with low-
ranking nodes as they were to high-ranking nodes. However, after the field matured and the 
dominant institutions had started to establish themselves, most new entities joining the network 
displayed tendencies of preferential attachment. All three centrality measures (degree, 
betweenness, closeness) showed similar trends for both the high and low categories. 
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Figure 6: Percentage of all newly entering institutions forming attachments to old institutions 
with high or low centrality measures. 

Also, through visual inspection of Figure 1, some of the new nodes appear to have entered the 
network as isolated clusters, thus not exhibiting preferential attachment. For the local institutions 
in the 2001-2005 isolated clusters, two trends were noted with time: the institutions either 
disappeared from the network, or established new links and were absorbed into the largest 
component of the network. In the case of the foreign institutions in the isolated clusters, all the 
nodes fell away. 
 
For the first four window periods (2001-2005 to 2004-2008), nodes remaining in the network for 
longer than five years (indicative of actors co-authoring more than one publication) were identified; 
20 out of 34 (59%) local institutions and 5 out of 25 (20%) foreign institutions were found to remain 
in the network. Once again, these results show that local collaborators tended to become more 
established in the innovation landscape over time, engaging in new collaborations, while foreign 
collaborators tended to engage in a single collaboration and then disappear. This observation further 
adds to our understanding of the trends seen in Figure 5. 
 
Typically, the foreign collaborators that were present for longer than five years were seen to exhibit 
preferential attachment, as opposed to entering the landscape in an isolated cluster. This 
corresponds with the findings of Owen-Smith & Powell [55], that both geographic proximity and the 
formation of ties to a dense regional network influence the establishment of formal linkages. 
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4.5 Changing network structure 

Table 4 shows the small-world measure found for the largest component in each of the nine networks 
(Figure 1). Montoya & Solé [56] showed that a small network with n = 134 and k = 8.70 exhibited 
small-world patterns. Eslami, Ebadi & Schiffauerova [19] found the SW measure of this network to be 
3.4. Considering that the sizes (n) of the nine networks are all less than 134, and that SW > 3.4 for 
all but the 2001-2005 network, we can infer that the SW measures obtained are indicative of small-
world behaviour within the medical device innovation field in South Africa. This tendency is also 
seen to increase as the network evolves, which typically indicates more efficient knowledge transfer 
within the network over time. Further case study analysis would be required to ascertain what the 
implications would be for the quality of medical devices developed. 

Table 4: Small-world network statistics for the largest component within each window period 

Window No. of edges n k SW 

2001-05 64 15 4.267 3.047 

2002-06 88 23 3.826 4.694 

2003-07 126 29 4.345 5.706 

2004-08 150 33 4.545 6.323 

2005-09 166 36 4.611 7.263 

2006-10 246 57 4.316 10.307 

2007-11 324 65 4.985 9.981 

2008-12 352 72 4.889 12.430 

2009-13 386 77 5.013 14.131 

4.6 Bias and other limitations of the data set 

The data set presented has an inherent bias in that scientific publications are highly relevant for 
only one of the four sectors considered — academia. Furthermore, Laudel [57] points out that not 
all collaborations are formally acknowledged through co-authorship, and it should thus only be 
considered as a partial indicator of collaboration at the micro-level (i.e., individual collaborators). 
Finally, due to the nature of medical devices, it was not possible to conduct an exhaustive search 
of relevant publications, which resulted in the exploratory search methodology used; thus not all 
relevant publications would have been found. 
 
Laudel [57] does point out, however, that at the macro-level (i.e., the institutional level), the co-
authorship bias does not seem to influence comparisons between national and international 
collaborations. Therefore, the current data set, although not complete, has value in providing initial 
insights into the evolution of medical device development activity in South Africa, about which very 
little is currently known. The shortcomings of the present study may be addressed in future research 
with a more robust data set in which hidden collaborations are made more visible, possibly through 
analysis of the acknowledgements in scientific publications, and by introducing other data sources 
(e.g., patents). 

4.7 Implications for innovation management 

The results of social network analysis may assist in the management of health innovation activities, 
as suggested by Fonseca et al. [9] for research and innovation related to tuberculosis, and by Morel 
et al. [10] for neglected disease research, both in Brazil. For example, the network might enable 
decision-makers to identify organisations playing central roles, or located at critical network 
positions, and to identify collaborative groups [10]. In the collaborative network for medical device 
innovation in South Africa that has been presented, central institutions have been identified that 
play a role in grounding the network, enabling knowledge diffusion and attracting new actors to the 
network. Pathways for new institutions entering the network and becoming established have been 
examined, and these provide opportunities for new actors to enter the network. The role of foreign 
institutions has also been considered; their short-term presence in the network may have a 
stimulating effect on local innovation activity, and decision-makers may therefore consider ways in 
which organisations might encourage foreign collaboration. 
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5 CONCLUSIONS 

The results presented here give insight into the collaborative activities that have occurred over a 
13-year period by identifying the key actors and presenting trends seen in the development of the 
medical device field. New institutions were seen to enter the field in multiple ways, exhibiting 
preferential attachment, as well as entering in isolation. Most of the foreign actors joining the field 
left after a single collaborative contribution, while local actors endured. The evolution of the 
network was such that the small-world tendencies increased with time, indicating that knowledge 
was ever more efficiently diffused as the field matured.  
 
The continued growth and establishment of an innovation field within a developing setting such as 
South Africa is encouraging to see. The knowledge derived from this network analysis may support 
medical device innovation management in South Africa by guiding institutional strategies for 
effective collaboration. The knowledge base on medical device innovation could also be harnessed 
and used to advance the WHO goal of locally developed, accessible medical devices, provided that 
appropriate policy intervention is introduced. Such policy intervention might be guided in terms of 
the kind of collaboration that is supported by the analysis presented here, and by the further studies 
that have been recommended. 
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APPENDIX 

Abbreviation Full name Location 

CUT Central University of Technology local 

EPFL Ecole Polytechnique Fédérale de Lausanne foreign 

HU Harvard University foreign 

SUN Stellenbosch University local 

UCT University of Cape Town local 

UFS University of the Free State local 

UL University of Limpopo local 

UP University of Pretoria local 

UV University of Vienna foreign 

WITS University of the Witwatersrand local 

GSH Groote Schuur Hospital local 

HL Hospital Lainz foreign 

KEH King Edward Hospital local 

RCCH Red Cross Children’s Hospital local 

TH Tygerberg Hospital local 

KB Kuros Biosurgery foreign 

CSIR Council for Scientific and Industrial Research local 

 
 


