
RESONANCES FOR THIN BARRIERS ON THE CIRCLE

JEFFREY GALKOWSKI

Abstract. We study high energy resonances for the operator −∆V,∂Ω := −∆ + δ∂Ω ⊗ V when
V has strong frequency dependence. The operator −∆V,∂Ω is a Hamiltonian used to model both
quantum corrals [1, 2] and leaky quantum graphs [10]. Since highly frequency dependent delta
potentials are out of reach of the more general techniques in [11, 13], we study the special case
where Ω = B(0, 1) ⊂ R2 and V ≡ h−αV0 > 0 with α ≤ 1. Here h−1 ∼ Reλ is the frequency.
We give sharp bounds on the size of resonance free regions for α ≤ 1 and the location of bands
of resonances when 5/6 ≤ α ≤ 1. Finally, we give a lower bound on the number of resonances in
logarithmic size strips: −M log Reλ ≤ Imλ ≤ 0.

1. Introduction

Scattering by potentials is used in mathematics and physics to study long term behavior of
waves in many physical systems (see for example [3],[9], [14], and [23] the references therein).
Examples include the study of acoustics in concert halls, scattering of gravitational waves by
black holes and scattering in open microwave cavities.

Recently, there has been interest in scattering by quantum corrals that are constructed using
scanning tunneling microscopes [1, 2, 6] and in scattering by leaky quantum graphs [10]. One
model used in the theoretical understanding of these systems is a delta function potential on the
boundary of a domain Ω ⊂ Rd (see for example [7, 10]). The papers [11, 13] began the rigorous
study of scattering by delta function potentials on hypersurfaces.

In [13, Theorem 1.4], Smith and the author show that solutions to

(1) (∂2
t −∆ + δ∂Ω ⊗ V )u = 0

where δ∂Ω is the Hausdorff d−1 measure on the hypersurface, ∂Ω ⊂ Rd (d odd) and V : L2(∂Ω)→
L2(∂Ω), have, for any K a compact subset of Rd, expansions roughly of the form

(2) u(t, x) ∼
∑
λ∈Res

e−itλaλuλ(x), x ∈ K b Rd

where Res is the (discrete) set of scattering resonances. Thus, the real and (negative) imaginary
parts of resonances correspond respectively to the frequency and decay rate of the associated
resonant state, uλ(x). Here a resonant state at λ is a nonzero outgoing solution to

(−∆ + δ∂Ω ⊗−λ2)u = 0.

The expression (2) is similar to the expansion in terms of eigenvalues that one obtains for the
solution of the wave equation on a compact manifold. Hence, for leaky systems, scattering res-
onances play the role of eigenvalues in the closed setting. Resonance expansions like (2) appear
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Figure 1.1. We show the power spectrum recovered from waves after a long
period in blue. The resonances associated with this power spectrum are shown
in red. A resonance close to the real axis causes a thin and narrow spike, while
one further from the real axis causes a broader peak. Thus the bulk of the energy
is contained where resonances are close to the real axis. Power spectra like those
shown are often used in experiments to recover resonances.

in a wide variety of scattering problems (see for example [9, Sections 3.2 ,4.6] [5, 18] and the
references therein).

As can be seen from (2), resonances close to the real axis give information about long term
behavior of waves. Since the seminal work of Lax–Phillips [14] and Vainberg [19], (asymptoti-
cally) resonance free regions near the real axis have been used to understand decay of waves. In
particular, if there are no resonances, λ, with |Reλ| ≥ M and Imλ > −γ, then there are only
finitely many λ ∈ Res with Imλ > −γ. Thus, an expansion of the form (2) implies

(3) u(t, x) ∼
∑
λ∈Res

Imλ>−γ

e−itλaλuλ(x) + O(e−tγ), x ∈ K b Rd.

That is, in any compact set, there is a (non-orthogonal) expansion of u(t, x) into time harmonic
pieces up to an exponentially decaying error. Moreover, if there are no resonances with |Reλ| ≥M
and Imλ ≥ −C log |Reλ|, then the error term in (3) becomes smoother as t → ∞ (see [12] and
the references therein.)

While the spectral analysis of −∆ + V ⊗ δ∂Ω below applies equally well to the analysis of the
Schrödinger equation

(i∂t −∆V,∂Ω)u = 0,

expansions of the form (3) generally do not hold. Instead, one must take initial data u(0), ut(0)
concentrated at frequency ∼ λ. Then, under various assumptions on resonances, one obtains
weaker versions of (2) (see for example [4, 8, 15] [9, Chapter 7]).
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Let −∆V,∂Ω be the unbounded operator −∆V,∂Ω := −∆ + δ∂Ω ⊗ V. We assume that ∂Ω ⊂ Rd
is a smooth, bounded hypersurface. (For more general assumptions see [11, 13].) We take V
a bounded operator on L2(∂Ω). For u ∈ H1

loc(Rd), we define (V ⊗ δ∂Ω)u := (V u|∂Ω)δ∂Ω. (See
Section 2.2 for the formal definition of −∆V,∂Ω.)

Remark 1. Just as for V ∈ L∞comp, −∆V,∂Ω has L2 spectrum bounded from below with essential
spectrum equal to [0,∞). However, unlike for V ∈ L∞comp, −∆∂Ω may have embedded eigenvalues
(see [13, Sections 2.1, 7]).

The precise definition of a scattering resonance for −∆V,∂Ω is a pole of the meromorphic con-
tinuation of the resolvent

RV (λ) = (−∆V,∂Ω − λ2)−1 ,

from Imλ � 1. Because we are interested in asymptotically resonance free regions near the real
axis, and in particular, |Reλ| � 1, it is convenient to rescale λ = z/h with h� 1 and write

RV (z/h) = h2(−h2∆V,∂Ω − z2)−1.

Thus, we study the poles of
(4) (−h2∆V,∂Ω − z2)−1 = (−h2∆ + (hδ∂Ω ⊗ hV )− z2)−1.

In typical physical systems such as quantum corrals considered in [2] and concert halls, inter-
actions between barriers and waves are frequency dependent. One natural model where this is
the case is the quantum point interaction in one dimension. This object is understood using the
operator on L2(R)
(5) −h2∆ + V ⊗ δ(x/h) = −h2∆ + h−1(hδ(x)⊗ hV ).
This type of operator also appears when considering delta function potentials on domains of scale
comparable to the frequency of interest
(6) −∆ + δ(x− h−1) + δ(x+ h−1).
In particular, rescaling with hy = x results in the operator

−h2∆ + δ((y − 1)/h) + δ((y + 1)/h) = −h2∆ + hδ(y − 1) + hδ(y + 1).
Both (5) and (6) correspond to letting V ∼ h−1 in (4). Thus, the natural upper bound on V is
‖V ‖L2→L2 ≤ Ch−1.

One additional way in which this type of operator appears is in the wave equation
(∂2
t −∆ + iδ∂Ω ⊗ (〈a, ∂x〉+ a0∂t))u = 0.

If we formally take the Fourier transform in time, we arrive at
[−∆ + λδ∂Ω ⊗ (〈λ−1a, ∂x〉 − ia0)− λ2]û = 0

and, rescaling λ = z/h gives
(7) [−h2∆ + z(hδ∂Ω ⊗ (〈z−1a, h∂x〉 − ia0))− z2]û = 0.

To understand how resonances behave for highly frequency dependent potentials, we consider a
model potential which depends strongly on frequency (∼ h−1). In particular, we consider −∆V,∂Ω
when Ω = B(0, 1) ⊂ R2 and V ≡ h−αV0 for α ≤ 1, and V0 > 0 is a constant independent of h.
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Some progress has been made toward understanding the distribution of resonances for delta
potentials depending on frequency. In [13], Smith and the author demonstrate the existence of a
logarithmic resonance free region for a very general class of Ω. The results imply the existence
of logarithmic resonance free regions in our case when α < 2/3. In [11], the present author gives
sharp bounds on the size of the resonance free region when V ∈ h−αC∞(∂Ω) with α < 2/3 and Ω
a smooth strictly convex domain. Because α < 2/3, we think of the potentials considered in [11]
and [13] as depending mildly on frequency.

However, the quantum point interaction (5), large domain (6), and first order delta potential (7)
correspond to a potential which depends strongly on frequency (α = 1). The range 2/3 ≤ α ≤ 1
is out of reach using the techniques from [11, 13] because of a complication in the microlocal
analysis near trajectories tangent to the boundary of Ω, glancing trajectories.

Denote the set of rescaled resonances for −∆V,∂Ω by

(8) Λ(h) := {z ∈ [1− ch3/4, 1 + ch3/4] + i[−Mh log h−1, 0] : z/h is a resonance of −∆V,∂Ω}.

Our first theorem proves the existence of resonance free regions for α ≤ 1 and bands of resonance
free regions for 1 ≥ α ≥ 5/6.

Theorem 1. Let Ω = B(0, 1) ⊂ R2 and V ≡ h−αV0 > 0. Then for all ε > 0, M > 0 there exists
hε,M > 0 such that for 0 < h < hε,M ,

Λ(h) ⊂


{
− Im z ≥ 1− α

2 h log h−1 − h

2 log V0
2 − εh

}
∪
{
− Im z ≥Mh log h−1

}
α < 5/6

{
| − Im zh2/3−2α − CV0,N | < ε

}
∪
{
− Im z ≥Mh2α−2/3

}
5/6 ≤ α ≤ 1

where

CV0,N :=
3√2

8π2V 2
0 |A−(−ζN )3Ai′(−ζN )|

and −ζN is the N th zero of the Airy function Ai(s).

See Figure 1.2 for a pictorial representation of the results of Theorem 1.
The next theorem shows that Theorem 1 is optimal.

Theorem 2. For all N > 0, there exists h0 > 0 such that for h < h0, there exist z(h) ∈ Λ with

− Im z(h) =


1−α

2 h log h−1 − h
2 log V0

2 + O(h7/4) α < 1
h
4 log

(
1 + 4

V 2
0

)
+ O(h7/4) α = 1

CV0,Nh
2α−2/3 + O(h3α−4/3) 2/3 < α ≤ 1

The proof of Theorems 1 and 2 show that when α < 5/6 the resonances closest to the real
axis come from modes concentrating microlocally away from glancing trajectories, while those for
α ≥ 5/6 come from modes concentrating near glancing. Thus, the theorems show that glancing
modes decay slower than non-glancing modes for α ≥ 5/6 while the opposite is true for α < 5/6
and gives a quantitative rate of decay for each type of mode.
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Figure 1.2. This figure is a schematic of the results of Theorems 1 and 2 for
α < 5/6 on the top and α ≥ 5/6 on the bottom. Resonances lie in either the dark
gray bands or the light gray shaded region, but not in the white regions. Here,
L(h) := 1−α

2 h log h−1 − h
2 log V0

2 . Note that we show only three of the bands given
by Theorem 1. See also Figures 1.3, 1.4, 1.5, and 1.6 for numerically computed
resonances.

Remark 2. When B(0, 1) is replaced by B(0, R) we can rescale to find that the resonance free
region for Ω = B(0, R) and α ≥ 5/6 is given by − Im z ≥ (CR2/3V0

−ε)h2α−2/3. Hence the imaginary
part of resonances from glancing modes scale as κ4/3 where κ is the curvature.

We also give a lower bound on the number of resonances.
Theorem 3. For M large enough, there exists c > 0 such that

#{z ∈ [1− ε, 1 + ε] + i[−Mh log h−1, 0] : z/h is a resonance of −∆V,∂Ω} ≥ ch−2.

Remark 3. We have an upper bound of the form Ch−2 by [17], [20], [21], and [22] together with
[13, Lemma 7.1].

The paper is organized as follows. In Section 2 we recall some asymptotics of Bessel and Airy
functions, introduce the formal definition of ∆V,Ω and use the results of [13] to reduce the problem
to finding solutions of a transcendental equation. In Section 3, we demonstrate the existence of
the various resonance free regions in Theorem 1. Finally, in Section 4, we show the existence of
the resonances in Theorem 2 and prove Theorem 3.
Acknowledgements. The author would like to thank Maciej Zworski for invaluable guidance
and discussions. The author is grateful to the National Science Foundation for support under the
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Figure 1.3. When Ω = B(0, 1) ⊂ R2, the boundary values of resonance states
can be expanded in a Fourier series

∑
ane

inx. We show the resonances for V ≡ 1
corresponding roughly to n ≤ 200 and λ ≤ 200. The dashed line shows the bound
given by Theorem 1.

National Science Foundation Graduate Research Fellowship Grant No. DGE 1106400 and grant
DMS-1201417 as well as under the Mathematical Sciences Postdoctoral Research Fellowship DMS-
1502661.

2. Preliminaries

2.1. Asymptotics for Airy and Bessel Functions. We collect here some properties of the
Airy and Bessel functions that are used in the analysis of case case of the unit disk. These
formulae can be found in, for example [16, Chapter 9,10].

Recall that the Bessel of order n functions are solutions to
z2y′′ + zy′ + (z2 − n2)y = 0.

We consider the two independent solutions H(1)
n (z) and Jn(z). The Wronskian of the two solutions

is given by

(9) W (Jn, H(1)
n ) = JnH

(1)
n

′(z)− J ′nH(1)
n (z) = 2i

πz
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Figure 1.4. We show resonances for the circle with Reλ ∼ 102, V0 = 1 and
several α. The plots show Imλ v Reλ in each case. The dashed line shows the
bound coming from non-glancing modes. It is difficult to see the transition at
α = 5/6 from logarithmic resonance free regions to polynomial size resonance free
regions because the change does not happen until Reλ ∼ 106 (see Figure 1.5).

We now record some asymptotic properties of Bessel functions. Consider n fixed and z →∞

Jn(z) =
( 1

2πz

)1/2 (
ei(z−

n
2 π−

1
4π) + e−i(z−

n
2 π−

1
4π) + O(|z|−1e| Im z|)

)
H(1)
n (z) =

( 2
πz

)1/2 (
ei(z−

n
2 π−

1
4π) + O(|z|−1e| Im z|)

)
Jn(z)Hn(z) = 1

πz

(
ei(2z−nπ−

1
2π) + 1 + O(|z|−1e2| Im z|)

)
(10)
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Figure 1.5. We show resonances for the circle with Reλ ∼ 2 × 106, V0 = 1 and
several α. The plots show Imλ vs. Reλ in each case. The solid black line shows
the (logarithmic) bound for resonances coming from non-glancing trajectories and
the dashed lines show the first few (polynomial) bands of resonances from near
glancing trajectories. Since the dashed red line is above the black lines at α = 5/6,
it is necessary to go to still larger Reλ to see the transition. However, when
α > 5/6, we start to see better agreement with the bands of resonances predicted
in Theorem 1. Note that the logarithmic line is off of the graph when α = 0.9333.

Next, we record asymptotics that are uniform in n and z as n → ∞. Let ζ = ζ(z) be the
unique smooth solution on 0 < z <∞ to

(11)
(
dζ

dz

)2
= 1− z2

ζz2
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Figure 1.6. We show a plot of log(Reλ) vs. log(− Imλ) for Reλ ∼ 2× 106 when
α = 1 and V0 ≡ 1. The bands predicted by Theorem 1 are shown by the dashed
lines.

with
lim
z→0

ζ =∞, lim
z→1

ζ = 0, lim
z→∞

ζ = −∞.

Then
2
3(−ζ)3/2 =

√
z2 − 1− arcsec(z) 1 < z <∞(12)

2
3(ζ)3/2 = log

(
1 +
√

1− z2

z

)
−
√

1− z2 0 < z < 1

1− z2

ζz2 → 3√2 z → 0(13)

Let
Ai(s) = 1

2π

∫ ∞
−∞

ei(
1
3 t

3+st)dt

for s ∈ R be the Airy function solving Ai′′(z)− zAi(z) = 0. Then, A−(z) = Ai(e2πi/3z) is another
solution of the Airy equation.
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For z fixed as n→∞

Jn(nz) =
( 4ζ

1− z2

)1/4(Ai(n2/3ζ)
n1/3 + O(Ei(5/3, 7/3))

)

H(1)
n (nz) = 2e−πi/3

( 4ζ
1− z2

)1/4(A−(n2/3ζ)
n1/3 + O(E−(5/3, 7/3))

)

Jn(nz)H(1)
n (nz) = 2e−πi/3

( 4ζ
1− z2

)1/2(Ai(n2/3ζ)A−(n2/3ζ)
n2/3 + O(Ei−(8

3 , 2,
10
3 ))

)
(14)

where

E−(α, β) = |A′−(n2/3ζ)|n−α + |A−(n2/3ζ)|n−β

Ei(α, β) = |Ai′(n2/3ζ)|n−α + |Ai(n−2/3ζ)|n−β

Ei−(α, β, γ) = |AiA−|(n2/3ζ)n−α + (|Ai′A−|+ |AiA′−|)(n2/3ζ)n−β + |Ai′A′−(n2/3ζ)|n−γ

We now record some facts about the Airy functions Ai and A−. The Wronskian of these two
solutions is given by

(15) W (Ai, A−) = AiA′−(z)−Ai′A−(z) = e−πi/6

2π .

Furthermore, for s ∈ R, Ai(s) = e−πi/3A−(s) + eπi/3A−(s) and hence

(16) Im(e−5πi/6A−(s)) = −Ai(s)2

The zeros of Ai(z) all lie on (−∞, 0]. We use the notation −ζk to denote the kth zero of Ai.
Finally, we record asymptotics for Airy functions as z → ∞ in the sector |Arg z| < π/3 − δ.

Many of these asymptotic formulae hold in larger regions, but we restrict our attention to this
sector. Let η = 2/3z3/2 where we take the principal branch of the square root. Then

(17)

A−(z) = e−πi/6eη

2
√
πz1/4 (1 + O(|z|−3/2)), A−(−z) = eπi/12eiη

2
√
πz1/4

Ai(z) = z−1/4e−η

2
√
π

(1 + O(|z|−3/2)),

Ai(−z) = z−1/4

2
√
π

(
eiη−iπ/4 + e−iη+iπ/4 + O(|z|−3/2e| Im η|)

)

Ai(z)A−(z) = 1
4πz1/2 (1 + O(|z|−3/2)), Ai(−z)A−(−z) = eπi/3

4πz1/2

(
1− ie2iη + O(|z|−3/2e2| Im η|)

)(18)

2.2. Preliminaries on −∆V,∂Ω.. We define the operator −∆V,∂Ω using the symmetric, densely
defined quadratic form

QV,∂Ω(u,w) := 〈∇u,∇w〉L2(Rd) + 〈V γu, γw〉L2(∂Ω)
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with domain H1(Rd) ⊂ L2(Rd). Here, γ : Hs(Rd)→ Hs−1/2(∂Ω) denotes the restriction map. In
[13], the authors show that z ∈ Λ if and only if there is a nontrivial z-outgoing solution to
(19) (−h2∆V,∂Ω − z2)u = 0
where by z-outgoing we mean that there exists R > 0 such that for |x| > R, u = R0(z/h)g for
some compactly supported distribution g where R0(λ) is the meromorphic continuation of the
free resolvent,

R0(λ) := (−∆− λ2)−1 , Imλ� 1
to C if d is odd and to the logarithmic cover of C \ {0} if d is even.

Furthermore, the authors show that if V : H1/2(∂Ω)→ H1/2(∂Ω) then solving (19) is equivalent
to solving the following transmission problem

(20)



(−h2∆− z2)u1 = 0 in Ω
(−h2∆− z2)u2 = 0 in Rd \ Ω
u1 = u2 on ∂Ω
∂νu1 + ∂ν′u2 + V γu1 = 0 on ∂Ω
u2 is z-outgoing

Here, ∂ν and ∂ν′ are respectively the interior and exterior normal derivatives of u at ∂Ω .

2.3. Reduction to Transcendental Equations on the Circle. We now consider (20) with
Ω = B(0, 1) ⊂ R2 and V ≡ h−αV0 on ∂Ω. Then for i = 1, 2,

(21)



(
−h2∂2

r − h2

r ∂r −
h2

r2 ∂
2
θ − z2

)
u1 = 0 in B(0, 1)(

−h2∂2
r − h2

r ∂r −
h2

r2 ∂
2
θ − z2

)
u2 = 0 in R2 \B(0, 1)

u1(1, θ) = u2(1, θ)
∂ru1(1, θ)− ∂ru2(1, θ) + V u1(1, θ) = 0
u2 is z outgoing

.

Expanding in Fourier series, write ui(r, θ) :=
∑
n ui,n(r)einθ. Then, ui,n solves(

−h2∂2
r − h2 1

r
∂r + h2n

2

r2 − z
2
)
ui,n(r) = 0.

Multiplying by r2 and rescaling by x = zh−1r, we see that ui,n(r) solves the Bessel equation with
parameter n in the x variables. Then, using that u2 is outgoing and u1 ∈ L2, we obtain that

u1,n(r) = KnJn(zh−1r) and u2,n(r) = CnH
(1)
n (zh−1r)

where Jn is the nth Bessel function of the first kind, and H
(1)
n is the nth Hankel function of the

first kind.
To solve (21) and hence find a resonance, we only need to find z such that the boundary

conditions hold. Using the boundary condition u1(1, θ) = u2(1, θ), we have KnJn(zh−1) =
CnH

(1)
n (zh−1). Hence,

Cn = KnJn(zh−1)
H

(1)
n (zh−1)

.
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Next, we rewrite the second boundary condition in (21) and use that V ≡ h−αV0 to get∑
n

(Knzh
−1J ′n(zh−1)− Cnzh−1H(1)′

n (zh−1) + h−αV0KnJn(zh−1))einθ = 0.

Then, since einθ are L2 orthogonal, we have

Kn

(
zh−1J ′n(zh−1)− zh−1 Jn(zh−1)

H
(1)
n (zh−1)

H(1)′
n (zh−1) + h−αV0Jn(zh−1)

)
= 0 , n ∈ Z.

Thus

Knh
−αV0 = Knzh

−1
(
H

(1)′
n (zh−1)

H
(1)
n (zh−1)

− J ′n(zh−1)
Jn(zh−1)

)
.

which can be written

(22) h−αV0Kn = Knzh
−1 W (Jn, H(1)

n )
Jn(zh−1)H(1)

n (zh−1)
= 2iKn

πJn(zh−1)H(1)
n (zh−1)

where W (f, g) is the Wronskian of f and g.
Then, without loss, we assume Kn = 1 or Kn = 0. Hence, we seek solutions z(h, n) to

(23) 1− πh−αV0
2i Jn(h−1z(h, n))H(1)

n (h−1z(h, n)) = 0.

The quantity nh−1 is the tangential frequency of the mode ui,neinθ. In particular, the wave
front set, denoted WFh (see [24, Chapter 4]), of einθ has

WFh(einθ) ⊂ {ξ′ = nh mod o(1)}.
Thus, |n| < (1 − ε)h−1 corresponds to modes concentrating near directions transverse to the
boundary, |n| ∼ h−1 are the glancing frequencies, that is directions tangent to the boundary, and
|n| > (1 + ε)h−1 corresponds to elliptic frequencies.

3. Resonance Free Regions

In this section, we demonstrate the existence of resonance free regions. In particular, we prove
Theorem 1. We write n = mh−1 and assume that

| Im z| ≤M0 min(h log h−1, h2α−2/3).

3.1. Analysis away from glancing (m ≤ 1−ε and m ≥ 1+ε). Away from glancing, that is for
|h|n| − 1| ≥ chδ with 0 ≤ δ < 1/2, we apply [11, Lemma 6.1]. First, we compute the chord length
of a trajectory starting in ∂B(0, 1) with a given slope. Let γ(t) be a line with slope r through
(0,−1). Then we find it’s second intersection with ∂B(0, 1).

γ(t) := (t, rt− 1)
Then, |γ(t)| = 1 implies

(r2 + 1)t2 − 2rt = 0. Hence t = 2r
r2 + 1 = 2 r√

1 + r2
1√

1 + r2
= 2((1, r) · (0, 1))

|(1, r)|2 .
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The unit tangent vector to γ is given by (1, r)/
√

1 + r2. Hence, the chord length is given by
2ξν where ξν is the normal component of the unit tangent vector to γ.

Using this in [11, Lemma 6.1], we have that for 0 ≤ δ < 1/2, there are no resonances contributed
from the region |m− 1| ≥ chδ when

(24) − Im z

h
≤ inf
|ξ′|<1−chδ

1
4
√

1− |ξ′|2
log

(
h2−2γV0

4(1− |ξ′|2) + h2−2γV0

)
.

3.2. Analysis for 1− εhδ
leqm ≤ 1 + εhδ. In this section, we consider the remaining values of m. First, we use (14) in (23)
to write

(25) 1− 2πh−αV0e
−5πi/6

(
ζ

1− (m−1z)2

)1/2(Ai(n2/3ζ)A−(n2/3ζ)
n2/3 + O(Ei−(8

3 , 2,
10
3 ))

)
= 0

where ζ = ζ(m−1z). We first ignore the error term in (25) and show that there are no solutions
with the appropriate bounds on Im ζ. In particular, define h1 := n−1 so that (1 − εhδ)h ≤ h1 ≤
(1 + εhδ)h and

Φ := h
2/3
1 h−α

(
ζ

1− (m−1z)2

)1/2
V0 = O(h2/3−α).

The fact that Φ has uniform bounds for ζ in the relevant region comes from the fact that h1h
−1 =

m and 1− εhδ < m < 1 + εhδ. Then, rewriting (25) without the lower order terms, we have

(26) 1− 2πe−5πi/6Φ(ζ)A−(h−2/3
1 ζ)Ai(h−2/3

1 ζ) = 0.

Notice that if α ≥ 2/3 and Mh2−2α ≤ |Re ζ| ≤ Chδ or α < 2/3 and |Re ζ| ≤ Chδ for any δ > 0,
then the second term in (25) is bounded above by 1 − δ1 for some δ1 > 0. Hence, (25) has no
solutions and we need only consider the remaining Re ζ.

3.3. Analysis at glancing (m ∼ 1). We next analyze |ζ| < M max(h2/5(3−2α), h2/3). Let s =
h−2/3 Re ζ. then,

0 ≤ |s| < M max(h2/5(3−2α)−2/3, 1)
and

ζ = h2/3s+ Im ζ = h2/3s+ O(min(h log h−1, h2α−2/3)).
Thus,

|Φ(ζ)AiA−(h−2/3
1 ζ)− Φ(h2/3

1 s)AiA−(s)− Φ(h2/3
1 s)(AiA−)′(s)i Im h

−2/3
1 ζ| ≤

O(h2/3〈s〉1/2h−α(Im h−2/3ζ)2) + O(h2/3h−α Im ζAiA−(h−2/3ζ))
We obtain lower bounds on

f(s, h, h1) := 1− 2πe−5πi/6Φ(h2/3
1 s)

(
A−Ai(s) + (A−Ai)′(s)i Im h

−2/3
1 ζ

)
.

Letting α := e−5πi/6, we have by (16) that

αA−(s)Ai(s) = Re(αA−(s))Ai(s)− iAi
2(s)
2
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and

(αA−Ai)′(s)i Im h
−2/3
1 ζ =

(
Ai(s)Ai′(s)+ ,

i
[
Ai′(s) Re(αA−(s)) +Ai(s) Re(αA′−(s))

])
Im h

−2/3
1 ζ

Thus,

Im f = −2πΦ(h2/3
1 s)

(
−Ai

2(s)
2 +

(
Ai′(s) Re(αA−(s)) +Ai(s) Re(αA′−(s))

)
Im h

−2/3
1 ζ

)
and

Re f = 1− 2πΦ(h2/3
1 s)Ai(s)

(
Re(αA−(s)) +Ai′(s) Im h

−2/3
1 ζ

)
.

So, when

|Ai(s)| ≤ 1− δ
2πΦ(h2/3

1 s) Re(αA−(s))
, or |Ai(s)| ≥ 1− δ

2πΦ(h2/3
1 s) Re(αA−(s))

then |f | ≥ δ. Note that for α < 2/3, this condition is never satisfied. Thus, we need only consider

(27) 1− δ
2πΦ(h2/3

1 s) Re(αA−(s))
≤ |Ai(s)| ≤ 1− δ

2πΦ(h2/3
1 s) Re(αA−(s))

.

That is, using the fact that |Ai′(−s)| ∼ c|s|1/4 and |A−(−s)| ∼ c|s|−1/4,

(28) s = −ζk + O(hαh−2/3).

where −ζk is the kth zero Ai(s).

Remark 4. For α ≤ 2/3, notice that (28) does not give us any additional information on the
location of s. However, it is easy to see that in this situation Im f ≥ Chα−2/3. Since we need only
consider small Re ζ when α ≥ 2/3, this implies that in the relevant region | Im f | ≥ c and hence
there are no solutions to (23) in this region.

Now, | Im z| ≤ M0 min(h log h−1, h2α−2/3) implies that | Im ζ| ≤ M1h
2α−2/3. So, using the fact

that A−(−s) = O(|s|−1/4) and Ai′(−s) = O(|s|1/4) we see that there exists K = K(M1) such that
if for some δ1 > 0 small enough,

(29) inf
k≤K(M1)

∣∣∣∣∣Im ζ − h
2/3
1

8π2Φ(h2/3
1 (−ζk))2 Re(αA−(−ζk))3Ai′(−ζk)

∣∣∣∣∣ ≥ δ1h
2α−2/3

then
| Im f | ≥ cδ1h

α−2/3.

Finally, we account for the error terms. We have suppressed terms of the form

O(max(1, h1/5(3−2α)−1/3) min(h4α−8/3, h2/3(log h−1)2) + hα−2/3AiA−(h−2/3ζ)).

Together with (27) the estimate |f | ≥ cδ1h
α+2/3 implies that there are no solutions to (23) for

|Re ζ| < M max(h2/5(3−2α), h2/3), | Im ζ| < M1 min(h2α−2/3, h log h−1), satisfying (29).
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3.4. Asymptotic analysis near glancing. We need to analyze Cεhδ ≥ |Re ζ| ≥ h2/5(3−2α)M.

To do this, let G∆ = ih
1/3
1

2(−ζ)1/2 , and b := 2πe−5πi/6. Then if ζ solves (25)

G
1/2
∆ Φ = −G1/2

∆ ΦG1/2
∆ (−G−1/2

∆ bAi(h−2/3
1 ζ)A−(h−2/3

1 ζ)G−1/2
∆ + O(h2))G1/2

∆ Φ

and hence

(1 +G
1/2
∆ ΦG1/2

∆ )G1/2
∆ Φ

= −G1/2
∆ ΦG1/2

∆ (−G−1/2
∆ bAi(h−2/3

1 ζ)A−(h−2/3
1 ζ)G−1/2

∆ − 1 + O(h2))G1/2
∆ Φ.

Using (18) for Re ζ < −Mh2/3, we have

(1 +G
1/2
∆ ΦG1/2

∆ )G1/2
∆ Φ = −G1/2

∆ ΦG1/2
∆ (−ie

4i
3h1

(−ζ)3/2
(1 + O(hζ−3/2)))G1/2

∆ Φ.

G
1/2
∆ Φ = −(I +G

1/2
∆ ΦG1/2

∆ )−1G
1/2
∆ ΦG1/2

∆ (−ie
4i

3h1
(−ζ)3/2

(1 + O(hζ−3/2)))G1/2
∆ Φ.

For ζ > Mh2/3, we use (18) to obtain

(I +G
1/2
∆ ΦG1/2

∆ )G1/2
∆ Φ = −G1/2

∆ ΦG1/2
∆ (O(hζ−3/2))G1/2

∆ Φ.

Hence,
G

1/2
∆ Φ = −(I +G

1/2
∆ ΦG1/2

∆ )−1G
1/2
∆ ΦG1/2

∆ O(hζ−3/2)G1/2
∆ Φ.

To see that I +G
1/2
∆ ΦG1/2

∆ 6= 0 observe that when Re ζ < −Mh2/3,∣∣∣∣∣Re ih
1/3
1 Φ

2(−ζ)1/2

∣∣∣∣∣ = h1−α
1 O

( Im ζ

|Re ζ|3/2

)
= o(1)

and when Re ζ > Mh2/3,

Re h
1/3
1 Φ

2ζ1/2 ≥ 0.

Now, since |Re ζ| > Mh2/3, O(hζ−3/2)� 1 for M large. Hence, there are no zeros for Re ζ > 0.
For Re ζ < 0, there are no zeros of (26) when

(30)
∣∣∣∣(I +G

1/2
∆ ΦG1/2

∆ )−1G
1/2
∆ ΦG1/2

∆ (1 + O(hζ−3/2))e
4i

3h1
(−ζ)3/2

∣∣∣∣ < 1.

Let ζ = s+ i Im ζ. Then

(−ζ)3/2 = (−s)3/2(1− i Im ζ(−s)−1)3/2 = (−s)3/2
(

1− 3
2 i Im ζ(−s)−1 + O((Im ζ)2s−2)

)
and

(−ζ)1/2 = (−s)1/2(1 + O(Im ζs−1)).
So,

|e
4i

3h1
(−ζ)3/2

| = e
2 Im ζ(−s)1/2

h1
+O((Im ζ)2|s|−1/2h−1)

.
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Taking logarithms of (30),

2 Im ζ(−s)1/2

h1
+ O((Im ζ)2h−1|s|−1/2) + log

∣∣∣∣∣ h
1/3
1 Φ

2i(−ζ)1/2 − h1/3
1 Φ

∣∣∣∣∣+ O(hζ−3/2) < 0.

Thus, for −Cεhδ ≤ Re ζ = s ≤ −M max(h2/5(3−2α), h2/3), there are no solutions with

Im ζ < inf
−Cεhδ<s<−M max(h2/5(3−2α),h2/3)

h1
4(−s)1/2 log

∣∣∣1 + 4(−s)h−2/3
1 Φ−2

∣∣∣
+ O((Im ζ)2|s|−1 + Im ζ|s|−1h) + O(h2|s|−2).

Main Term Error

|s| < h2−2α h
1/3
1 h2α−4/3(−s)1/2 |s|−1

(
h2|s|−1+

min(h2(log h−1)2, hh2α−2/3

)
|s| ≥ h2−2α h1

(−s)1/2 log(1− sh2α−4/3h
−2/3
1 ) h2s−2 + O(h4/3(log h−1)2)

Thus, since we have |s| > M max(h2/5(3−2α), h2/3), the error terms are lower order and hence

Im ζ < inf
−Cεhδ<s<−Mh2/5(3−2α)

h1
4(−s)1/2 log

∣∣∣1 + 4(−s)h−2/3
1 Φ−2

∣∣∣ .
So, for 1− εhδ ≤ m ≤ 1 + εhδ, and Cεhδ > |s| > Mh2/5(3−2α) there are no zeros of (23) for

(31) Im ζ ≤ C min(M1/2h2α−2/3, Ch1−δ/2 log h−1).

Taking M large enough depending on K and h small enough,

CM1/2h2α−2/3 � sup
k≤K

h
2/3
1

8π2Φ(h2/3
1 (−ζk))2 Re(αA−(−ζk))3Ai′(−ζk)

.

Moreover,

h1−δ/2 log h−1 � 1− α
2 h log h−1.

Thus, the region Cεhδ > |s| > M max(h2/5(3−2α), h2/3) does not contribute to the resonances
closest to the real axis.

Our last task is to relate the imaginary part of z to that of ζ when |ζ| < εhδ. By (11) and (13),
we have that

(32) z = h−1
1 h− h−1

1 h
ζ
3√2

+ O(ζ2) , Im z = −h−1
1 h

Im ζ
3√2

+ O(Re ζ Im ζ).

More generally Im z ∼ C Im ζ + O(| Im ζ|2) for |ζ| < M . Since we assume Re z ∈ [1 − Ch3/4, 1 +
Ch3/4] and we have h1 = h+ O(h1+δ), (24), (29), (31), (32) and the fact that

lim
w→1

Φ2(w) = ( 3√2)−2

complete the proof of the existence of resonance free regions of the sizes given in Theorem 1.
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4. Construction of Resonances

In this section, we demonstrate the existence of resonances. That is, we prove Theorem 2. We
first prove the following analog of Newton’s method:

Lemma 4.1. Suppose that z0 ∈ C. Let Ω := {z ∈ C : |z − z0| ≤ ε} and suppose f : Ω → C is
analytic. Suppose that

|f(z0)| ≤ a , |∂zf(z0)| ≥ b , sup
z∈Ω
|∂2
zf(z)| ≤ d.

Then if
(33) a+ dε2 < εb < c < 1
there is a unique solution z to f(z) = 0 in Ω.

Proof. Let

g(z) := z − f(z)
∂zf(z0) .

Then,

|∂zg(z)| =
∣∣∣∣1− ∂zf(z)

∂zf(z0)

∣∣∣∣ ≤ dε

b

and
|g(z)− z0| ≤ |g(z0)− z0|+ sup

Ω
|∂zg(z)||z − z0| ≤

a

b
+ dε2

b
.

Thus under the condition (33), g : Ω→ Ω and
|g(z)− g(z′)| < sup

w∈Ω
|∂zg(w)||z − z′| < c|z − z′|.

Hence, g is a contraction mapping and by the contraction mapping theorem, there is a unique
fixed point of g in Ω and hence a zero of f(z) in Ω. �

4.1. Resonances at glancing. We now analyze n ∼ h−1 which correspond to glancing trajec-
tories. In particular, for α > 2/3, we construct solutions to (23) for 0 < h < h0 with

Im z ≥ Ch2α−2/3.

Let h1 = n−1. Then, suppressing terms of size h2+2/3
1 h−α, we seek solutions to (26). Our ansatz

is
ζ = −h2/3

1 ζk + ε(h)
where −ζk is the kth zero of Ai(s). Then,

Φ(ζ)A−(h−2/3
1 ζ)Ai(h−2/3

1 ζ) =

Φ(−h2/3
1 ζk) +

∑
k≥1

Φ(k)(−h2/3
1 ζk)

k! εk


A−Ai′(−ζk)h−2/3

1 ε+A′−Ai
′(−ζk)h

−4/3
1 ε2 +

∑
k≥3

(A−Ai)(k)(−ζk)
k! h

−2k/3
1 εk

 .
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Let ε = ε0+ε1 where ε1 = o(ε0). Then, ignoring terms terms of size ε2 and letting b := 2πe−5πi/6,
we have

1− bΦ(−h2/3
1 ζk)A−Ai′(−ζk)h

−2/3
1 ε0 = 0.

That is,

ε0 = h
2/3
1

bΦ(−h2/3
1 ζk)A−(−ζk)Ai′(−ζk)

= Ch
2/3
1 hαh

−2/3
1

Then, using terms of size ε20 and ε1, we have

Φ(−h2/3
1 ζk)A−Ai′(−ζk)h

−2/3
1 ε1

+ (Φ(−h2/3
1 ζk)A′−Ai′(−ζk)h

−2/3
1 + Φ′(−h2/3

1 ζk)A−A′(−ζk))h
−2/3
1 ε20 = 0.

That is,

ε1 = −
h

2/3
1 (Φ(−h2/3

1 ζk)A′−Ai′(−ζk)h
−4/3
1 + Φ′(−h2/3

1 ζk)A−Ai′(−ζk)h
−2/3
1 )ε20

Φ(−h2/3
1 ζk)A−Ai′(−ζk)

= −h−2/3
1 ε20

A′−(−ζk)
A−(−ζk)

(1 + O(ε0h−2/3
1 ))

= −
h

2/3
1 A′−(−ζk)

(Φ(−h2/3
1 ζk))24π2e−5πi/3A3

−(−ζk)(Ai′(−ζk))2

(
1 + O(ε0h−2/3

1 )
)
.

So, since by (16)

Im(e−5πi/6A−(s)) = −Ai(s)2 .

Im ε1 = −
h

2/3
1 Im(e−5πi/6A′−(−ζk))

(Φ(−h2/3
1 ζk)))24π2(e−5πi/6)3A3

−(−ζk)(Ai′(−ζk))2

(
1 + O(ε0h−2/3

1 )
)

= h
2/3
1

(Φ(−h2/3
1 ζk))28π2(e−5πi/6)3A3

−(−ζk)Ai′(−ζk)

(
1 + O(ε0h−2/3

1 )
)

Since bΦ(−h2/3
1 ζk)A−Ai′(−ζk) 6= 0, repeating in this way we obtain an asymptotic expansion for

ε(h) in powers of hαh−2/3
1 such that for ζ = −h2/3

1 ζk + ε(h),

1− bΦ(ζ)A−(h−2/3
1 ζ)Ai(h−2/3

1 ζ) = O(h∞1 ).

Let
f(ζ) = 1− bΦ(ζ)A−(h−2/3

1 ζ)Ai(h−2/3
1 ζ).

Then, for ζ = −h2/3
1 ζk + O(hα1 ),

|f ′(ζ)| ≥ ch−α

and
|f ′′(ζ)| ≤ Ch−αh−2/3

1 .
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Thus, letting n = h−1 +O(1) and using Lemma 4.1, there is a solution ζ0(h1, h) to f(ζ0(h1, h)) = 0
with

ζ0 = −h2/3
1 ζk + ε(h) + O(h∞).

Now, by the implicit function theorem (or Rouche’s theorem) f(ζ) = a(ζ) defines ζ in a
neighborhood of ζ0 for a small enough. Hence, since we suppressed terms of size h8/3−α

1 in (14),
we have that there is a resonance with

ζ = ζ0 + O(h8/3
1 h−α)

∂ζf(ζ0) = ζ0 + O(h8/3
1 ).

4.2. Resonances normal to the boundary. Next, we consider n fixed relative to h. That is,
we consider modes that concentrate normal to ∂B(0, 1).

Using asymptotics (10) in (23), we have

(34) 1− h1−αV0
2iz(h, n)

(
e2iz(h,n)/h−(n+ 1

2 )πi(1 + O(hz(h, n)−1)) + 1
)

= 0.

Let

F (ε, k, n, h) = 1− 2h1−αV0
iπh(4k + 2n+ 1)

(
e2iε/h + 1

)
.

Then,

ε0(k, n, h) = −ih2 log
[
hα−1 iπh(4k + 2n+ 1)

2V0
− 1

]
has

F (ε0(k, n, h), k, n, h) = 0, |∂εF (ε0(k, n, h), k, n, h)| ≥ ch−1.

Now, for 0 < c and ch−1 < k < Ch−1 by (34), z(h, k, n) can be defined by a solution z(h, k, n) =
πh
4 (4k + 2n+ 1) + ε(k, n, h) where

F (ε, k, n, h) = O(e2iε/hh/z + ε).

So, by the implicit function theorem there is a solution ε satisfying

ε(k, n, h) = ε0(k, n, h) + (∂εF (ε0(k, n, h), k, n, h))−1O(h1−αe2iε0/h(h/z + ε0))
= ε0(k, n, h) + O(h2).

Thus, for all ε > 0 and 0 < h < hε, there exist z(h) ∈ Λ with

(35) Im z

h
∼

−
(1−α)

2 log h−1 + 1
2 log

(
2
V0

)
+ O(h3/4) α < 1

−1
4 log

(
1 + 4

V 2
0

)
+ O(h3/4) α = 1

Remark 5. Note that the size of the error terms in (35) comes from the fact that we allow
Re z ∈ [1− Ch3/4, 1 + Ch3/4].

This completes the proof of Theorem 2.
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4.3. Resonances Away from Glancing. Finally, we construct resonances coming from modes
concentrating farther away from glancing but not normal to the boundary. In particular, we show
the existence of modes concentrating h2/3−2ε/3 of glancing for (3α− 2)/4 < ε ≤ 1. This will prove
Theorem 3.

To do this, let w = (nh)−1z and ζ = ζ(w). Then we first suppress the lower order terms in
(14) and solve (26). Using the asymptotics (18), in (26) and letting n = h−1

1 we have

(36) 1− h
1/3
1 Φi

2(−ζ)1/2

1 +
N−1∑
j=1

ckh
k
1

(−ζ)3k/2 − ie
4

3h1
i(−ζ)3/2

(
1 +

N−1∑
k=1

bkh
k
1

(−ζ)3k/2

)
+ O

(
hN+1

1 h−α(−ζ)−(3N+1)/2(1 + e
4

3h1
i(−ζ)3/2

)
)

= 0

where ck and bk are real.
We make the ansatz

(37) (−ζ)3/2 = 3
8πh1(4k − 1) + ε =: m+ ε

where we assume ε = O(mhδ) for some δ > 0. Then,

(38) (−ζ)1/2 = m1/3
(

1 + 1
3mε+ O(ε2/m2)

)
, (−ζ) = m2/3

(
1 + 2

3mε+ O(ε2/m2)
)
.

and ie
4

3h1
i(−ζ)3/2

= e
4

3h1
ε
. Multiplying (36) by (−ζ)1/2 and using

Φ(ζ) =
N−1∑
n=0

Φ(n)(m)εn

n! + O(h2/3
1 h−αεN ),

we have

(39) (−ζ)1/2 − h
1/3
1 Φ(m)i

2

(
1 +

N−1∑
k=1

ckh
k
1

(−ζ)3k/2 − ie
4

3h1
i(−ζ)3/2

(
1 +

N−1∑
k=1

bkh
k
1

(−ζ)3k/2

))

+ O
(
h1

1h
−α(hN1 m−N + ε)(1 + e

4
3h1

iε
)

= 0.

Then, let ε(h) = ε0 + ε1 where ε1 = O(ε0hδ) for some δ > 0. Using terms which do not involve
ε and the exponential term,

ε0 = −3h1i

4

[
log

(
2m1/3i

h
1/3
1 Φ(m)

+ 1 +
N−1∑
k=1

ckh
km−k

)
− log

(
1 +

N−1∑
k=1

bkh
km−k

)]
.

Now, using

e
4i

3h1
(ε0+ε1) = e

4i
3h1

ε0
(

1 + 4i
3h1

ε1 + O(ε21h−2)
)
.
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we can solve for an asymptotic expansion for ε(h) in powers of h1m
−1 so that for (−ζ0)3/2 =

m+ ε(h),

(−ζ0)1/2 − h1/3Φ(ζ0)i
2

1 +
N−1∑
j=1

ckh
k

(−ζ0)3k/2 − ie
4

3h i(−ζ0)3/2
(

1 +
N−1∑
k=1

bkh
k

(−ζ0)3k/2

) = O(h∞).

Then, since

f(η) = η − h1/3Φ(η2)i
2

1 +
N−1∑
j=1

−ζkhk

η3k − ie
4

3h iη
3
(

1 +
N−1∑
k=1

bkh
k

η3k

)
has

(40) |f ′(η)| ≥ c|ζ0|h−α
(
1 + |ζ0|1/2hα−1

)
, |f ′′(η)| ≤ c|ζ0|2h−α−1

(
1 + |ζ0|1/2hα−1

)
when

|η − ζ1/2
0 | ≤ Ch.

Hence, Lemma 4.1 implies the existence of a solution to f(η) = 0 that is O(h∞) close to (−ζ0)1/2.
Next, by the implicit function theorem, f(η) = a(η) defines η as a function of a for a sufficiently
small. Thus, since

O
(
h1h

−α(hN1 m−N + εN )(1 +m1/2hα−1)) + h2
1h
−αm2/3

)
= O(h2

1h
−αm2/3)

there exists a solution, z(k, h, n), to (23) with

(−ζ)1/2 = (−ζ0)1/2 + a((−ζ0)1/2, h)
∂ηf((−ζ0)1/2)

= (−ζ0)1/2 + O(h2
1(1 +m1/3hα−1)−1) = (−ζ0)1/2 + O(h2

1).

Thus,
ζ = ζ0 + O((−ζ0)1/2h2

1).

This shows that if m ≥ ch1−δ, we can solve for ζ so that

ζ = ζ0 + O(h2)

by choosing N large enough. Now,

Im(−ζ0) = − 3h1
8m1/3 log

(
4m2/3

h
2/3
1 Φ2(m)

+ 1
)

+ O(ε0h1m
−4/3)

Hence, we have constructed resonances with

Im ζ1 = 3h1
8m1/3 log

(
4m2/3

h
2/3
1 Φ2(m)

+ 1
)

+ O(ε0h1m
−4/3 + h2

1)

Because of the size of the lower order terms above, this construction only gives accurate estimates
on Im(−ζ0) when δ > (3α− 2)/4.
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Thus, for δ ≥ 0, there exist resonances coming from modes concentrating h2/3(1−δ) close to
glancing with

Im z ∼


Ch2α−2/3−δ/3 (3α− 2)/4 < δ < 3α− 2
Ch δ = 3α− 2
Ch2/3+δ/3 log h−1 3α− 2 < δ ≤ 1

.

Moreover, for each n with (1 − ε)h−1 ≤ |n| ≤ (1 + ε)h−1, we have (1 − Ch3/4)nh−1 ≤ Rew ≤
nh−1(1+Ch3/4). Hence, Re ζ ranges over an interval of size Ch3/4. Together with the construction
above, this implies that for each such n we have at least ch−1/4 resonances a fixed distance from
glancing. Thus, for M large enough

#{z ∈ Λ(h)} ≥ Ch−5/4.

This implies Theorem 3.
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