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Abstract

Peripheral nerve injuries (PNI) result from traumatic injury, surgery or

repetitive compression, and are reported in 3-5% of all trauma patients.

The impact ranges from severe (major loss of sensory/motor function

and/or intractable neuropathic pain) to mild (some sensory and/or motor

deficits) and in both cases, is devastating for the patient. PNI affect ∼1M

people in Europe and the US p.a. of whom 660,000 have surgery. PNI has

high healthcare, unemployment, rehabilitation, societal costs and affects

mostly young people. The current surgical practice for nerve gaps >3 cm

is to bridge the site of injury with a graft taken from the patient. However,

this involves additional time, cost and damage to a healthy nerve, limited

supply, and unsatisfactory functional recovery (50% of the cases). For

these reasons, research has focused on developing artificial nerve conduits

to replace grafts, but to-date those available for clinical use do not match

and/or exceed the functional performance of the autograft.

This project develops a rational basis for promoting neurite growth through

tissue-engineered conduits for peripheral nerve repair, by exploiting the

response of cells to spatial variations in mechanical properties of conduits

to inform their design. This is achieved through an interdisciplinary ap-

proach, that combines in vitro experimentation with mathematical mod-

elling. First of all, the mechanical and structural properties of RAFT-

Stabilised collagen gels (RsC) are explored, physiologically coherent RsC

stiffness gradients are fabricated and characterised as well as the neuronal

response to them. Finally, a predictive framework to inform the design

of nerve conduits is parameterised and tested using experimental results

and literature.

The use of this multidisciplinary approach can help tissue engineers in the

development of novel tissue repair solutions, as well as informing math-

ematical models of neurite behaviour which can contribute to the design

process.



Statement of Originality

In Chapter 2, originality is claimed for the mechanical characterisation

of sciatic rat nerve tissue under dynamic testing, not reported in the

literature yet. The harvesting of sciatic rat nerve was carried out by

Richard Bartlett. Mechanical testing and data analysis were done by

myself.

In Chapter 3, originality is claimed for the mechanical characterisation

of collagen gels made using RAFT-Stabilisation, a commercially-available

method for fabricating gels for tissue engineering applications, developed

in 2015. As protocols to define and compare the mechanical behavior

of RAFT-stabilised collagen gels have not standardised across the field,

this Chapter presents a thorough mechanical characterisation in the three

dimensions under dynamic testing.

In Chapter 4, originality is claimed for the development, optimisation

and characterisation of a new reproducible protocol to fabricate stiffness

gradient of collagen type I gel. As it is challenging to control the rigidity of

substrate, the development of a new method to fabricate defined-stiffness

gradient profiles with hydrogels is necessary.

In Chapter 5, originality is claimed for the use of neural cells to study

durotaxis. As for the peripheral nervous system, studies investigating

mechanotaxis used substrates with spatially uniform stiffness only and

for studies investigating durotaxis, other type of cells have been used. For

the first time, the mechanosensitivity of neural cells on physiologically

relevant stiffness gradients is explored.

In Chapter 6, originality is claimed for the development of a 2D dis-

crete computational model based on a specific data set for durotaxis,

through which it is possible to obtain neurite elongation influenced by

the mechanical properties of a substrate. The predictions obtained in

this Chapter informs the next experimental design and demonstrates the



importance of the use of the feedback theoretical-experimental loop to

accelerate progress in the design of artificial nerve tissue replacements.

All Figures, unless stated otherwise in the respective caption, were cre-

ated by myself. Standard two-dimensions plots were generated using Mat-

lab (2018a The MathWorks, Inc., Natick, Massachusetts, US.) or PRISM

(GraphPad Software, Inc.) The study in Chapter 3 has been submit-

ted for publication and the work reported in Chapter 4-5 is also under

submission.
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Impact Statement

Peripheral nerve injury, leading to loss of sensory and motor function,

occurs through traumatic and iatrogenic events and the use of a nerve

graft is the current clinical solution. Peripheral nerve tissue engineering

researchers have been exploring various strategies to develop autograft

alternatives. The importance of mechanical and structural properties of

the substrate environment on cell behavior has been highlighted. Cells are

able to detect and respond to mechanical cues from their environment and

tissue engineers are investigating new material strategies to support and

influence cell behavior. Furthermore, the mechanical resistance of mate-

rials to surgical handling and their mechanical similarities to the host site

are to be considered in tissue engineering to maximise their efficiency.

This thesis provides scope for the development of optimised nerve guid-

ance conduits using stiffness gradients to control neuronal regeneration.

In addition, it improves fundamental understanding of the mechanosensi-

tivity of neural cells.

In this work, the mechanical properties of fresh rat nerve tissue were char-

acterised, as well as a biomimetic material, RAFT-Stabilised collagen gel,

with potential to be used as a nerve repair substrate. Quantifying the

mechanical properties of the target tissue helped in the development of

a new protocol to create physiologically coherent stiffness gradients to

study cell durotaxis. The investigation of cell mechanoresponse to the

defined-stiffness gradient profiles provides important insight into more

fundamental behavior. The created gradients induced neural cell changes

in behavior and the specific experimental data set obtained informed a

computational model to explore various gradient architectures. The com-

bination of experimental and computational models enables predictions

for the development of the next generation of nerve guidance conduits.

Progress in this area using a multidisciplinary approach can help to re-

fine our understanding of fundamental cell behavior, optimise nerve repair

solutions and hopefully can be beneficial to accelerate clinical translation.
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Chapter 1

General Introduction

Damage to the peripheral nervous system is common and highly debilitating for the

patient (Sexton et al., 2012). It can cause limb dysfunction and unbearable neuro-

pathic pain, disrupting professional and social life. These traumas can be acquired

due to sport activities, automobile accidents or even during surgical procedures caus-

ing serious nerve damage (Houschyar et al., 2016; Dodla et al., 2019). Patients, mostly

young males (Ciaramitaro et al., 2010), with severe peripheral nerve injuries usually

undergo a surgical intervention to encourage nerve regeneration and to help improve

functional outcomes.

The concept of the nerve was first described in the second century A.D, by

Galen (Kaplan et al., 2009a; Griffin et al., 2013) but it was not until the 7th cen-

tury that Paulus of Aegina, a military surgeon, described the first attempt to repair

severed peripheral nerves with wound closure (Griffin et al., 2013). This lead, in the

19th century, to the first nerve graft reported by the surgeon Eduard Albert (Schmidt,

1993). Since then, nerve grafting has become the gold standard procedure, and uses

either nerve harvested directly from the patient (autografts), or decellularised tis-

sue from a donor (acellularised allografts) (Moore et al., 2011) for patients with

inadequate autologous nerve donor tissue. However, this reference standard is often

unsatisfactory (Sexton et al., 2012) in terms of functional recovery and comes with

various limitations such as donor site morbidity, the need of a second incision site,
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and the limited supply of tissue (Siemionow and Brzezicki, 2009; Muheremu and Ao,

2015). Therefore, there is interest in developing peripheral nerve repair strategies

that match or exceed the performance of the graft (Muheremu and Ao, 2015) and

can be translated to the clinic (Mobini et al., 2017).

This medical challenge attracts much attention and nerve conduits have been

investigated as an alternative to the nerve autograft. Cells of the peripheral nervous

system are mechanosensitive, i.e. the cells sense and adapt their behaviour as a

function of mechanical stimuli, e.g. the stiffness of the substrate. At the moment,

tissue engineering is an appealing research field for peripheral nerve repair, given the

vast number of biomaterials available, and the growing technologies to control nerve

conduit mechanical, structural and biochemical properties to guide neurite growth.

Therefore mechanical properties of the cell environment are considered as a key control

parameter for the development of artificial nerve tissue conduits. However, there is no

overarching consensus on how to spatially combine and arrange physical and chemical

cues within a conduit to achieve a distinct functional outcome (see Figure 1.1).

Trial-and-error experimental approaches provide a platform to gain a better un-

derstanding of fundamental mechanisms that underpin nerve repair, however they

come with limitations due to the extensive number of experiments that would be

required to test all options in the laboratory; this is prohibitive in terms of time

and cost, and due to the requirement for extensive, ethically challenging animal ex-

periments. Mathematical modelling provides a very useful and complementary tool

with the opportunity to run a comparatively larger number of scenarios in order to

direct and refine the experimental work. Combining experimental and computational

approaches would contribute significant advantages to the optimisation of conduit

design (Coy et al., 2017).

It is important to understand the anatomy and the mechanics of nerves to develop

engineered solutions whose properties closely match the physiological environment
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within a nerve in order to maximise the chance of peripheral nerve repair. First of

all, this Chapter provides an overview of the peripheral nervous system, the types of

injuries encountered and the biology of nerve regeneration.

Figure 1.1: Schematic of a nerve guidance conduit combining overlapping growth
factor and stiffness gradients in the conduit on nerve outgrowth, L.

1.1 Peripheral nervous system

The peripheral nervous system (PNS) is the part of the nervous system external to

the brain and the spinal cord. It is divided into the somatic nervous system, the

autonomic nervous system, and connects the central nervous system (CNS) to the

organs, skin and limbs, and stimulates muscles to contract (Moskow et al., 2018). This

important connective role is performed by the sensory neurons, stimulus receptors,

and the motor neurons, which respond by causing an action. Both types of neurons are

electrically excitable cells, processing and transmitting information through electrical

and chemical signals (Davis, 1926).
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Figure 1.2: Schematic drawings of a) a neuron, and b) a peripheral nerve trunk.

1.1.1 The neuron

A neuron has a cell body, called the soma, dendrites and an axon (see Figure 1.2a).

The axon can be myelinated or unmyelinated depending on whether it is encapsulated

by a myelin sheath (Geuna et al., 2009). This myelin sheath provides insulation to

enable efficient electrical conduction of a nerve impulse (Waxman, 1977), conducts

the action potential much more rapidly (Gaudet et al., 2011), and is produced by

Schwann (or neural support) cells (Geuna et al., 2009).

1.1.2 The nerve

A nerve, as represented in Figure 1.2b, is made up of bundles of nerves fiber called

fascicles. Each nerve fiber and the surrounding Schwann cells are supported by col-

lagenous endoneurium (Geuna et al., 2009; Kaplan et al., 2009b). The fascicle is

delineated by a perineurium sheath and perineurial cell layer serving as a fluid bar-

rier. Due to their structure, the epineurium and endoneurium provide elasticity to

the nerve (Topp and Boyd, 2006). The epineurium is a loose connective-tissue that

defines the nerve architecture. This tissue surrounds all fascicles and provides me-

chanical structural support for the nerve fascicles and blood vessels (Arslantunali

et al., 2014; Grinsell and Keating, 2014).
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1.2 Peripheral nerve injury

Peripheral nerve injuries occur in approximately 2.8% of trauma patients (Deumens

et al., 2010) and often result in significant reduction of sensory/motor functions and

neuropathic pain (Arslantunali et al., 2014). In Europe, over 300,000 people suffer

from peripheral nerve injury annually (Gu et al., 2011) and 360,000 in the United

States (Dodla et al., 2019). The likelihood of full functional recovery following severe

nerve lesions, like a transection of the neuronal axon, is often unsatisfactory (Deumens

et al., 2010; Sexton et al., 2012) and can result in life-long disability, compromising

quality of life for patients, with major socio economic impact (Deumens et al., 2010;

Arslantunali et al., 2014). To understand the challenges encountered in terms of

functional outcome after injury, it is critical to know the severity of the injuries and

understand the natural repair process taking place at the injury site.

1.2.1 Peripheral nerve injuries classification

Unlike the CNS, the PNS is not protected by the skull and spinal cord and can easily

get damaged when exposed to external forces. When the mechanical trauma exceeds

physiological levels, cells and tissues can be damaged (Topp and Boyd, 2006, 2012).

The functional outcome of a peripheral nerve injury depends on the severity of the

nerve trauma (Rickett et al., 2011). The first peripheral nerve injury (PNI) classifica-

tion was published in 1943 by Sir Herbert Seddon (Seddon, 1943), and injuries were

separated in three categories :

• Neuropraxia

• Axonotmesis

• Neurotmesis

These injury categories are described in more detail in Table 1.1. These categories
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give an anatomical basis for PNI. In 1951, Sunderland expanded these categories and

sub-divided the Neurotmesis into three additional grades. This classification informs

current treatment strategies (Sunderland, 1951; Sunderland et al., 1990), e.g. in the

case of large gap injury (>1-2 cm) (Deumens et al., 2010), a clinical decision is made

to operate.
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1.3 Nerve regeneration

Following injury, the PNS has the ability to spontaneously regenerate (Eric Huebner

and Strittmatter, 2010). In this Section, the physiological regeneration process will

be described and its limitations will be discussed.

1.3.1 Physiological nerve regeneration

After a nerve injury leading to axonal disruption or complete transection (Sunderland

II-V, see Table 1.1), degenerative changes are initiated at the injured site within a few

hours and this process is known as ”Wallerian degeneration” (see Figure 1.3) (Deu-

mens et al., 2010; Gaudet et al., 2011; Arslantunali et al., 2014). After two weeks,

at the distal part of the transected area, the Schwann cells surrounding the axons

stop producing myelin and the axons detach from their myelin sheath. Moreover,

axonal, myelin and tissue debris are phagocytosed by Schwann cells and activated

macrophages (Figure 1.3b) (Gaudet et al., 2011). Distal Schwann cells migrate to-

wards the site of injury and form a solid supportive column called the Bands of

Büngner which enable axonal regeneration (Figure 1.3c). During this process, re-

generative axons from the proximal end encounter various chemical and mechanical

guidance cues. These stimuli are provided by the surrounding substrate and the

Schwann cells, and provide guidance cues to stimulate directed growth of neurons.

The expected axonal growth is ∼1 mm.day−1 (Arslantunali et al., 2014). Axons re-

generate towards the relevant target site. Initially, Schwann cells can remyelinate the

smaller diameter regenerated axons with a thin myelin sheath (Gaudet et al., 2011).

With time, the axon diameter is restored to normal dimensions (Nectow et al., 2012)

(see Figure 1.3d and e).
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b. Wallerian Degeneration

c. Schwann cell 
alignment

e. Reinervation

Peripheral neuron

Injury site

Myelinating SC

Activated macrophage

Cytokines/growth factors

Non myealinated SC

Myelin debris

a.Nerve Injury

d. Axon regeneration

Figure 1.3: Schematic representation of the degenerative and regenerative events
following a peripheral nerve injury. Within a week following a nerve injury, (a) Wal-
lerian degeneration takes place: (b) Schwann cells stop producing myelin and debris
are cleared by activated macrophages and Schwann cells. Distal non-myelinating
Schwann cells migrate towards the site of injury, and (c) form a supportive substrate
called bands of Büngner within the nerve basal lamina . Ultimately, axons begin
to regenerate along the conduit formed by the bands of Büngner. Axonal growth
is supported by physical and chemotactic stimuli provided by their surrounding en-
vironment and the Schwann cells (d) with a growth rate of ∼1 mm.day−1. Then,
the process of remyelination occurs. It is induced by the Schwann cells wrapping
around the regenerating axons. Axonal growth continues until it reaches the target
site of reinnervation (e) and the axonal diameter increases up the original dimensions.
Adapted from Gaudet et al. (2011).
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1.3.2 Nerve regeneration limitations

Even if a natural regenerative process occurs after a severe nerve injury (Sunder-

land II-V, see Table 1.1), it is frequent to observe aberrant axon sprouts leading to

the formation of a neuroma at the proximal nerve stump, and causing pain to the

patient (Kaplan et al., 2014). In most cases for large gaps, poor regeneration is ob-

served and this results in incomplete/absent target reinnervation leading to muscle

atrophy (Nectow et al., 2012; Hart et al., 2008). After 12 to 18 months of deinner-

vation, irreversible muscle atrophy occurs (Campbell, 2008; Sexton et al., 2012). As

physiological regeneration is a slow process, the time of muscle deinnervation and

distance required to bridge more proximal injuries (> 30cm for braxial plexus in-

juries (Sexton et al., 2012)) are severe limitations. Indeed, the target reinnervation is

time-dependant and meanwhile the target organ is not stimulated. This leads to at-

rophy followed by death of the neural cell bodies (Hart et al., 2008). The misdirection

of the regenerating axons towards inappropriate targets can also have a major impact

on the success of the motor and sensory outcome (Siemionow and Brzezicki, 2009;

Jiang et al., 2010; Yao et al., 2010; Pfister et al., 2011). Furthermore, the success of

the regeneration is highly dependant on the surrounding extracellular microenviron-

ment and its ability to provide sufficient guidance cues (Jianming Li et al., 2010).

In addition to the chemical cues, physical stimuli are now known to direct and aid

nerve regeneration, and the lack of mechanical support during regeneration limits the

repair process (Jianming Li et al., 2010).

All these aforementioned problems and limitations are extremely challenging and

contribute significantly to poor functional recovery (Gordon, 2015). In order to sup-

port better regeneration, clinical solutions, dependant on the severity of the injury,

are available and are presented in the next Section.
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1.4 Peripheral nerve repair solutions

For severe peripheral nerve injuries (see Section 1.2.1), a surgical procedure is re-

quired. The clinical treatment options vary depending on the size of the nerve gap

induced by the injury. For small nerve transections (Zhu et al., 2018), the most com-

mon surgical repair solution is a direct end-to-end surgery (Figure 1.4a). It involves

the coaptation of the proximal and distal parts of the transected nerve using fibrin

glue or sutures (Dodla et al., 2019). This technique can not be extended to large

gap injuries (>1 cm) as the tension induced by the sutures results in inhibition of

nerve regeneration and promotes the development of scar tissues (Fawcett et al., 1990;

Siemionow and Brzezicki, 2009).

For peripheral nerve injuries larger than 1 cm, the clinical gold standard involves

implanting an autograft into the injury site. A nerve graft is harvested from another

site (Figure 1.4b), often the sural nerve, a sensory nerve in the calf region of the leg. It

is used as it is a readily available, immunogenically inert scaffold which provides me-

chanical support to direct the sprouting axons toward the distal injury site, as well as

providing growth factors and viable Schwann cells (Ray and Mackinnon, 2010). The

graft is also permissive to the diffusion of chemical cues secreted by the distal part

to guide/promote regeneration (Gu et al., 2011). However, as mentioned previously,

autologous nerve grafts come with major disadvantages such as the requirement for

a double surgery, donor site morbidity, a limited amount of nerve supply, nerve size

and mismatch between sites, and possibility of painful neuroma formation (Hu et al.,

2016; Sarker et al., 2018). In addition, nerve grafting is often unsatisfactory for the

patient in terms of functional recovery (Sexton et al., 2012). The number of disadvan-

tages associated with the current clinical solutions have motivated the investigation

for developing alternative treatments. Tissue engineers are working on the develop-

ment of nerve guidance conduit (NGC) to promote nerve regeneration and their main

challenge is to achieve the functional outcome of nerve grafts and bridge the gap.
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1.4.1 Tissue Engineered Nerve Guidance Conduits

The field of biomedical engineering contributes to the design, manufacture, storage,

and application of synthetic conduits to overcome the limitations associated with au-

tologous nerve grafts (Muheremu and Ao, 2015). Due to limitations of the autograft,

neural tissue engineering research has focused on the development of nerve guidance

conduits, tubular structures, that are implanted to the injury site to guide neurite

growth (Figure 1.4c). The purpose of a nerve guidance conduit is to bridge the gap

between the proximal and distal part of the sectioned nerve. These nerve scaffolds

are often designed to mimic the architecture and extra-cellular matrix (ECM) of a

healthy nerve. Their goal is to guide the axon sprouts to reach the distal injury site,

by providing an adequate mechanical and chemical support to protect and stimulate

the growing neurons (Thomson et al., 2017b). In addition to the crucial cellular,

molecular and biomaterial components required, these scaffolds have to be biocom-

patible and biodegradable (Ratner et al., 2004; Stang et al., 2005). Permeability of

the scaffold to ensure the sufficient exchange of gases and nutrients, is necessary (Hol-

lister, 2005), and appropriate stiffness and flexibility have to be considered to support

the regeneration and physical handling (Subramanian et al., 2009).

Intensive research is working towards an effective nerve guidance conduit (NGC)

by investigating these aforementioned chemical and mechanical cues. They utilise bio-

materials that support desired cellular functions and display appropriate mechanical

and physical characteristics (Sarker et al., 2018). There is a large range of biomate-

rials available, e.g. synthetic and natural polymers are tested to generate improved

NGC. As an example, the most common materials used for neural tissue engineering

are chitosan and collagen among natural polymers, and polycaprolactone (PCL) and

Poly(D,L-Lactide-Co-Glycolide) (PLGA) for the synthetic polymers (Barbarisi et al.,

2015; Sensharma et al., 2017). Further discussion around biomaterials for neural

tissue engineering is given in Section 1.5.1.
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The ultimate goal is to reproduce the properties of the ECM and provide a

favourable biochemical environment for regeneration. The interaction between these

biomaterial and biochemical components and cells requires an in-depth understanding

which in turn will aid the design of repair conduits.

Topographical structure, mechanical and chemical characteristics either combined

or isolated are the main features that have been investigated in the literature. Re-

cent studies have demonstrated various material processing techniques. For example,

the fabrication of a multi-channel NGC to test the importance of linear and physical

cues to guide regeneration across the lesion site (Pawelec et al., 2018), or spiral NGC

with aligned nanofibers wrapped within a tube to create a multi-lumen conduit (Peng

et al., 2017; Chang et al., 2018). Filament-loaded scaffolds have shown the impor-

tance of topography (e.g. a yarn structure) combined with biological cues (e.g. a

laminin coating) (Wu et al., 2017). They have been developed to imitate nerve fas-

cicular architecture and promote SC migration/ proliferation and guidance of neurite

extension. Ryan et al. (2017), also combined physical and chemical cues to develop

porous matrix loaded conduits supporting SC attachment and axonal outgrowth.

To conclude, multiple designs of NGC have been explored in order to promote

axonal growth. Factors such as topography (Thomson et al., 2017a), stiffness (Willits

and Skornia, 2004; Evans et al., 2018), porosity (Ryan et al., 2017), supporting cells

(Hoke, 2006; Phillips, 2014), growth factors (Moore et al., 2006; Carballo-Molina and

Velasco, 2015), and electrical simulation (Martin et al., 2014; Senger et al., 2018)

can impact nerve regeneration and may be considered in the design of an optimal

NGC (Sarker et al., 2018; Dodla et al., 2019; Jia et al., 2019) (see Figure 1.4). In the

next Section, these key components, important for the development of an NGC that

would mimic autograft features, will be described.
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Figure 1.4: Schematic of the current clinical nerve repair solutions and the nerve
guidance conduits investigated, using various guidance cues, to improve peripheral
nerve repair.
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1.5 Development of NGCs

1.5.1 Scaffold materials

The choice of scaffold biomaterial is generally the first step when designing a con-

duit because it forms the biological substrate. It is important that the chosen ma-

terial is neither toxic nor triggers an immune response. Additionally, it should be

biodegradable to avoid both compression and constriction around the regenerated

nerves, chronic inflammation, as well as a second intervention to remove any non-

degrading conduit. The optimal mechanical properties, and physical properties such

as permeability, flexibility, and swelling are important factors that have an influence

on the regeneration area, tissue interaction, effectiveness of supporting cells, and any

drug diffusion/release (Subramanian et al., 2009).

Biomaterials are widely used in regenerative medicine and for the development of

NGC to promote nerve regeneration (Nectow et al., 2012; Sensharma et al., 2017).

They can be biopolymers, e.g. collagen, laminin, fibronectin, chitosan, or synthe-

sised polymers, e.g. polyacrylamide (PAAm), poly(ethylene glycol)(PEG) (Carballo-

Molina and Velasco, 2015; Du et al., 2018), gelatine (Sarker et al., 2018). Tissue en-

gineers are focusing their work on numerous essential properties. The material must

be biocompatible, permeable and not trigger an immunologic reaction. It should

have controllable mechanical features and a degradation profile as well as the abil-

ity to encapsulate drugs and growth factors (Deumens et al., 2010; Gu et al., 2011).

Natural materials tend to vary and can generate an immune reaction as they may con-

tain antigenic components (Holmes, 2002; Carballo-Molina and Velasco, 2015). For

this reason, synthetic material are widely investigated, however, they are not always

compatible with the host site (Carballo-Molina and Velasco, 2015).
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The materials found by the author to be currently approved by the Food and

Drug Administration (FDA) and used for nerve guidance conduits are type I collagen,

porcine small intestine submucosa, polycaprolactone (PCL), polyvinyl alcohol (PVA)

and polyglycolic acid (PGA) (Kehoe et al., 2012) and more recently chitosan, with

Reaxon Nerve Guide, the first chitosan tube approved for clinical use (Ba̧k et al.,

2017).

Nevertheless, novel materials have been developed, optimised and multiple con-

figurations in scaffolds have been investigated. Some materials known to induce cell

changes in behaviour are described in Section 1.6. Having introduced examples of the

materials currently used in studies to repair peripheral nerve injuries, the structural

arrangement of these materials will be discussed next.

1.5.2 Scaffold architecture

The scaffold represents the main architecture of a nerve guidance conduit. It mechan-

ically and physically supports the regenerative cells (Carballo-Molina and Velasco,

2015). The scaffold provides a substrate for cell adhesion and helps to direct axonal

sprouting from the proximal to the distal injury site by containing and allowing dif-

fusion of growth factors secreted by the distal stump (Gu et al., 2011). As shown in

Figure 1.4c, various type of scaffold architectures have been investigated as an alterna-

tive to autografting for peripheral nerve injury repair. The structure of these scaffolds

have greatly improved in the recent years (Du et al., 2018). The main parameters

which have been investigated are the physical and mechanical properties of the sub-

strate (Gentleman et al., 2003; Willits and Skornia, 2004; Mi et al., 2010; Bracaglia

et al., 2017; Peng et al., 2017; Kim et al., 2018), cellular alignment within the bioma-

terial to guide regeneration (Georgiou et al., 2013), the topography (Hoffman-Kim

et al., 2010; Kuo et al., 2012; Peng et al., 2017; Pawelec et al., 2018), overall porosity

and the size of the pores (Jiang et al., 2010; Ryan et al., 2017; Tao et al., 2017) to
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promote the infiltration of blood vessels and nutrient transport to support Schwann

cell proliferation and axonal regeneration. Fibrous nerve conduits offer an increased

surface area for cell attachment, permeability and also topographical cues (Rajangam

and An, 2013).

To be translated from the lab to the clinic, tissue engineers must take into account

various biomaterial dependant parameters when developing new designs. A neural

scaffold must be easy to fabricate and sterilise, and easily implantable (Mobini et al.,

2017). Furthermore, the stability over time of the implanted scaffold is to be consid-

ered as it impacts the biocompatibility and performance (Pawelec et al., 2018). These

requirements should be met in order for a NGC to be successful.

1.5.3 Growth factors

Neurotrophic factors are cell-produced small proteins and peptides which play an

important role in the survival, migration, proliferation and differentiation of various

cells involved in nerve regeneration (Allen et al., 2006). The arrangement of trophic

factors along a nerve conduit is continuously affected by the diffusion process. In

addition, the supportive action in cellular production of growth factors from the dis-

tal part may also decline as a function of time (Höke et al., 2002). For this reason,

there is widespread interest in investigating the optimal trophic factor distribution

along a NGC and the delivery method for a time-controlled supply. Four different

growth factors are commonly used: nerve growth factor (NGF), brain-derived neu-

rotrophic factor (BDNF) and neurotrophin 3 and 4 (NT-3 and NT-4). They initiate

and contribute to the growth and cell survival response. Moreover, these molecular

players have been characterised and information on their properties is readily avail-

able, e.g. biological activity, half lives, potential toxicity. Indeed, cellular guidance

due to chemical cues - known as chemotaxis- is well studied and researchers use ex-

perimental approaches (Cao and Shoichet, 2001; Lee et al., 2003; Kapur and Shoichet,
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2004; Moore et al., 2006; Carballo-Molina and Velasco, 2015) and mathematical mod-

elling (Tranquillo and Lauffenburger, 1987; Jabbarzadeh and Abrams, 2005; Tse et al.,

2007) approaches to elucidate the underlying mechanisms.

1.5.3.1 Nerve growth factor

Nerve growth factor (NGF) is a neurotrophic factor, the first to be identified in the

1950s by Rita Levy Montalcini. It is involved in the regulation of PNS neuron growth,

maintenance, survival and differentiation (Aloe, 2004, 2011). The regulation of NGF

during peripheral nerve injury has been characterised (Heumann et al., 1987; Fine

et al., 2002; Allen et al., 2006; Tse et al., 2007; Subramanian et al., 2009) and it has

been shown that NGF has the capacity to help nerve regeneration (Terenghi, 1999;

Fine et al., 2002; Tse et al., 2007). The pharmacokinetic properties of NGF have been

defined and are valuable data for framework prediction (Tria et al., 1994). NGF is a

chemical with the potential to modulate neuronal behaviour (Behar et al., 1994) and

it has been shown that neurites respond to chemotactic gradients in NGF concen-

tration (Cao and Shoichet, 2001; Kapur and Shoichet, 2004; Rosoff et al., 2004; Tse

et al., 2007). To find an ideal arrangement of NGF along a conduit requires consid-

eration of the NGF concentration (e.g. avoid critical concentration down regulating

neurite growth) (Cao and Shoichet, 2001), diffusion (Tse et al., 2007) and the half

life of this chemical.

1.5.3.2 Brain-Derived Neurotrophic Factor

Brain-derived neurotrophic factor (BDNF) is a growth factor which supports the

survival of motoneurons (Sendtner et al., 1992), whilst promoting growth of motor

and sensory neurons (Braun et al., 1996). BDNF has a shorter half life than NGF.

This property should be taken into account of in defining the scaffold configuration,

if BDNF is used as a guidance cue (Sakane and Pardridge, 1997) in combination with
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NGF.

1.5.3.3 Neurotrophin 3 and 4

Neurotrophin 3 (NT-3) and neurotrophin 4 (NT-4) initiate and contribute to the

survival response and differentiation of sensory and motor neurons (Davies et al.,

1993; Yin et al., 2001). NT-3 may be involved in the maintenance of the adult ner-

vous system and have been shown to help neurogenesis (Hagg, 2009). For example,

a previous study has shown an increase in the number of myelinated axons using

NT-3 spread throughout fibronectin mats and implanted into a 10 mm rat nerve gap

(Sterne et al., 1997). Studies using NT-4 have also shown a possible amelioration of

the regeneration process of a severed peripheral nerve (Yin et al., 2001). For these

reasons, neurotrophin 3 and 4 can be eventually considered for use as chemical cues

along a nerve conduit.

These different trophic factors could be used separately or in combination to help

to improve the regeneration of different injuries, and even as a basis for treatment

personalised to each patient, i.e. adapted to their type of injury.

To conclude, neurotrophic factors have been shown to be an efficient solution to

increase the number, range, branching, length and growth rate of regenerating axons

(Cohen-Cory and Fraser, 1995; Lentz et al., 1999; Cao and Shoichet, 2001). These

neurotrophic factors can also work in complementary fashion (Maisonpierre et al.,

1990). Thus, it is important to know how the biochemical cues impact neuronal

behaviour to propose a drug efficient configuration for NGCs.
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1.5.4 Growth Factor Delivery Configuration

Due to the numerous beneficial properties of growth factors, several studies have fo-

cused on improving the delivery of these proteins via tissue engineered conduits. This

understanding of the different options could be exploited to regulate the spatiotem-

poral arrangement of growth factor along the conduit to support nerve regeneration.

The key features which can be controlled are the dosage, the arrangement of chem-

ical along a conduit (taking into account factors such as diffusion, elimination, half

lives, cell production/consumption), the duration of the therapy and the properties

of the vector used for delivery (Pfister et al., 2007; Tayalia and Mooney, 2009). To

date, NGC configurations have been tested with growth factors trapped directly in a

hydrogel matrix (Terris et al., 2001; Lee et al., 2003; Midha et al., 2003). Other work

has investigated release systems using microspheres, made out of biodegradable poly-

mers, loaded with growth factors either in suspension in the conduit or dispersed in

the hydrogel matrix for peripheral nerve regeneration (Xu et al., 2002; Rosner et al.,

2003; Tabata, 2003; Xu et al., 2003). Support cells like Schwann cells (see Section

1.5.6) can also be considered as another source of growth factors. For instance, they

can be injected in the nerve guidance conduit (Ansselin et al., 1997), or the matrix

can be filled with glial cells (Guenard et al., 1992) that will then produce diffusible

factors. These investigations give us the possibility to control the spatial distribution

of growth factors, keeping in mind that they diffuse and are taken up, thus their

spatial distribution varies as a function of time.

1.5.5 Supporting cells

Glial cells are non neuronal cells in the nervous system and are a critical cellular

component for nerve regeneration and maintenance of the nervous system (Georgiou
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et al., 2013; Gu et al., 2011). They are responsible for the maintenance of extra

cellular homeostasis (buffer the pH, regulate ion and protein concentrations) and

are involved in neuronal information processing (Noback et al., 2005; Bozkurt et al.,

2009; Yao et al., 2010). Their incorporation in NGCs has been investigated due to

their abilities to promote axon regeneration. They provide support and protection

for neurons.

1.5.6 Schwann cells

Schwann cells are the principal glial cells in the PNS. They are wrapped around neu-

rons and help in the myelination of the axons. Optimising migration and alignment of

Schwann cells and other support cells, within a nerve gap, is critical for regeneration

success as they play both structural and functional roles (Son and Thompson, 1995;

Bozkurt et al., 2009; Georgiou et al., 2013). These cells are important as they provide

a source of growth factors, crucial for neuronal support (Taniuchi et al., 1986; Hoke,

2006), such as NGF and BDNF (Gu et al., 2011) (see Section 1.5.3). In response

to a peripheral nerve injury, Schwann cells undergo phenotype changes to activate

their phagocytic activity, beneficial to support axon degeneration/regeneration (Hoke,

2006; Franze and Guck, 2010; Kaplan et al., 2014) (see Section 1.3). Due to their

specific properties beneficial to peripheral nerve regeneration (Son and Thompson,

1995), they have been incorporated in engineered nerve scaffolds (Evans et al., 2002;

Rajangam and An, 2013) to promote the formation of bands of Büngner and release

growth factor. Therefore, investigations on Schwann cell alignment are significant.

Georgiou et al. (2013) developed a technique to fabricate engineered neural tissue

-EngNT-, a tissue engineered construct with aligned Schwann cells. However, to opti-

mise their action on neurite regeneration, the behaviour of Schwann cells in response

to chemical and mechanical stimuli is still under investigation (Evans et al., 2018).

Figure 1.5 summarises the key parameters desired for the design of artificial nerve
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guidance conduits. As described in Section 1.5.3, for the development of nerve guid-

ance conduits, the use of chemical guidance cues has been largely explored for the

regulation of the neurite growth and regeneration (Tabata, 2003; Tayalia and Mooney,

2009; Steffens et al., 2018). However, there is increasing interest in mechanical prop-

erties of the surrounding environment and scientists are exploring the response of

neuronal cells to various mechanical stimuli. The next Section will focus on the

mechanical properties of biomaterial substrates for use in the development of NGCs.

IDEAL NERVE
GUIDANCE 
CONDUIT

Growth factors

Biodegradability

Cell delivery 
vehicle

Multiple guidances cues

Mechanical
Topographical

Chemical
Electrical

-mimic ECM
-contact guidance cues

-promote cell adhesion,
proliferation,differen iation

 

Replace lost
cell/tissues

Eliminate chronic
inflammation

involved in
neuronal growth, 

maintenance,
 survival, and 
differentiation

viability
t

Figure 1.5: Key parameters to take into account for the development of the optimal
nerve guidance conduit. Adapted from Subramanian et al. (2009).
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1.6 Substrate mechanics for the development of

nerve guidance conduits

Understanding of how neural and glial cell behaviour is influenced by their mechanical

environment remains largely understudied and incomplete. Nonetheless, the investi-

gation of the evidenced mechanosensitivity of these type of cells to their environment

seems promising to help in designing the future generation of NGC. Accordingly, from

now on, the work in this thesis will focus on tissue-mechanics and cell responses to it.

This Section will describe the current understanding of PNS mechanobiology, the ma-

terials and the stiffness environments reported in tissue engineering to study neural

cell mechanosensitivity in order to understand cell response and improve nerve repair

solutions. Last but not least, the relevant mechanical tests available and used in the

field to characterise material mechanical properties and help in the control/character-

isation of mechanical features for the development of new materials will be discussed.

1.6.1 Mechanobiology

Neuronal cells are responsive to chemical and topographical cues and these phenom-

ena are known as chemotaxis and haptotaxis respectively (Steffens et al., 2018). How-

ever, an increasing number of studies are investigating the cell response to mechanical

guidance cues (Krieg et al., 2019; Hassanzadeh et al., 2018), known as mechano-

taxis (Franze et al., 2013; Roca-Cusachs et al., 2013). Mechanobiology focuses on the

mechanical properties of cells and tissues at various scale, i.e. proteins, cells, tissues,

and the impact of the mechanical forces on cell behaviour, e.g. differentiation (Kuo

et al., 2012; Rammensee et al., 2017; Hadden et al., 2017), migration (Rosso et al.,

2017d), neurite branching and orientation (Flanagan et al., 2002; Koser et al., 2016).
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The past two decades have been crucial for the field of mechanobiology as technologies

have brought into the market new tools for investigation, e.g. atomic force microscopy

(AFM), magnetic tweezers, and traction force microscopy (TFM). In 2000, Lo et al.

(2000), reported for the first time the migration of fibroblasts from a soft to stiff re-

gion of a collagen coated polyacrylamide substrate (Figure 1.6). This phenomenon of

cells sensing and responding to a stiffness gradient was then termed ’durotaxis ’, after

the Latin durus (hard) and taxis (directional arrangement in response to stimulus).

Cell sensitivity to their environment, referred to here as mechanosensing, involves

conversion of a mechanical stimulus into an electrochemical activity (mechanotrans-

duction) responsible for a change in cell behaviour, referred to here as mechanore-

sponse (Franze et al., 2013). The link between the mechanical forces and the biological

system response is still poorly understood for the PNS (Rosso et al., 2017c,d; Evans

et al., 2018).

Soft Stiff

Integrin receptors

cell movement

Figure 1.6: Durotaxis, guidance by stiffness gradient, which arise from the properties
of the ECM. Adapted from Roca-Cusachs et al. (2013).
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1.6.2 Mechanical gradient

Both the CNS and PNS are mechanically heterogeneous tissues (Phillips et al., 2004;

Mason and Phillips, 2011; Franze et al., 2013), thereby, neuronal and glial cells are

likely to encounter regions with different stiffnesses. In the PNS, the microenviron-

ment stiffness is likely to change during development (Franze et al., 2013; Rosso et al.,

2017d), after an injury due to the development of scar tissues (Fawcett et al., 1990),

or between different nerve regions (Phillips et al., 2004; Mason and Phillips, 2011).

For the past two decades, researchers have been studying cell durotaxis, the

mechanosensitivity of cells to mechanical gradients (Lo et al., 2000). Multiple ex-

perimental approaches, on different cell lines, substrates and stiffness gradients have

been investigated. This Section will describe these gradients and the resulting be-

haviour of cells growing on the surface of these type of substrates in vitro. A summary

of the parameters used for each study is given in Table 1.2, a graphical representation

of the stiffness gradients slope is plotted in Figure 1.7 and Figure1.8 is a diagram

mapping the stiffness ranges for each study. Further details on the fabrication of

these gradients will be given in Chapter 4.

Wong et al. (2003), Zaari et al. (2004) and Isenberg et al. (2009) investigated

the behaviour of vascular smooth muscle cells (VSMCs) on collagen coated polyacry-

lamide gels (PAAm). Wong et al. (2003) used photopolymerisation and patterned

filters (photomasks) to create a 0.94 kPa.mm−1gradient slope. Zaari et al. (2004) and

Isenberg et al. (2009) used microfluidic gradient generator combined with photopoly-

merisation and created gradient slope of 12 and [10-20-40] kPa.mm−1, respectively.

The VSMCs displayed durotaxis for the five gradients slopes created. They migrated

preferentially toward stiffer substrates with a cell speed higher on softer substrate

(Wong et al., 2003) and have shown more cell adhesion on a stiffer substrate (Zaari
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et al., 2004). Tse and Engler (2011) used the photomask with radial grayscale pat-

tern technique to create a collagen coated PAAm stiffness gradient of 1 kPa.mm−1.

They observed that human mesenchymal stem cells (MSCs) accumulated on stiffer

regions, and independently of the local stiffness, migrated toward stiffer substrates.

Cheung et al. (2009) also observed migration from compliant to stiff with fibroblasts

on collagen coated PAAm substrate. They made their rigidity gradient using a mi-

crofluidic based lithography technique to micropattern cell-adhesive substrates (74.7

kPa.mm−1). So, using PAAm gels offers the possibility to work with a wide range of

stiffnesses using a large variety of techniques.

Furthermore, cells sense a stiffness gradient but are also responsive to the adhe-

sion molecules involved in the binding between the cell surface and the ECM. These

adhesion molecules can impact on cell response and therefore have been considered

for the development of mechanical gradients. For instance, Hartman et al. (2016)

have shown the importance of the choice of the adhesion molecule. They generated

a PAAm stiffness gradient (72 kPa.mm−1) using a surface tension based microfluidic

device (UV initiated photopolymerisation) and compared fibronectin and laminin as

coating on VSMCs. Migration of VSMCs toward stiffer regions was observed on fi-

bronectin and no directed migration was observed on laminin. In comparison, Kloxin

et al. (2009) used a fibronectin coated PEG gradient (3 kPa.mm−1) and observed no

significant directed cell migration nor effects on cell speed. On the other hand, Evans

et al. (2018) worked with laminin coated PAAm gradients (0.04 and 0.95 kPa.mm−1)

on Schwann cells and observed morphological changes. Not only the stiffness gradient

of the substrate, but also its surface adhesion ligands, impact substantially on cell

behaviour. Furthermore, the behaviours observed are cell type dependant.

The study of durotaxis is challenging as it is difficult to uncouple the stiffness of

a substrate from its pore size, ligand molecule coating density, and the thickness of

the substrate itself (Roca-Cusachs et al., 2013). It is necessary to develop new assays
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where the rigidity gradient is the only varying parameter to be able to compare

studies. As mentioned in Section 1.6.1, recent studies have shown that SCs and PNS

neurons are mechanosensitive (Rosso et al., 2017c,d; Evans et al., 2018). However the

understanding of axon pathfinding (Koser et al., 2016), essential for the improvement

of NGC, remain understudied.

In this thesis, it is proposed to use pure collagen gel to develop a controlled

and characterised stiffness gradient, as pure collagen is the main component of PNS

ECM. The next Section will describe the current knowledge about this material and

the techniques that will be exploited for the experimental work of this thesis.
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Figure 1.7: Graphical summary of the gradients and materials used to study duro-
tactic behaviour in vitro, showing the Young’s Modulus (kPa) as a function of the
location on the samples (mm). Studies are categorised by material used, and the
majority are using coated PAAm gels as it offers the possibility to work with a wide
range of stiffness using a large variety of techniques (Wong et al., 2003; Zaari et al.,
2004; Isenberg et al., 2009; Tse and Engler, 2011; Cheung et al., 2009; Hartman et al.,
2016). This summary includes only 2D cultures.
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Figure 1.8: Diagram mapping the stiffness ranges (kPa) used to study durotactic
behaviour in vitro, showing the modulus (kPa) range as a function of stiffness gradient
(kPa.mm−1. In this figure, the stiffness ranges are categorised by study (presented
Table 1.2 and Figure 1.7).
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1.6.3 Collagen gels

A wide variety of biopolymers have been used in NGC development and their mechan-

ical properties have been studied extensively as they influence both cellular behaviour

and tissue compatibility. Collagen is the major component of the ECM of the PNS and

supports nerve function from the development of the PNS to adulthood (Koopmans

et al., 2009). Collagen is known as a suitable cell substrate, is biocompatible (Neel

et al., 2006) and has been explored extensively in the development of peripheral nerve

repair solutions (Yang et al., 2004; Neel et al., 2006; Sundararaghavan et al., 2008;

Stylianou, 2017; Ryan et al., 2017). To mimic the natural tissue mechanical and

structural properties, collagen hydrogels used for tissue engineering purposes are of-

ten blended or cross linked in order to obtain replacement or repair solutions that

would complement natural repair processes (Baranauskas et al., 1998; Banse et al.,

2002; Krishnan et al., 2004), e.g. for wound healing and regenerative purposes (Ma

et al., 2003; Yang et al., 2004; Madhavan et al., 2009; Tierney et al., 2009; Neel et al.,

2013; Davidenko et al., 2015). However, without modification of the fully-hydrated

collagen gel structure, there tends to be a mechanical and structural disparity com-

pared with many mature body tissues, e.g. hydrated collagen gel is mechanically very

weak (Brown et al., 2005; Saraf et al., 2007; Mi et al., 2010). Thus, the properties

of collagen gels should be tuned to be specifically appropriate for the development of

NGC.

A variety of methods exist to modify the mechanical properties of collagen, e.g.

cross linking using enzymes or irradiation (Zaari et al., 2004; Sundararaghavan et al.,

2008; Isenberg et al., 2009; Kidoaki and Sakashita, 2013) or blended collagen gels, e.g

with PCL through electrospinning (Isenberg et al., 2009; Moskow et al., 2018; Schuh

et al., 2018). These techniques alter the structure of the matrix and can result in the
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addition of signalling cues which prevent the absolute understanding of the influence

of an isolated collagen density gradient on neurite behaviour.

In 2005, Brown et al. (2005), developed a process to rapidly produce dense col-

lagen matrix through plastic compression, i.e. gels do not rehydrate, opening a new

route for the production of materials structurally and mechanically suitable for tis-

sue engineering (see Figure 1.9a). The matrix produced by plastic compression, a

combination of external mechanical loading and fluid absorption, is a dense collagen

structure obtained by expulsion of 97% of fluid from the hydrogel (Brown et al., 2005).

This process increases the strength and mechanical integrity of the hydrogel (Brown

et al., 2005) and making it mechanically more comparable to soft human tissues.

As shown in Brown et al. (2005), under tensile testing, the ultimate tensile strength

of plastic compressed gels was 0.55 MPa, approaching soft tissue values. They also

showed high cell viability for plastic compressed gels and compressed + tensioned

gels (5-30% strain). They indicated minimal impact of the fluid removal process on

cell survival (Brown et al., 2005), making it a promising technique for the biomaterial

and tissue engineering field. Soon after this initial work, Neel et al. (2006) showed the

importance of the level of hydration on the mechanical behaviour of collagen scaffolds

(hyper hydrated, single (SC) and double compressed (DC)). For these studies, plas-

tic compression was performed with a constant load of 60g per unit cross-sectional

area (mm2) to induce a downward fluid flow (Brown et al., 2005). The SC and DC

constructs were shown to support cell seeding, their hydration level did not inter-

fere with the cell viability and they have been used for numerous tissue engineering

applications (Phillips, 2014).

More recently, Levis et al. (2015), extended the plastic compression approach

to the commercially available Real Architecture For 3D Tissues (RAFT) kit, allow-

ing confined compression (CC) of hydrogels with upward flow, known as RAFT-

stabilisation, in collaboration with TAP Biosystems (Figure 1.9b). This method is
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not experience-dependent and provides a rapid, simple and consistent way to fabricate

engineered tissues able to withstand handling. It has been used to produce tissue en-

gineered cornea (Levis et al., 2015), artificial cancer masses (Magdeldin et al., 2017),

tissue engineered skin (Martin et al., 2017), and will be used in this thesis to fabricate

RAFT-stabilised collagen gels for nerve tissue engineering purposes.

Figure 1.9: Difference between the processes in terms of fluid expulsion a)Brown
et al. (2005) and the plastic compression (PC) process with downward fluid flow
b)Levis et al. (2015), confined compression (CC) RAFT-stabilisation process with
upward flow.
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1.7 Characterisation of Mechanical Properties of

Hydrogels

As summarised Section 1.6, cell behaviour, e.g. differentiation, migration, neurite

branching and orientation, is impacted by the mechanical and structural properties of

the substrate environment. Also, materials mechanically resistant to surgical handling

and similar to the host site are required in tissue engineering to minimise the chance

of an adverse host response. This characterisation can be seen as the study of the

response of materials to applied load. If the material recovers its original shape and

size after forces are applied on it, then the material is elastic. These materials have

the capability to store the energy, whereas viscoelastic materials store the energy and

dissipate it simultaneously. Typically, viscoelastic materials can change shape and

flow away from the force to deform semipermantly. Their relationship between stress

and strain is time and temperature dependant.

The mechanical characterisation of biomaterials is therefore crucial as it guides

tissue engineers into developing tissue-like materials. The fundamentals of some of the

mechanical tests used to characterise biomaterials (see Figure 1.10) will be described

in this Section.

The stiffness of a material indicates the tendency for a material to resist deforma-

tion when subjected to a uniaxial force (tension or compression). It is related to the

elastic modulus of the material ( Young’s modulus, E) which is the longitudinal stress

divided by the strain ( see Section 1.7.1). These material characteristics can be tested

using static mechanical tests such as creep and stress relaxation tests. The stress re-

laxation is a time-dependent decrease in stress under a constant strain applied ( at

t=0). It informs the load required to maintain specimen deformation as a function
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of time. The creep test is a time-dependent increase in strain under a constant stress

initially applied.

The complex modulus, which is a measure of the resistance of a material to dy-

namic deformation can be measured using dynamical mechanical analysis (see Section

1.7.1) or rheology (see Section1.7.2).

The surface stiffness or hardness of a material is generally define as the resistance

to local surface deformation as measured by forcing an indenter of specific geometry

under a defined load, usually using atomic force microscopy or a Nanoindenter ( see

Section 1.7.3).

Figure 1.10: Schematic of the three different mechanical testing set ups used to in-
vestigate in detail the mechanical behaviour of collagen gels in a cylindrical coordinate
system (r,θ,z).
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1.7.1 Fundamental Principles of Dynamic Mechanical Anal-

ysis

Dynamic Mechanical Analysis (DMA) is a characterisation technique used to inves-

tigate the viscoelastic behaviour of polymers. A sinusoidal stress profile in time is

applied to the material and the resulting sinusoidal strain is measured (see Figure

1.11). For purely elastic materials, the phase difference, (δ), between the stress and

the strain wave is zero degrees, whereas, the phase difference is 90◦ for purely viscous

material. Because of their viscoelastic nature, biopolymers exhibit a phase difference

between those extremes (0< δ <90◦, see Figure 1.11). This phase difference, together

with the amplitude of the stress and strain waves, is used to establish the properties

of biomaterials, e.g. storage, loss modulus, and damping (tan δ) as they experience

a periodic sinusoidal deformation. Figure 1.11 presents a typical force-displacement

curve obtained by DMA.

DMA uses different deformation modes, i.e. tension and compression modes (Fig-

ure 1.10). This oscillating compressive or tensile force is called stress (σ, kPa) and

can be expressed through

σ = Fn/A, (1.1)

i.e. the ratio of an applied force Fn to the cross sectional area A on which the force is

applied, to materials of known geometry in a cyclic manner. The material response

to this stress, in the form of the dimensionless deformation, called strain (ε), which

is defined by

ε = dl/li, (1.2)

where dl is the change of length and, li is the initial length.
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The Young’s Modulus of Elasticity, E (N/mm2 or kPa), is the ratio of the stress

to the strain.

E =
σ

ε
. (1.3)

This modulus represents the stiffness of a material by quantifying the deformation of a

material within the elastic range when an uniaxial stress, whether tensile (extension)

or compressive (compression), is applied.

For viscoelastic materials, the storage modulus, (E ′, kPa) is a measurement of the

energy stored per cycle, representing the elastic response. The loss modulus, (E ′′,

kPa), is a measure of the the energy dissipated per cycle, representing the viscous

response. Under steady-states vibration conditions, a phase shift between stress and

strain is caused and the modulus elasticity is then defined as the Complex Modulus

(E∗, kPa) (see Figure 1.12). The complex viscoelastic response is depicted as follows

E∗ = E ′ + jE ′′, (1.4)

where j is the imaginary unit and j2 = −1, the elastic component, E ′ is

E ′ =
σ0
ε0

cos δ, (1.5)

and the viscous component, E ′′, is defined by

E ′′ =
σ0
ε0

sin δ. (1.6)

The relationship between the Young’s modulus and the Complex modulus is given

by

E = |E∗| =
√
E ′2 + E ′′2. (1.7)
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The damping, energy dissipation of the material under cyclical stress, is char-

acterised by the tangent of phase difference, tan δ, which is the ratio of loss to the

storage modulus,

tan δ =
E ′′

E ′
. (1.8)

This is an indication of the phase shift between displacement and load, and pro-

vides information on the relationship between the elastic and viscous components,

i.e. storage and loss modulus.

The information obtained by DMA can be used in tissue engineering as it indi-

cates if the replacement biomaterial used (in our case RAFT-Stabilised collagen, see

Section 1.6.3), displays similar viscoelastic properties to the host tissue that requires

replacing.
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Figure 1.11: Typical force-displacement sine wave from DMA test, showing the
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Figure 1.12: Relationship between E∗, E ′, E ′′.
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1.7.2 Fundamental Principles of Rheometry

Rheology is commonly used to characterise the mechanical properties of polymers

(Zuidema et al., 2014). This characterisation technique informs the relationship be-

tween the shear stress applied on a material (τ), and the deformation (γ) and flow

of the material. For rheometry testing, various measuring geometries can be used to

operate a rotational oscillation (see Figure 1.13) and to measure the properties of the

material. These measuring systems are attached to the driving motor and rotate un-

der specific conditions. Typical geometries are a concentric cylinder, a parallel plate

and a cone and plate, as shown in Figure 1.13. Concentric cylinders are commonly

used for very low to medium viscosity fluids. Cone and plate are used for very low

to high viscosity fluids and parallel plates are used for very low viscosity to soft solid

(Hackley and Ferraris, 2001).

Rheology provides information about the material’s viscosity (η, Pa.s−1) and vis-

coelastic properties given by the shear modulus (G, Pa) and shear tan δ. Funda-

mentally, a rotational rheometer controls and measures the torque (M(t), N m), the

angular displacement (θ(t)) and the angular velocity of the plate (ω(t), rad.s−1). In

this thesis, rheological tests were conducted on collagen gels using a parallel plate

geometry. In this scenario, the viscosity, η in Pa.s−1, indicating the resistance of a

fluid to a shear stress can be expressed as follows

η =
τ

ω̇
, (1.9)

where τ(pa) is the shear stress and ω̇ is the shear rate.

During a frequency sweep test, the sample is exposed to a sinusoidal strain (γ) at

an angular frequency ω. For viscoelastic materials under dynamic testing, the strain
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(γ) is a function of time, and uses the following relationship,

γ(ω, t) = γ0 · sin(ωt), (1.10)

where γ0 is the maximum amplitude of the strain, ω = 2πf (f , frequency of the strain

oscillation), t is the time, and δ the phase difference; as seen previously in Section

1.7.1, viscoelastic materials exhibit a phase difference between the strain and the

stress (0< δ <90◦, see Figure 1.11 ). The stress resulting from the applied sinusoidal

strain can be written

τ(ω, t) = τ0 sin((ωt+ δ), (1.11)

or

τ(ω, t) = G′ · γ0 · sin(ωt) +G′′ · γ0 · cos(ωt), (1.12)

where τ0 the maximum amplitude of the stress, the shear storage modulus G’ (Pa),

represents the storage of elastic energy, i.e. the elastic component, and G” (Pa), the

shear loss modulus, represents the viscous dissipation, i.e. the viscous component.

Similarly to in Section 1.7.1, the complex shear modulus, G∗ can be expressed as

follows

G∗ = G′ + jG′′, (1.13)

where j is the imaginary unit and j2 = −1. The relationship between the shear

modulus, G, and the complex shear modulus G∗ is also given by

G = |G∗| =
√
G′2 +G′′2. (1.14)

The shear modulus, G, can be compared to the Young’s Modulus, E, by using the

following relationship

G =
E

2(1 + µ)
, (1.15)
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where µ the Poisson’s ratio.

A comparison between mechanical characteristics measured via DMA and rheology

are given in Table 1.3.

Very low to
medium
viscosity

Concentric
Cylinders

Very low 
to high

viscosity

Cone and 
Plate

Low viscosity 
to soft 
solid

Parallel
Plates

Figure 1.13: Typical rheometer geometry configurations. The rotational oscillation
is represented by the double arrow; the measuring system rotates while the lower
plate is stationary.

Name DMA Rheology Definition Units
Stress σ τ Force/Area Pa
Strain ε γ Deformation no units

Strain rate ε̇ γ̇ Velocity gradient s−1
Modulus E G Stress/strain Pa
Viscosity η Stress/strain rate Pa.s−1

Table 1.3: Glossary of mechanical measurement terms
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1.7.3 Fundamental Principles of Atomic Force Microscopy

Atomic force microscopy (AFM) is a high-resolution scanning probe microscopy method

(SPM) developed in 1986 by Binnig and colleagues (Binnig et al., 1986). The first

commercialised AFM appeared in the early 1990s (Stylianou, 2017). It rapidly be-

came a popular method as it can reach nanometer resolution. A tip mounted on

a cantilever, usually made of silicon, is used to scan the sample surface. When a

voltage is applied on the piezoelectric sample stage, the sample can accurately be

moved in three-dimensions at a subnanometer scale (Leite et al., 2007; Stylianou,

2017; Krieg et al., 2019) (Figure 1.14a), and the sample can be imaged as shown

in Figure 1.14b or mechanically characterised using atomic force spectroscopy (see

Figure 1.14c). Both techniques will be detailed, respectively, in Section 1.7.3.1, and

in Section 1.7.3.2. AFM is used to study nanoscale topography and mechanical char-

acteristics of a broad range of samples, e.g. proteins, cells and tissues (Krieg et al.,

2019).
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Figure 1.14: a) Schematic representation of the main components of an atomic
force microscope. It consists of a probe (cantilever and tip), a laser, a piezoelectric
sample stage, a photodetector to measure cantilever deflection and is all connected to
a computer. b) Example of an AFM topography image taken with a pyramidal tip and
the schematic representation of the commonly used imaging modes. c) Typical force-
distance curve, divided in different segments (A-F) corresponding to the interaction
between the scanning tip (spherical geometry) and the sample.
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1.7.3.1 Topography

AFM can be used to obtain nanometer scale images of the surface of a large variety

of samples e.g. biological samples, polymers, semi-conductors (Leite et al., 2007). To

get an AFM image, the cantilever is brought to (or close to) the sample surface and

a line-by-line image is formed according to the cantilever signal, itself detected using

laser light, due to the probe-sample interaction (Leite et al., 2007). As represented

in Figure 1.14b, three different imaging modes are commonly used.

• Contact mode: The probe is in close contact with the sample surface. It is the

most common mode of operation but can also alter the sample.

• Non-contact mode: The probe is kept few Angstrom above the surface sample

and is excited at its resonant frequency. Interaction forces between the tip and

the surface are detected and used to generate an image.

• Tapping mode: This mode is used when the surface of a substrate is easy to

damage. The cantilever is excited by an electrical oscillator and taps the surface

as it goes through the area to image.

1.7.3.2 Force Spectroscopy

1) Force-Displacement curves: AFM is also used to investigate surface forces through

force curves (see Figure 1.14c), used to measure the vertical force that the tip applies

to the surface of the sample. This technique is called atomic force spectroscopy (AFS).

In order to map the stiffness of biological or engineered substrates, AFS records

single-point force-distance (FD) curves at each point of a map defined beforehand. It

provides information regarding the tip-sample interaction at this particular location.

Figure 1.14c shows a typical force-displacement curve. AFS records the force applied
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Averaging

Pyramidal Conical Cylindrical Spherical Wedged

Figure 1.15: Various probe geometries used for the mechanical characterisation of
biological samples. The larger the probe-sample contact area, the more the mechan-
ical measurement will average out. Adapted from Krieg et al., 2017

by the probe into the sample during the indentation and the distance travelled by

the probe. At first, the tip approaches the sample (A)(see Figure 1.14c), there is no

interaction yet. When the tip gets close enough to the surface, various forces, e.g.

electrostatic and Van der Waals forces, attract the cantilever and the tip jumps-to-

contact (B). Then the tip applies a force on the surface (C) and this region (A-C),

called the approach curve, measures the elastic properties (B-C) of the sample (Leite

et al., 2007). Then, the tip is pulled off the surface (D) and the section (D-E) measures

the adhesion forces formed during contact. Finally, the tip retracts and returns to its

starting equilibrium position. This region (D-F) is called the retract curve.

2) Probe geometry and Hertzian Model: For the mechanical characterisation of

biological systems, e.g. materials, or cells, various probe geometries can be used (Krieg

et al., 2019). Sharp probes will allow local measurement with fine accuracy, e.g. mea-

surement of the stiffness of a collagen fiber (Efremov et al., 2017). For larger probes,

the mechanical properties of a bigger local area can be measured as shown Figure 1.15.

Micro-beads or wedges can be glued to the cantilever to enable the mechanical mea-

surement of a larger sample area (Krieg et al., 2019).

To extract the mechanical data from the force curves, an appropriate model must
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be used. Although in most commercial AFM software programs models are imple-

mented for data analysis, here will be described the most commonly used theoretical

model. The Hertz model is often used to obtain the Young’s Modulus from the FD

curves and is dependant on the spherical probe geometry (see Figure 1.15). In this

thesis a spherical probe was used for the mechanical characterisation of hydrogels.

For a spherical probe as shown in Figure 1.16, the effective Young’s Modulus, Eeff ,

most commonly reported parameter (Oyen, 2014), is expressed as

Eeff = F/[2(a2 +Rp
2).σ − 2.a.Rp], (1.16)

where σ, the indentation, is defined

σ =
a

2
. ln

(
Rp

2 + a

Rp
2 − a

)
, (1.17)

and Rp is the radius of the indenting probe, a is the contact radius and F the indenting

force (see Figure 1.16).

The Young’s Modulus, E, for a compliant material can be expressed as a function

of Eeff ,

E = Eeff (1− ν2), (1.18)

where ν is the Poisson’s ratio generally set to 0.5 for soft tissue and tissue-like sam-

ple (Instrument, 2008) as they are considered as rubber-like incompressible materi-

als (Chen et al., 1996).
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Figure 1.16: Schematic representation of a spheric probe and the key parameters
used in the Hertzian model to extract mechanical data from force curves measure-
ments. Rp is the radius of the indenting probe, σ the indentation and F the indenting
force.

1.8 Mathematical Modelling

Experimental approaches can be very limited due to a wide variety of parameters and

designs that require investigation. This is time-consuming, expensive and in some

cases experiments can be ethically challenging due to animal experimentation. Math-

ematical modelling is a very useful and complementary approach that can minimise

the need for laborious and expensive experiments (Coy et al., 2017). Computational

models can help to test and to generate a design hypothesis to be tested experimen-

tally. Coy et al. (2017) proposed a theoretical-experimental tissue engineering design

workflow (see Figure 6.1) to be used to help with the development of NGCs to support

neurite growth after an injury and increase their chance of translation to the clinic.

A wide range of conduit designs have been developed in recent years and significant

progress in understanding the importance of guidance cues has been made (see Section

1.5 and 1.6). However, the current design process has opportunity for improvement
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in order to exceed the efficiency of the autograft and enhance nerve regeneration and

functional recovery in the PNS (Jiang et al., 2010). Coy et al. (2017) proposed the

integration of mathematical modelling into the NGC design workflow as follows; a

preliminary in silico model is designed and parameterised using experimental param-

eters (obtained either from specifically conducted experiments or from the literature).

Once the model has been informed, it can be used to simulate numerous scenarios

and inform the efficacy of the tested designs quickly and in a cost-effective manner.

Following the theoretical results, a refined set of experiments can be planned and

executed. Data from these experiments can act to validate and/or refine mathemat-

ical models through an iterative process, allowing continuous improvement. In this

thesis, both experimental and computational approaches are used following this afore-

mentioned theoretical-experimental tissue engineering design workflow to investigate

neurite elongation on stiffness gradient substrates.

Although various cell types will display different methods of locomotion, the cell

migration process has been generalised and characterised to be a persistent random

walk, similar to Brownian motion of small particles (Walmod et al., 2001) in the

absence of guidance cues (Dunn and Brown, 1987; Walmod et al., 2001). It is now well

established that cells are able to feel certain external signals and that their behavior is

influenced by input signals from the surrounding environment, e.g. chemical, physical

or structural. Furthermore, gradient of signalling cues can guide cell movement; Lo

et al. (2000) reported for the first time the influence of the rigidity of the substrate,

where cells were moving preferentially towards stiffer regions, phenomenon defined as

durotaxis (see Section 1.6.1).

In order to provide some insight into the general aspects of cell migration, math-

ematical models have been developed and computational simulations used. Two

principal types of models have been previously exploited to investigate cell migration

pattern, the continuous approach and the discrete approach. For the continuous ap-
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proach, the models are related to model of diffusion, and cell motility is modelled as

a changes in time and space of the local cell concentration (Patlak, 1953; Painter,

2009; Moreo et al., 2008). This approach is used to describe cell population behav-

ior and is generally based on Keller-Segel model (Keller and Segel, 1971). On the

other hand, the discrete approach depicts single-cell trajectory (Alt, 1980; Dunn and

Brown, 1987). For example, Zaman et al. (2005) proposed a discrete model based

on the equilibrium of individual cells subjected to external forces in 3D (force-based

dynamic approach).

Different types of cell migration in the absence or under signalling cues have

been modelled using the discrete approach, e.g. random motility (Dickinson and

Tranquillo, 1993; Zaman et al., 2005), chemotaxis (Tranquillo and Lauffenburger,

1987; Stokes and Lauffenburger, 1991; Jabbarzadeh and Abrams, 2005), haptotaxis

(Dickinson and Tranquillo, 1993; Smith et al., 2004), durotaxis (Stefanoni et al., 2011).

The discrete approach can easily be used to compare experimental data in which

individual cell paths are collected. Therefore in this thesis, a discrete mathematical

model of neurite motility informed by the experimental data collected in Chapter

4 and 5 is proposed to reproduce the influence of a stiffness gradient on neurite

elongation. More details about the mathematical model are given in Chapter 6.
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Figure 1.17: Theoretical-experimental tissue engineering design workflow. A mathe-
matical model is initially built and parameterised using available data (either existing
or specifically collected data). The model predictions help in the design of the next
experiments and the obtained results are used to refine and expand the model entering
the experimental-theoretical feedback loop. Adapted from (Coy et al., 2017).
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1.9 Thesis Objectives

The overall aim of this thesis is to explore the effect of mechanical features of an

optimised matrix on neuronal behaviour and use the results to propose a new design

rationale for nerve tissue engineering, with four main objectives:

1. Investigate the mechanical properties of nerve tissue and engineer a material

with similar properties.

2. Develop and optimise a technique to obtain a consistently reproducible and well

characterised gradient material to enhance neuronal growth.

3. Use the gradient material to quantify/characterise the mechanosensitivity of

neuronal cells

4. Develop a mathematical model with the collected parameters to predict the op-

timal spatial arrangement of mechanical properties within an engineered NGC,

and therefore propose a new design rationale for nerve tissue engineering appli-

cation.

To address the first objective, fresh rat sciatic nerves were mechanically tested,

as reported in Chapter 2. As cell behaviour is influenced by the mechanical and

structural properties of their substrate environment, a material with similar mechan-

ical characteristics to nerve tissue was sought. Also, materials mechanically resistant

to surgical handling and similar to the host site are required in tissue engineering

to minimise the chance of an adverse host response. RAFT-Stabilised collagen gel

was the chosen material. Properties of RAFT-stabilised collagen (RsC) gels are gov-

erned by the size, composition and arrangement of fibrils and their interaction with
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the fluid trapped within the matrix. However, protocols to define and compare the

physical properties and mechanical behaviour of RAFT-stabilised collagen gels are

not standardised across the field. Chapter 3 specifically investigates the fundamental

mechanical and structural properties of RsC gels, and proposes a new empirical rela-

tionship that correlates the measured stiffness of gels to varying frequency of strain

oscillation (Objective 1).

Previous studies have explored the mechanical heterogeneity of the peripheral ner-

vous system, e.g. during development stage or pathological differences. Here, based

on defined mechanical cues, the use of mechanical gradient gels is explored to improve

neuronal growth. Chapter 4 describes a new protocol for fabricating gradient gels,

and presents a thorough characterisation of the physical and mechanical properties

of the created gradients (Objective 2).

Following the creation of a mechanical gradients with physiologically relevant stiff-

ness of collagen gels (Chapter 4), the next objective (3) of this thesis was to investigate

the mechanosensitivity of neural cells cultured on the surface of the gradient and is

described in Chapter 5.

The final part of this study, objective (4), was to use the experimental parame-

ters to inform a discrete computational model to predict the most relevant gradient

configurations to be further tested experimentally to control and improve neurites

growth in a nerve guidance conduit (Chapter 6).
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Chapter 2

Rat Sciatic Nerve Mechanics

2.1 Introduction

Biological tissues exhibit distinct mechanical properties related to their structure and

function in the body (see Figure 2.1), e.g. the stiffest is bone tissue, to provide sup-

port to the body and protection to vital organs (E > 109 kPa) while the softest tissue

is mucus, with a stiffness around 1 Pa. These properties, inform the overall organi-

sation of the tissue and reflect the architecture and composition of the extracellular

matrix, e.g. brain tissue, protected by the skull, is highly compliant due to the non-

fibrillar nature of its ECM (Barnes et al., 2017). The biomechanics of tissues plays an

important physiological role (Ju et al., 2017) and for peripheral nerves, understanding

their mechanical properties will help develop artificial conduits to improve repair and

regeneration (Chen et al., 2010b; Ju et al., 2017; Barberio et al., 2018).

Healthy peripheral nerve tissues exhibit viscoelasticity (Grewal et al., 1996; Topp

and Boyd, 2012; Barberio et al., 2018) giving them the capacity to stretch, twist and

bend to accommodate to compressive, tensile, or shear, forces that physiological limb

movements create (Topp and Boyd, 2012; Shah, 2017). In the process of developing

nerve repair strategies for large gap peripheral nerve injury, these properties have to be
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taken into consideration to ensure tissue function, and avoid rejection of the implanted

conduit, as it should match the host-site mechanical properties (Barnes et al., 2017).

In addition, it is required for nerve substitutes to have coherent mechanical properties

and sufficient tensile strength to face in vivo mechanical forces (Borschel et al., 2003).

0.01 0.1 1 10 1GPa100

Mucus Brain Lungs Liver Muscle Bone

kPa

Nerve

Figure 2.1: Stiffness properties of human tissues (E, kPa). The stiffest tissue is
bone tissue with a stiffness in the order of magnitude in GPa, and the softest tissue is
mucus, with a stiffness around 1 Pa. Lungs and brain are the softest organs (E<4·102

Pa) and muscle tissue is intermediate (E between 10 and 100 kPa). Nerve tissue fits in
a similar range of magnitude to muscle tissue as depicted on the image. Nevertheless,
nerve tissues are softer than muscle fibers (Barnes et al., 2017). Adapted from Barnes
et al. (2017).

Previous studies have investigated the static mechanical properties of nerves under

parallel compression (Ju et al., 2004; Chen et al., 2010b; Rosso et al., 2017b); circular

compression (Ju et al., 2006; Chen et al., 2010a) or tension (Tai et al., 2015). Ju et al.

(2004) have found the Young’s modulus, E, to be around 40 ±5 kPa for rabbit sciatic

nerve, Chen et al. (2010b) found E to be around 115 ± 20 kPa for rat sciatic nerve,

and Rosso et al. (2017b) found E to be around 30 ±10 kPa for mouse sciatic nerve.

Under circular compression, the Young’s modulus has been found to be generally

higher, Ju et al. (2006) found E to be 70 ± 8 kPa for rabbit sciatic nerve and Chen

et al. (2010a) found E to be 970 ± 650 kPa for rat sciatic nerve. All these studies

used static stress-strain experiments on sciatic nerves from healthy animals (rabbit,

rat, or mouse), and the previously reported mechanical properties are summarised in
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Table 2.1. In addition, Georgeu et al. (2005), Phillips et al. (2004), and Mason and

Phillips (2011) have shown the importance of the area of the nerve tested as nerve

exhibits localised heterogeneity. For example, Mason and Phillips (2011) showed

differences in stiffness between joint and non-joint regions of rat median and sciatic

nerve due to a difference in collagen fibril diameter. The variability of tissue origin,

e.g. species or anatomical position, along with the inconsistency across the testing

methodologies generate important variations in the mechanical response measurement

between studies (Valtorta and Mazza, 2005).

The most typical stress experienced by peripheral nerves is tension and the result-

ing deformation is shown in Figure 2.2, adapted from Topp and Boyd (2006). Indeed,

more related to trauma and repair, researchers have focused on nerve biomechanics

under longitudinal traction (Haftek, 1970; Topp and Boyd, 2006; Tai et al., 2015;

Barberio et al., 2018). Even if peripheral nerves are known to be viscoelastic and

constantly exposed to dynamic loading, the frequency-dependant viscoelasticity of

peripheral nerve remains to be characterised. Dynamic mechanical analysis, DMA,

is a dynamic testing method, described in Section 1.7.1, known to test the viscoelas-

tic properties of a material and has been used to quantify the storage (elastic) and

loss (viscous) properties of a variety of biological tissues (Sadeghi et al., 2015; Barnes

et al., 2016; Lawless et al., 2016; Barnes et al., 2015; Burton et al., 2017). This method

can be used to establish a more comprehensive viscoelastic profile, rather than static

testing previously reported.

In 2013, Ma et al. (2013) demonstrated that human ulnar nerve exhibit a viscoelas-

tic behavior by performing in vitro stress relaxation tests. More recently, Barberio

et al. (2018) used DMA to determine the viscoelastic properties (storage and loss

modulus) of embalmed human ulnar nerve. However, the use of embalmed nerve is

a limitation in that study because the fixation process cross-link ECM and alter its

mechanical properties when compared with fresh nerve.
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This study focuses on the assessment of viscoelastic properties of fresh rat sciatic

nerve under dynamic testing. Seeking to obtain a more comprehensive viscoelastic

profile of fresh peripheral nerve to inform engineered replacement tissues, and aware

of the ethical challenge to obtain fresh human nerve samples (Barberio et al., 2018),

a compromise on fresh rat sciatic nerve has been found. This study investigated

for the first time, the mechanical behaviour of fresh rat nerve under tensile DMA

for frequency sweep at a constant strain. Preliminary ramp tests were conducted to

characterise the stress-strain curve of rat sciatic nerve (see Figure 2.3).
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Figure 2.2: Physical stress experienced by a peripheral nerve. The tensile stress
applied leads to a retraction of the cross sectional area called transverse contraction,
greatest at the middle and an elongation of the nerve. Adapted from Topp and Boyd
(2006).
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Figure 2.3: Typical Load-Displacement and stress-strain curves for a peripheral
nerve (Topp and Boyd, 2006). The slope of the curves represents the stiffness of
the nerve, called Modulus of Elasticity. The toe region (A), linear (B) and plastic
(c) regions represent different structural and mechanical changes that the nerve will
undergo under longitudinal tensile stress. The Ultimate load, represented by the red
arrow is the highest load applied to the nerve before failure. Adapted from Topp and
Boyd (2006).
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2.2 Methods

2.2.1 Sciatic Nerve Harvest

Sprague Dawley male rats, weighing 370-480 g, were sacrificed by CO2 inhalation

then immediately dissected on ice to harvest the nerves. After exposing the sciatic

nerve, a 5 mm gap was marked out before excision, to ensure that the in situ length

was maintained. Both left and right sciatic nerves of each animal were harvested

and stored in AQIX RS-I (solution used to preserve cell and tissue viability up to

72 hours) in ice. The time of death was recorded and for time 0 hours the nerve

was tested within 30 minutes post-mortem. Care was taken to avoid stretching and

touching the middle 5 mm gap, region to be tested.

5 mm
5 mm

Sciatic nerve

Figure 2.4: Experimental set up for the measurement of rat sciatic nerve mechanical
properties under tensile DMA. A 5 mm gap is marked out on the nerve before excision
and 1.5 cm of sciatic nerve is harvested on ice. The nerve is clamped to the grips
with a gauge length of 5 mm. Nerves are kept hydrated during the testing procedure.
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2.2.2 Ramp to failure

Preliminary ramp tests were conducted to characterise the stress-strain curves of

fresh rat sciatic nerve. The sciatic nerve was clamped with a gauge length of 5 mm

to a tensile testing machine BOSE-ElectroForce 3200 instrument (Bose Corporation,

ElectroForce, System Group, Minnesota, USA) equipped with a 2500g load cell and

Wintest DMA application software (Bose Corporation, ElectroForce, System Group,

Minnesota, USA). A force/displacement curve was obtained at an extension rate of

10 mm.min−1. Gauge length was measured using a caliper.

2.2.3 Dynamic mechanical tensile testing

To investigate the mechanical properties of rat sciatic nerve, the nerve was tested

under tensile stress. The specimens (N=9) were secured using titanium grips as

shown in Figure 2.4, and the middle 5 mm section was not touched to avoid any

damage that could lead to a variation of the mechanical response. The specimens

had a gauge length of 5.0 mm, and a diameter of 1.8 mm, measured with a caliper.

The measurements were carried out also using a BOSE-ElectroForce 3200 instrument

equipped but with a 250 g load cell and frequency tests were performed from 1Hz up to

10 Hz. To investigate the sweep frequency response, nerve samples were pre-extended

by 10% of their gauge length, to reproduce the nerve in situ scenario where nerve is

under some tensile load (evidenced by the fact that nerves retract when severed) (Topp

and Boyd, 2006). Then the sample is dynamically tested with sinusoidal extension

over the aforementioned range of frequencies for a displacement amplitude of ±1%

of the gauge length of the nerve, which based on preliminary data (Section 2.2.2)

does not induce irreversible damages. Nerves were kept hydrated during the testing

period. Nerves were tested at t=0, 2 and 3 hours after dissection to investigate the

impact of the time on post mortem nerve mechanics. 3 nerves samples were tested

for each time point.
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2.3 Results

2.3.1 Ramp to failure

Figure 2.5a shows a typical force/displacement curve obtained for fresh rat peripheral

nerve (sciatic). It is characterised by the three distinct regions, depicted in Figure

2.3, the toe region for 0-40% strain, the linear region for 40-100% strain and after

100% strain, the nerve began to demonstrate signs of damage, the plastic region

was reached. Figure 2.5b shows a typical stress/strain profile for fresh peripheral

nerve. The curve showed that it could extend up to 30% strain before any stress

transmission could be measured, i.e from toe region to linear region. Afterwards, the

stress increased steeply with increasing strain.
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Figure 2.5: a) Curve showing force (N) against the displacement (mm) of a rat
sciatic nerve. b) Strain-stress curve giving the modulus of elasticity (∼ 80 ± 5 kPa)
of the nerve.

2.3.2 Dynamic mechanical tensile testing

Figure 2.6 shows the effect of a frequency sweep on the viscoelastic properties, re-

ported as the complex modulus, E∗, under dynamic tensile testing, as well as the

storage (E ′) and loss (E ′′) modulus, respectively the elastic and viscous components
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for three different time points (t=0, 2, and 3 hours). For all the time points, the elas-

tic component appears to be around 5 times higher than the viscous component. For

increasing frequencies, at t=0 hours, the complex modulus increased from ∼47 kPa

to ∼63 kPa, which represents a 34% increase. At t=2 hours, the complex modulus

increased from around 41 kPa at f=1Hz to ∼59 kPa at f=10Hz, which represents

a 44% increase. At t=3 hours, 8% increase is reported for the complex modulus be-

tween f=1Hz and f=10Hz. Over time, a reduction of the standard deviation shows

that the variability between samples reduces, possibly due to the stabilisation of the

tissue sample in the preserving solution.

Figure 2.7 shows the ratio of the loss modulus to the storage modulus, tanδ as

a function of frequency for three different time points(t=0, 2, and 3 hours). For

increasing frequencies, at t=0, 2 and 3 hours, tanδ is quasi constant with a value

of 0.20± 0.03 and 0.20± 0.05 and 0.17±0.02 respectively. There is no significant

difference in tanδ between the different time points. Table 2.2 summarises the mean

of E∗, E ′, E ′′ and tanδ for the three different time points. Between t=0 and t=3

hours, the nerve seems slightly stiffer with respective complex modulus value of E∗0 =

53.3 ± 5.3 kPa, and E∗3 = 59.3 ± 2.8 kPa. Nevertheless, the mechanical properties

of the rat sciatic nerve under dynamic tensile testing did not show any significant

variation within a three hours time window. The elastic component, shown as the

storage modulus E ′, clearly predominates (53.4 ± 5.0 kPa) compared to the viscous

component (loss modulus, E ′′,10.2± 1.1 kPa).

The complex modulus E∗ of rat sciatic nerve remains roughly constant, 54.4±5.0

kPa, and does not show signs of permanent deformation within this frequency range.
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Figure 2.6: a) Complex Modulus (E∗, kPa), b) Storage Modulus (E ′, kPa) and c)
Loss Modulus (E ′′, kPa) as a function of the frequency (Hz) for fresh rat sciatic nerve
at three different time points (t= 0, 2, and 3 hours) under a sinusoidal extension
[1-10]Hz. N=3.
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Figure 2.7: Tanδ as a function of the frequency (Hz) for fresh rat sciatic nerve at
three different time points (t= 0, 2, and 3 hours). N=3.

Time Point E∗ E’ E” tanδ
hours kPa ± std kPa ± std kPa ± std

0 53.3 ± 5.3 55.0 ± 5.0 11.7 ± 1.7 0.20± 0.03
2 47.5 ± 7.2 46.6 ± 6.9 9.0 ± 1.8 0.20±0.05
3 59.3 ± 2.8 58.5 ± 2.7 9.88 ± 0.8 0.17±0.02

Mean 54.4 ± 5.0 53.4 ± 5.0 10.2 ± 1.1 0.19±0.02

Table 2.2: Viscoelastic properties of rat sciatic nerve under tensile DMA at 2%
strain for t= 0, 2, 3 hours.
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2.4 Discussion

This study characterised the viscoelastic properties of rat peripheral nerve using DMA

for the first time in unfixed animal samples, tested across a relevant frequency range

Barberio et al. (2018). In response to a preliminary ramp test, the stiffness of the

rat sciatic nerve was ∼80 kPa. As referred by Topp and Boyd (2006), the transition

between the toe region and the linear region in a strain-stress curve corresponds with

the in situ strain. In Figure 2.5, this transition region occurs around 30-40% strain,

which is within the wide range of in situ strains reported by Barberio et al. (2018)

to be within 0 and 69% (Toby et al., 1998; Ochi et al., 2013; Barberio et al., 2018,

2019).

Under dynamic tensile stress, nerve samples were pre-extended (10%, based on

previous literature Topp and Boyd (2006)) and a frequency test was run for constant

strain (1%). These conditions were based on our preliminary test and backed up

by previously reported results (Grewal et al., 1996) so the nerve is under tension

and the critical limit of elongation is not reached. These testing conditions were

selected based on the in situ scenario to characterise relevant viscoelastic properties

with conditions comparable to previously published work (1-2%; (Willits and Skornia,

2004; Barberio et al., 2018). Indeed, the nature of the mechanical load applied on the

nerve results in variability in the mechanical response obtained, as it depicts different

scenarios, e.g. physiological rate of loading or trauma (Valtorta and Mazza, 2005).

The complex modulus measured, E∗, was ∼55 kPa, comparable to animal sciatic

nerve elastic modulus measured by Ju et al. (2004, 2006, 2017), and Rosso et al.

(2017b), detailed in Table 2.1, and corresponded to the range of magnitude expected

from the mechanical properties of soft tissues, i.e. 10 < E < 100 kPa (Barnes et al.,
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2017) (see Figure 2.1). Fresh rat nerve samples were tested at three different time

points (t=0, 2, 3 hours), and for each time points, the complex modulus increased by

respectively 34%, 44% and 8% for increasing frequencies (1-10Hz). By comparison,

an 8% increase has been indicated previously for embalmed human ulnar nerve, by

extrapolating Barberio et al. (2018) data; E∗ = 7.89 MPa at f = 1 Hz and E∗ = 8.54

MPa at f = 10 Hz.This variation may be related to the nerve microstructure. This

observation underlines the frequency-dependant viscoelasticity of nerve tissues. Fresh

rat sciatic nerve displayed a viscoelastic behaviour for frequencies between 1-10 Hz

under a 1% strain. The elastic component was predominant with E’ ∼50 kPa, 5

times higher than the viscous component, E” ∼10kPa. Barberio et al. (2018) have

investigated the viscoelastic properties of embalmed human ulnar nerves under a

frequency sweep, and reported a similar behaviour; they reported E’ to be around 10

times higher than E” for embalmed nerve samples. This observation is supported by

the resulting low tan delta, indicating that fresh rat sciatic nerve acts more elastic

when a load is applied, and therefore, has more potential to store the load rather

than dissipating it.

The effect of post-mortem changes on tissue mechanics has been previously inves-

tigated as it is usually challenging to coordinate the excision of tissue from animals or

patients with the timing of the mechanical testing experiment (Black, 2018). Com-

mon patterns of increasing stiffness for increasing time after death as been previously

reported, e.g. for brain tissue changes happen within minutes post-mortem (Weick-

enmeier et al., 2018), or for tendons an increasing pattern is observed within hours

post-mortem (Matthews and Ellis, 1968). This phenomenum could be explained by

the significant modification of the environment, e.g. polarisation, oxidation, or perfu-

sion (Weickenmeier et al., 2018). In vitro measurements of the mechanical properties

of fresh nerves over a period of time of 3 hours revealed no significant increase. These

results could support future investigations of fresh human nerve mechanical properties
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occurring within a 3 hours time window.

These results highlighted similar biomechanical behaviour for nerve tissues, i.e.

frequency-dependant viscoelastic properties, but also underlined the disparity be-

tween species and storage/preservation techniques (embalmed (Barberio et al., 2018)

versus fresh) which might explain the large differences observed in stiffness measured.

Overall, fresh rat sciatic nerve displayed frequency-dependant viscoelastic proper-

ties, with the storage modulus consistently greater than the loss modulus over time.

The characterisation of the mechanical properties of soft tissues is still a challenge

due to the variability of the tissues themselves, e.g nerves are non-homogenous tissues

and their structure varies throughout and between individuals (Mason and Phillips,

2011), the inconsistency across the mechanical testings as well as the various amount

of storage/preservation techniques available (Barberio et al., 2018). Nevertheless, to

improve the success of NGCs and the understanding of the impact of the mechanical

properties on nerve injury and repair, a good mechanical characterisation of the host

site is required. These results presented in this Chapter showed a comprehensive

viscoelastic profile of fresh peripheral nerve under dynamic testing, adding general

knowledge to the previous literature reporting mostly the mechanical properties of

peripheral nerve under static testing (Haftek, 1970; Topp and Boyd, 2006; Tai et al.,

2015) or under dynamic testing for embalmed nerve (Barberio et al., 2019). This

work will contribute to the development of engineered replacement tissues match-

ing natural tissue properties, and therefore assist in the development of nerve repair

strategies.
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Chapter 3

Physical and Mechanical

characterisation of

RAFT-stabilised collagen gels for

tissue engineering application

This Chapter is adapted from the paper entitled ”Physical and Mechanical Proper-

ties of RAFT- Stabilised Collagen Gels For Tissue Engineering Applications.” By

Celine Kayal, R.J. Shipley and J..B. Phillips, Journal of the Mechanical Behavior of

Biomedical Material, November 2019 (Kayal et al., 2019)

When developing engineered tissues, various parameters are to be taken into con-

sideration. For the development of nerve scaffolds, tissue engineers want to minimise

the chance of an adverse host response by fabricating materials that are mechanically

similar to the host site. These materials needs to be compliant (a property of the

macroscale mechanics) and are known to impact cell behaviour ( which is influenced

by microscale mechanics). RAFT-Stabilisation is a commercially available technique
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for creating stabilised hydrogels for tissue engineering applications (see Section 1.6.3).

Characterising the mechanical properties of RAFT-stabilised collagen (RsC) gels is

critical to ensure that their viscoelastic properties match those of the host tissue (see

Chapter 2). It can also enable the interpretation of cell-substrate interactions and

the correlation between changes in cell behaviour and these mechanical properties.

Collagen gel is a viscoelastic material and its properties are governed by the size, com-

position and arrangement of the fibrils and their interaction with the fluid trapped

within the matrix. The stabilisation process for collagen gels, using hydrophilic porous

absorbers, produces dense matrices by rapid expulsion of fluid, and the structure ob-

tained has mechanical properties suitable for tissue engineering purposes. However,

protocols to define and compare the physical properties and mechanical behaviour of

RAFT-stabilised collagen gels are not standardised across the field.

In this Chapter, the mechanical properties of RsC gels are investigated, and a

new empirical correlation that correlates the measured stiffness of gels to varying fre-

quency of strain oscillation is proposed. RAFT-stabilised collagen gels were fabricated

and tested using compressive and tensile dynamic mechanical analysis (DMA) (see

Section 1.7.1) and rheology testing (see Section 1.7.2). These frequency-dependent

measurements allow a detailed quantification of the viscoelastic properties.

3.1 Background

The extra cellular matrix (ECM) in the human body is composed mostly of collagen

(Yamazaki et al., 2010) and, among the 28 types of collagen identified (Shoulders and

Raines, 2009), collagen type I is predominant. Thus, collagen type I is a natural poly-

mer commonly used as a biomaterial in tissue engineering for numerous applications

such as peripheral nerve regeneration (Bellamkonda, 2006; Neel et al., 2013), bone

reconstruction (Ferreira et al., 2012; Neel et al., 2013), drug delivery (Rosso et al.,

68



2004; Wallace and Rosenblatt, 2003), and skin reconstruction (Ma et al., 2003; Neel

et al., 2013). Its biodegradability, biocompatibility, high versatility and its ready

availability are major advantages for application in the field of tissue engineering

(Parenteau-Bareil et al., 2010) and makes collagen type I suitable for implantation

(although a very small proportion of the population is allergic to it (Charriere et al.,

1989)). Collagen provides both structural support and guidance cues which influence

cell proliferation, differentiation, and migration when cells are cultured in/on a col-

lagen hydrogel substrate (Pelham and Wang, 1998; Besseau et al., 2002; Flanagan

et al., 2002; Willits and Skornia, 2004; Harley et al., 2006; Levis et al., 2010; Ferreira

et al., 2012; Cheema and Brown, 2013). This is key to mimicking the environment

in the body, where cell interactions with the extra-cellular matrix (ECM) produce a

traction-induced signal directly dependent on the mechanical constraints provided by

the ECM (Baranauskas et al., 1998; Ghosh et al., 2007; Yamazaki et al., 2010; Neel

et al., 2013). Indeed, it is now widely accepted that the stiffness of the substrate has

a direct influence on cell behaviour (Discher et al., 2005).

The mechanical characterisation of biomaterials is a well-established field and a

range of different tests and techniques are commonly used (e.g compression, uniaxial

tension, shear stress) to establish viscoelastic properties for isotropic and homoge-

neous materials (Buffinton et al., 2015). As the mechanical values obtained depend

on the type of stress applied, it is important to do an extensive analysis using multiple

approaches.

The aim of this study was to characterise thoroughly the mechanical behaviour

of RsC gels. RsC gels were fabricated using multiple initial volumes, in either 24

or 96 well-plates, using the CC RAFT process (Levis et al., 2015). First of all,

the collagen density was calculated based on measurements of the final dimensions

of the gels, and variation in mechanical response of RsC gels under a sinusoidal

load with frequency-dependent oscillations was reported. Next, RsC matrices were
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tested under compressive, tensile and shear stress across a range of frequencies and

their mechanical behaviour was analysed and correlated to the physical properties.

Finally, new empirical relationships were determined which link Young’s modulus to

frequency for each of compressive, tensile and shear loading. These were determined

based on regression analysis on the experimental data obtained for each mechanical

test, and provide a useful predictor of RsC matrices for future studies.

3.2 Materials and methods

3.2.1 Preparation of RAFT-stabilised collagen gels

The collagen solution was formed using acid-solubilised type I collagen solution from

rat tail tendon (2 mg.mL−1 in 0.6% acetic acid; First Link, UK). For each collagen

solution, the following components kept on ice, and their respective percentage of

the final volume, were mixed, in order : 80% (v/v) rat tail collagen type I, 10%

(v/v) 10×Minimum Essential Medium (MEM), 5% (v/v) Dulbecco’s modified eagle’s

medium (DMEM), and was neutralised with 5% (v/v) 0.325M sodium hydroxide to

achieve physiological pH, thus inducing the collagen gelation process (Ngo et al.,

2006; Willits and Skornia, 2004). The collagen solution was pipetted into well plates

(gelconcentration = 1.64 mg.mL−1 and area covered per well plate being 201 mm2 for

24 well plates and 29.6 mm2 for 96 well plates) and kept in a humidified cell culture

incubator (37◦C, CO2 = 5%) for 10 min to allow gelation. Then, gels were RAFT-

stabilised for 15 min using RAFT-absorbers fitting the well plate size (96 and 24 well

plates) (Startorius Stedim/Lonza). This step rapidly removes most of the fluid of

the hydrogel through the top surface of the gel and so increases the density of the

collagen matrix (see Section 1.6.3, Figure 1.9). RAFT-stabilised collagen gels (RsC)

were stored in phosphate buffered saline (PBS) solution at 4◦C for 24 hours, then

measured and tested. For compressive DMA and rheology testing, 4 different batches
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of RsC gels (n=4), with three repetitions, were tested, each for five initial volume

conditions, [100; 150; 200; 250; 300] µl. For tensile DMA, 4 different batches of RsC

gels (n=4), with three repetitions, were tested, each for four initial volume conditions,

[0.8; 1; 1.2; 1.5] ml. A total of 108 RsC gels were used. All gels were tested submerged

in fluid during mechanical testing.

3.2.1.1 Density of collagen of RAFT-stabilised gels

Gels made in well plates have a uniform and definite distribution of collagen. To define

the density of collagen, it was assumed that the well plates are perfectly cylindrical.

In the first instance, the volume of the stabilised hydrogel Vps(ml) is defined as

Vps = hcoll · π ·R2 (3.1)

where hcoll(mm) is the height of the gel measured with the OCAM (see Section 3.2.2)

and depends on the initial volume of fully hydrated solution, and R = 3.25 mm (the

radius of the 96 well plate cylinder). The mass of collagen, mc (mg), is then found

using the following

mc = Vsol · 0.8 · 2.05, (3.2)

where Vsol is the initial volume and the 2.05 mg.mL−1 collagen solution represents

80% of the gel solution. Combining Eq.(3.1) with Eq.(3.2) yields

ρcoll =
mc

Vps
, (3.3)

where ρcoll (mg/ml) is the density of collagen in the stabilised matrix.
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a) b)

c)

Figure 3.1: Measurement of the thickness of different stabilised collagen gels using
a) the KSV’s CAM 200 (right picture). b) The gels were put as flat as possible next
to a microscope glass of 0.16 mm thickness. c) Example for one 100 µl gel and one
300 µl gel on ImageJ.

3.2.2 Gel Thickness Measurements

The height (thickness) of each RsC gel was measured using an optical contact angle

meter (OCAM) (KSV CAM 200), (see Figure 3.1), to establish the new volume of

the RsC gel after RAFT-stabilisation. The OCAM is an instrument controlled by a

computer and is based on image capture. Images are captured using a camera (512×

480) with telecentric zoom optics. This is combined with LED based background

lightning at frame intervals from 10 ms to 1000 ms. Mean thickness for each RsC gel

was determined from measuring three different positions within the gel.

3.2.3 Dynamic Mechanical Analysis (DMA) of RsC gels

To quantify the viscoelastic behaviour of RsC gels, compressive and tensile Dynamic

Mechanical Analysis (DMA) was performed at room temperature (21◦C). The mea-

surements were carried out using a BOSE-ElectroForce 3200 instrument (Bose Cor-

poration, ElectroForce, System Group, Minnesota, USA) equipped with a 250g load

cell and Wintest DMA application software (Bose Corporation, ElectroForce, System

Group, Minnesota, USA), and frequency tests were performed from 1 Hz up to 70

Hz.

72



3.2.3.1 Compressive DMA

The specimens were disk shaped RsC gels made in 96 well plates with a 6.4 mm

diameter. To initiate an experiment, the upper plate was lowered until just touching

the upper surface of the RsC gel sample, identified by the load cell properties. To

investigate the linear viscoelastic response of the material, tests were run at a constant

frequency of 5 Hz for strain amplitudes of [0.1− 5]% of the thickness of the RsC gel.

To investigate the sweep frequency response, contact was established between the

RsC gel and the load cell, the sample was precompressed by 15% of its thickness

and then dynamically tested with sinusoidal compression over the following range of

frequencies [1 − 70] Hz for a displacement amplitude of ±2% of the thickness of the

RsC gel.

3.2.3.2 Tensile DMA

For tensile experiments, the specimens were shaped using a cutter to provide a tapered

shape with flared ends and a narrower central section (Figure 3.2). The flared ends

of the gel were secured using titanium grips (Figure 3.2). The specimens had a gauge

length of 5.0 mm, a width of 4.0 mm, and a thickness depending on the initial volume.

To investigate the sweep frequency response, RsC samples were pre-extended by 10%

of their gauge length and then dynamically tested with sinusoidal extension over the

following range of frequencies [1−70] Hz for a displacement amplitude of ±2% of the

gauge length of the RsC gel.
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Figure 3.2: Dog-bonne shaped samples preparation process for tensile DMA.

3.2.4 Rheometry

The rheology test was performed using a Discovery Hybrid Rheometer HR-3. An 8

mm diameter parallel plate configuration was used. The sweep frequency response

was established at a frequency range [1 − 20] Hz for a 2% applied shear strain to

cylindrically shaped RsC gels (initial volume =[150, 200, 250, 300] µl) and the complex

shear modulus G∗ was measured. The upper limit was determined to eliminate the

effect of instrument inertia (Schroyen et al., 2017) leading to major variations.

To investigate linear viscoelasticity, the tests were run following the TA instru-

ments protocol (TA Instruments) at a constant frequency of 5 Hz for an oscillation

strain varying in the range of [0.1− 100]%.

Relation between Young’s modulus E and Shear Modulus, G. The ori-

entation of fibres within the stabilised collagen gel is random (Neel et al., 2006) so

can be assimilated to homogeneous and isotropic material at a macro-scale. Also for
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collagen, the Poisson’s Ratio is assumed to be µ = 0.5 (Ahearne et al., 2005; Castro

et al., 2016). These assumptions allow us to use the following relationship between

the Young’s modulus, (E) and Shear modulus, (G) in order to compare results from

different types of testing:

E = 2G(1 + µ), (3.4)

(see Section 1.7).

3.2.5 Scanning Electron Microscopy of the RsC gels

To determine the impact of mechanical testing on the arrangement of the collagen

fibrils within the RsC gels, the samples were observed using scanning electron mi-

croscopy (SEM). Samples were fixed in 2% glutaraldehyde solution dissolved in 0.1M

cocadylate buffer at 4◦C for 24 hours. The samples were dehydrated using a graded

series of ethanol dilutions in water: 70% for 5 min; 90% for 10 min and 100% abso-

lute ethanol for 3 × 5 minutes. Finally, the dehydrated RsC gels were mounted on

specimen stubs, sputter-coated with gold/palladium alloy, and examined under SEM

at 5 kV.

3.2.6 Statistical test

Results are expressed as mean ± standard deviation. A normality test was conducted.

One-way ANOVA test was performed to evaluate the difference between means. A

Mann-Whitney U test was used for non normally distributed data. Statistical signif-

icance was taken at p < 0.05.
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3.3 Results

3.3.1 Control of the stabilisation process

A range of initial volumes were used in both 24 and 96 well plates, in order to estab-

lish the impact of initial volume on physical properties after the RAFT-stabilisation

process. Results are reported in Table 3.1. To quantify the reproducibility of the

protocol, the intra-experiment variability (SDintra) for each initial volume (n=12),

and the inter-experiment variability (SDinter) describing the variability within all the

different batches of gels of the same volume and shape (n=4) were tested. Figure 3.3

shows the SDintra and SDinter represented by the x-axis and y-axis standard deviation

values respectively for the thickness of the RsC gels ( Figure 3.3a), the percentage

of fluid expelled after RAFT-stabilisation ( Figure 3.3b) and the collagen density of

RsC gels ( Figure 3.3c). Results are shown for gels with a top surface area of 210

mm2 (RsC24), and gels with a top surface area of 30 mm2 (RsC96).

Figure 3.3a shows the mean thickness (T ) of stabilised gels for the nine different

initial volumes. The height variability across all the samples was observed to be an

average SDintra value of ±3.3 × 10−2 mm for RsC24, and ±3.7 × 10−2mm for RsC96.

Thickness variability across all the different batches was observed to be an average

SDinter value of ±2.2× 10−2 mm.

In addition, the fluid loss due to the stabilisation process was calculated via volume

changes and is shown in Figure 3.3b. The stabilisation process used RAFT absorbers

and produced dense RsC gels by expulsion of 97.2% ± 0.3 fluid for RsC24 gels and

96.2% ± 0.3 for RsC96. The fluid expelled for the five initial volume conditions of

RsC96, and four initial volume conditions of RsC24, were not significantly different.

However, the amount of fluid expelled for RsC96 and RsC24 gels was significantly
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different (p < 0.0001).

Figure 3.3c shows the calculated collagen densities with the corresponding stan-

dard deviations. The average standard deviation across the RsC96 samples was ±11.6

mg.mL−1 and was ±7.1 mg.mL−1 for the RsC24 gels. The difference in collagen con-

centration for the fives initial volume conditions for RsC96 was not significant, and

this was also true for the four initial volume conditions for RsC24. However, the col-

lagen densities for RsC96 and RsC24 gels were significantly different, with a p value

< 0.0001.

The protocol showed greater reproducibility for the samples with the biggest sur-

face area with a standard deviation of only ±4.1 mg.ml−1, whereas the smaller gels

had a standard deviation ±8.1 mg.ml−1. The density of collagen varied from the

lowest value of 38.1 mg.mL−1 for a stabilised thickness of TStabilised = 0.25 mm to

the highest collagen density value of 67.3 mg.mL−1 for TStabilised = 0.13 mm (Ta-

ble 3.1). Overall, the average collagen density of the stabilised collagen gel was 61

mg.mL−1 for RsC96 and 50 mg.mL−1 for RsC24. The initial gel geometry induced a

significant difference in fluid removal and produced more diluted gels for RsC24 than

RsC96 (p < 0.0001).

3.3.2 Mechanical properties of stabilised collagen gel

3.3.2.1 Linear viscoelasticity

Usually, the mechanical properties of a viscoelastic material are independant to the

strain applied up to a critical strain level. Beyond this point, the modulus declines,

the material’s behaviour is non-linear. The linear viscoelastic regime was explored

using compressive DMA and rheology under a strain sweep test to determine suitable

test conditions for subsequent experiments. For small strains, the compressive DMA

results were subject to significant variability due to the limitations of the device in

terms of noise. However, for compressive DMA testing, a linear elastic modulus
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Figure 3.3: a) Mean thickness of RsC gels in mm, b) fluid expelled after stabilisa-
tion(%) and c) collagen density for RsC gels in mg.ml−1. The physical properties of
the RsC gels are shown for each initial volume (± SD), in blue for gels stabilised in
24 well-plates (RsC24) and black for gels stabilised in 96 well-plates (RsC96).

trend was displayed from 0.01% up to 1.5% strain (Figure 3.4a). So, the viscoelastic

properties observed are independent of strain levels in this region, and beyond this

point, the elastic modulus drops, and a constant viscosity coefficient can not be

defined. Due to the variability of the results, the dynamic properties of the stabilised

collagen gel were also analysed under an imposed shear stress. The linear relationship

between strain and stress was sustained below approximately 2% strain for both

compressive testing and rheology (Figure 3.4b). Therefore, the linear viscoelastic

limit was chosen to be at 2% strain, above which the stress-strain relationship is

non-linear, in agreement with some previous literature values (Cho et al., 2017)
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Figure 3.4: Determination of the linear viscoelastic region of RsC gels at 21◦C
and constant frequency of 5 Hz, a) for an oscillation strain varying in the range
[0.1 − 5]% for compressive DMA testing or b) an oscillation strain varying in the
range [0.1− 100]% for rheometry testing.

3.3.2.2 Temperature control

As RsC gels properties are investigated to be used as a material for NGC, it is im-

portant to be aware of the effect of temperature on the mechanical properties. To

establish if the properties of RsC material is temperature-dependant, the viscoelas-

tic properties of the RsC gels were measured under room and body temperature,

respectively 21◦C and 37◦C, under rheology testing. Figure 3.5a shows the complex

modulus of RsC gels under a frequency sweep (1-15 Hz). At 37◦C, the mean complex

modulus was measured to be 7.0 ±0.7 kPa and 6.4 ± 0.9 kPa at 21◦C. The difference

between body temperature and room temperature does not affect significantly the

viscoelastic properties of the RsC gels.

The viscosity of the gel was extracted from the rheology measurements. Fig-

ure 3.5b shows the viscosity of RsC gels under a frequency sweep. For a constant

strain of 2%, increasing the frequency reduces dramatically the viscosity. This phe-

nomenon characterising pseudoplastic behaviour is observed at both temperature con-

ditions and has been observed previously for hydrated collagen gels (Shivakumar and

Maffia, 2014; Cho et al., 2017; Popa et al., 2017).
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Figure 3.5: Effect of temperature on the rheological behaviour of the RsC gel. a)
Complex modulus E∗ (kPa) of RsC gels function of frequency for T=21◦C and 37◦C.
b) Dynamic viscosity (kPa.s−1) of RsC gels at 21◦C and 37◦C.

3.3.2.3 Compressive DMA- Frequency Sweep

The complex modulus values E∗ (kPa) measured for the stabilised collagen gels under

uniaxial compression are presented in Figure 3.6a for eleven different frequencies, in

the range [1−70] Hz. The data shown are the mean numbers of n = 4 different batches

of gels with three repetitions for each of the five different initial volume conditions. A

continuous increase of E∗ with increasing frequencies was observed with no significant

differences between initial volumes. For each frequency, E∗ ranges were overlapping.

This indicates that all RsC gels behaved similarly under compression.

3.3.2.4 Tensile DMA- Frequency Sweep

Figure 3.6b shows the effect of a frequency sweep ([1 − 70] Hz) on E∗ under tensile

testing for each of the four different initial volume conditions. E∗ remained roughly

constant (100 kPa) up to the yield point at 15 Hz before collapsing, characterising

permanent elongation. All RsC gels exhibited a similar behaviour under tensile DMA.
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Figure 3.6: The complex Modulus (E∗, kPa) as a function of the frequency (Hz) for
each initial volume condition of the RAFT-stabilised collagen gels (a) for a sinusoidal
compression [1-70]Hz, (b) for a sinusoidal extension [1-70]Hz, (c) for an oscillating
shear strain [1-15]Hz.

3.3.2.5 Rheometry- Frequency Sweep

Four different initial volumes were analysed using rheometry (Figure 3.6c). The

complex shear modulus G∗ values obtained were converted to E∗ using Eq.(3.4). As

observed under tensile testing, E∗ remained constant up to 15 Hz across all samples

(Figure 3.6c).

RAFT-stabilised gel behaviours in each of the three dimensions were analysed us-

ing different techniques. Under uniaxial compression (Figure 3.7a), the RsC gels had

a viscoelastic response. From 1 to 30 Hz, the viscous component, the loss modulus

(E”) ranged from 10 to 40 kPa, and was consistently ∼2.5 kPa higher than the elastic

component, storage modulus (E’). Comparatively, from 40 to 70 Hz, the tendency

changed and the behaviour seemed to become more elastic.
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Figure 3.7: Complex Modulus (E∗, kPa), storage modulus (E
′
, kPa) and loss mod-

ulus (E
′′
, kPa) as a function of frequency (Hz) at strain amplitude of ±2% for (a)

Compressive DMA (b) Tensile DMA and (c) Rheology testing.

100 101 102

Frequency, Hz

0

1

2

3

4

T
an

Compressive DMA
Tensile DMA
Rheometry

Figure 3.8: Tanδ as a function of frequency (Hz) for compressive DMA (in blue),
tensile DMA (in orange) and Rheology (in yellow).
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By comparison, Figure 3.7b shows the mechanical behaviour under tensile testing.

The elastic component, E’, clearly predominates as the value of the loss modulus was

almost zero kPa for all the frequencies. So under tensile load, the dense collagen

matrix gels displays an elastic behaviour. Also, it can be reported that the tensile

modulus is 1.4 to 7.7 times bigger than the compressive modulus.

For the rheometry measurements (Figure 3.7c), the behaviour was viscoelastic

as the E” value was non negligible. The stiffness of the gel under shear stress was

around 5 kPa, so 2.6 times softer than under compression, for the corresponding range

of frequency ([1− 15] Hz).

In order to compare the absolute value of dynamic properties under different

loading, Figure 3.8 shows tanδ, the ratio between the loss and storage modulus and

indicates how the RAFT-stabilised collagen gels absorbs and disperses energy un-

der different loading conditions. Under compressive DMA, tanδ ≥ 1 , the material

displays viscoelastic behavior with a tendency to be more viscous. However, under

tensile DMA and shear stress the RAFT-stabilised collagen gel is more elastic tanδ

≤ 0.5.
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3.3.2.6 Effect of frequency on mechanical properties

In order to characterise the relationship between mechanical properties and frequency,

a regression analysis was performed to find an empirical expression which closely

correlated the experimentally measured data to the strain rate. A set of formulae

was produced to describe the correlation between the complex modulus (E∗) and

frequency for rheometry, compressive and tensile DMA, through numerical fitting.

The effects of the frequency sweep on the complex modulus for the compressive DMA,

tensile DMA and rheology were formulated as :

E∗compressive(f) = 15.93 ∗ log(f) + 4.348, R2 = 0.9803, (3.5)

E∗tensile(f) = 96.37 ∗ exp−((f−17.36)/53.41)
2

, R2 = 0.9525, (3.6)

E∗rheology(f) = 4.881 ∗ exp(f∗0.037), R2 = 0.9966, (3.7)

where the complex Modulus E∗ is in kPa and the frequency f is in Hz (Figure 3.9a-c).

The fitted logarithmic, Gaussian and exponential curves are appropriate models to

describe the effect of frequency sweep on the stiffness of RsC gels, and the comparison

with the experimental data is shown in Figure 3.9.
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Figure 3.9: Fitted curves to describe the relationship between complex modulus
(E∗, kPa) and frequency (Hz) for (a) Compressive DMA (b) Tensile DMA and (c)
Rheology.

3.3.2.7 Morphological characterisation

Figure 3.10 shows SEM micrographs of the top surface of RAFT-stabilised collagen

gels after various types of mechanical loads. Figure 3.10a shows the surface image of a

RsC gel and Figures 3.10b, 3.10c and 3.10d show RsC gels after compressive, tensile

and rheology analysis, respectively. Before any testing, the RsC gels displayed a

randomly orientated porous architecture with visible and entangled fibrils. The same

pattern was observed for the gels after tensile testing. RsC gels after rheology and

compressive testing (Figure 3.10b and 3.10d) demonstrated a more compact and less

porous surface matrix where the collagen fibrils seemed to have merged together and

were harder to distinguish. The images show that the seemingly random organisation

of the fibrils on the surface was not disturbed by the mechanical characterisation

analysis.
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Figure 3.10: Scanning electron microscopy images. Top surface view of RAFT-
stabilised collagen (RsC) gels (A) Before testing then following (B) Compressive load,
(C) Tensile load, and (D) Rheology. (Scale bar = 2 µm).
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3.4 Discussion

The RAFT-stabilisation process (Levis et al., 2015) was applied to mechanically weak,

fully-hydrated collagen hydrogels (Willits and Skornia, 2004; Brown et al., 2005), as

this has been shown previously to produce collagen structures with improved mechan-

ical stiffness comparable to soft tissue values, by the rapid removal of fluid (Brown

et al., 2005; Neel et al., 2006; Cheema and Brown, 2013). This technique has many

tissue engineering applications (Levis et al., 2015) (see Section 1.6.3) and is now

standardised, rapid, simple and not experience-dependent, through the use of com-

mercially available RAFT-absorbers. The stiffness parameters characterising this

type of stabilised collagen within the literature (Neel et al., 2006; Bitar et al., 2007;

E.Hadjizadeh, V. Mudera, 2009) have been defined using multiple methods, across a

range of gel compositions, and therefore values are not directly comparable.

Levis et al. (2015) provided a qualitative analysis showing that the dense collagen

matrices obtained after RAFT-stabilisation were able to withstand handling and be

attached to in-vivo like tissues using fibrin glue or similar. In this study, the physical

and viscoelastic properties of RAFT-stabilised collagen gels were assessed for the first

time, using a comprehensive range of quantitative measurements techniques. Physical

properties, such the collagen gel density and the fluid loss due to the stabilisation,

were assessed for two different dimensions of gels made in standard multi-well plates

(RsC24 = 29.76 mm2 and RsC24 = 201 mm2) with a range of different initial volumes

of collagen solution.

It has been reported previously that during plastic compression about 97% of fluid

is expelled (Neel et al., 2006) by a downward fluid flow (Brown et al., 2005), which

is consistent with the 96-97% measured in this study for the upward fluid expulsion.
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Furthermore, for RsC96 gels, 1% more fluid was removed compared to the RsC24 gels,

and this has a direct impact on the final concentration of collagen gel (61 mg.mL−1

for gels in RsC96 versus 50 mg.mL−1 for gels in RsC24). This phenomenon could be

due to the use of different sizes of hydrophilic porous absorbers (Levis et al., 2015)

for stabilisation. The surface area covered for the RsC24 gels is larger and so the

weight of the fluid absorbed is differently distributed. For a given surface area and

volume, the thickness of the RsC gels can be consistently predicted and so defined

using industrial absorbers.

The dense collagen type I structure retained approximately 3% of the initial fluid

volume trapped within the fibres, and displayed a viscoelastic behaviour under com-

pressive DMA (tanδ∼ 1). Under shear stress, the material displayed a more elastic

behavior with a tanδ< 0.5.The RsC gels were two orders of magnitude stiffer than

fully hydrated 1.5 mg.mL−1 collagen gels under a 2% shear stress reported in previous

studies (Willits and Skornia, 2004). This result confirms the production of a stiffer

matrix by the fluid removal process (Brown et al., 2005; Neel et al., 2006) with a

tissue-like mechanical strength (Brown et al., 2005; Levis et al., 2015). The storage

modulus of RsC gels under compressive and shear dynamic loading is of the same or-

der of magnitude as soft human tissues such as brain ([0.1−1] kPa), fat ([0.5−5]kPa),

kidney (2.5 kPa), lung ([2.5− 9]kPa), liver ([3− 5]kPa), cornea (50 kPa) (Saraf et al.,

2007; Geerligs et al., 2008; Sachot et al., 2014; Seifert et al., 2014), which makes RsC

gels attractive for various medical applications.

Under tensile stress, the RsC gels displayed an elastic behaviour (low tan δ). After

15 Hz, the cross sectional area of the sample is probably decreasing. As the value of

E∗ after 15 Hz is calculated on original cross sectional area, then it appear to decrease,

this phenomenon is in fact called necking and failure will occurs soon after. Consistent

with the Buffinton et al. (2015) study, the yield point is hypothesised to be reached

due to decreasing hydration level of the gels, which causes a strength loss inducing
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deformation that will potentially leads to a material fracture. The collagen struc-

ture obtained is also 20 times stronger (approximately 100 kPa) than fully-hydrated

collagen gels (5 kPa for a collagen concentration of 1.5 mg.mL−1 )(Krishnan et al.,

2004) under tensile testing (at 5 Hz and 2% strain), which is consistent with previous

studies (Buffinton et al., 2015; Neel et al., 2006) reporting increased tensile strength

after stabilisation. After stabilisation, the collagen gels display similar viscoelastic

properties, under tensile testing, than previously measured fresh rat sciatic nerve

in Chapter 2, which also displayed a predominant elastic behaviour confirm by the

constant low tanδ observed over the frequency sweep.

The results reported here are consistent with previous studies showing the mod-

uli of hydrogels measured in tension is higher than moduli measured in compres-

sion(Buffinton et al., 2015) which can be explained by the flow of fluid within the

hydrogel during the testing. For RsC gels, the tensile modulus was measured to be

1.4 to 7.7 times stiffer than the compressive modulus, and viscoelastic properties un-

der tensile DMA were similar to those of fresh rat sciatic nerve measured previously

in Chapter 2. This confirms that RsC gels have potential to be taken forward for

nerve tissue engineering approaches.

The data reported here can be used to predict the behaviour of RAFT-stabilised

collagen gels under different mechanical loads, for example to identify limitations

such as material failure during tissue engineered scaffold applications (Drobnič et al.,

2006). The numerical fitting performed on the experimental data provides a set of

predictive formulae (Eq.(3.5)-(3.7)) to describe the correlation between the dynamic

modulus, E∗, and the frequency for rat tail collagen. This will be of use in the field of

tissue mechanics, as well as studies establishing the fundamentals of the cell-substrate

interaction using collagen-based materials.

SEM images indicated random fibrils orientation so the RsC matrix can be as-

similated to an isotropic material at a macro scale. The fibrils have a less distinct
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fibrillar structure to that shown in the literature for the plastic compression protocol

(Neel et al., 2006). In Neel et al. (2006) study, a dense and compacted appearance

of fibrils was observed after double compression. A similar organisation was observed

for the RsC gels after both compressive DMA and rheology. The recurrence of these

tests for each frequency can cause a reorganisation of the collagen fibrils and lead to

analogous pattern that resembles gels after a second compression (Neel et al., 2006).

Also, the extension test on the RsC gel did not impact the random orientation of the

collagen at the fibrils scale (Neel et al., 2006).

Overall, results demonstrated that the final collagen gel density and fluid loss

percentage under RAFT-stabilisation depended on the initial geometry used. A vis-

coelastic response was induced by both compressive and shear stress under a frequency

sweep test. Under a tensile stress frequency sweep, the RsC gels exhibited predomi-

nant elastic behaviour also observed with fresh rat sciatic nerve tissue, and reached a

permanent deformation at 15 Hz. Different initial volumes of collagen solution used

did not impacted the stiffness of RsC gels for a given geometry. These results provide

quantitative data, and this material, RAFT-stabilised collagen will be used to develop

a stiffness gradient model, to guide future studies into cell-collagen interactions.
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Chapter 4

Development, optimisation and

characterisation of collagen gel

stiffness gradients

The second part of this Chapter is adapted from the paper entitled ”Mechanoresponse

of neural cells to physiological stiffness cues.” By Celine Kayal, E. Moeendarbary, R.J.

Shipley and J.B. Phillips. Under revision

This Chapter focuses on the creation of a collagen stiffness gradient with physio-

logical mechanical properties to be used as an optimised matrix for nerve regeneration.

First of all, the development and optimisation of a design and protocol to fabricate

collagen defined-stiffness gradient profiles is described. Secondly, the geometrical,

physical and mechanical properties of the created gradients are characterised, before

moving on to test neuron mechanosensitivity to these gradients in the next Chapter.
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4.1 Introduction

The extracellular environment is physiologically and mechanically inhomogeneous,

therefore the use of hydrogel substrates with stiffness variation or gradient have the

potential to mimic the natural or pathological ECM (Lee et al., 2018). In addition,

two recent studies have highlighted the response of neural and supporting cells to

stiffness gradients (Koser et al., 2016; Evans et al., 2018), referred to as durotaxis (Lo

et al., 2000) (see Section 1.6.1), highlighting the current relevance of exploring rigidity

gradients for peripheral nerve tissue-engineering. Indeed, improved peripheral nerve

repair strategies need to be developed and one of the emerging research avenues in

tissue engineering is the study of cell-substrate interactions to underpin the design

of conduits that support and guide neuronal regeneration. The stiffness of the extra-

cellular matrix significantly influences cell behaviour (Franze et al., 2013), and there

is growing interest in understanding the complexity of cell-substrate mechanobiolog-

ical interactions (Smith Callahan, 2018). Although previous studies have focused on

how PNS cells respond to a substrate of uniform stiffness (Rosso et al., 2017d,c),

the physiological extracellular environment is mechanically inhomogeneous (Sunyer

et al., 2012; Lee et al., 2018). These stiffness differences play a substantial role on

cell behaviour, i.e. differentiation, migration, shape and directionality (Franze et al.,

2013; Hadden et al., 2017; Rosso et al., 2017b; Krieg et al., 2019), and tissue engineers

have been working on multiple methods to optimise the matrix organisation (Smith

Callahan, 2018).

Over the past 15 years, several techniques have been developed to fabricate hydro-

gels with stiffness variations or gradients. The most common approach is to modify

the polymer concentration within the pre-polymer solution leading to a gradient of
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stiffness after polymerisation. To do so, some groups are using microfluidic channel

devices (Burdick et al., 2004; Zaari et al., 2004; Isenberg et al., 2009; Sundararaghavan

et al., 2009; Orsi et al., 2017; Hartman et al., 2016), or a non-microfluidic gradient

maker (Du et al., 2009; Nemir et al., 2010; Diederich et al., 2013; Hadden et al., 2017).

Another existing technique is Ultraviolet (UV)-Photopolymerisation, where the

degree of polymerisation or cross linking is controlled by the penetration depth of

the UV irradiation. To change the polymerisation, a photomask (Wong et al., 2003;

Kidoaki and Matsuda, 2008; Marklein and Burdick, 2009; Nemir et al., 2010; Khetan

and Burdick, 2010; Tse and Engler, 2011; Vincent et al., 2013; Stowers et al., 2015;

Evans et al., 2018) or a sliding mask (moving opaque mask) (Johnson et al., 2005;

Marklein and Burdick, 2009; Kloxin et al., 2009, 2010; Sunyer et al., 2012; Garćıa

et al., 2014; Hasan et al., 2018; Tong et al., 2016) are used to vary the hydrogel light

exposure time. A localised light irradiation by microprojection of a focused beam can

also allow the formation of a stiffness gradient (Kawano and Kidoaki, 2011; Mosiewicz

et al., 2014; Stowers et al., 2015; Yanagawa et al., 2015).

Less widespread techniques, such as microfluidic based lithography (Cheung et al.,

2009; Kuo et al., 2012), control of the thickness of the gels (Kuo et al., 2012; Chao

et al., 2014; Shu et al., 2017), micropatterning (Gray et al., 2003) or temperature

control (freezing/thawing) (Kim et al., 2015) have been developed to fabricate hydro-

gel stiffness gradient with variable mechanical properties. However, these techniques

are limited by the use of specialised apparatus or specific material requirements (Li

et al., 2019).

The material used in the majority of cases in the literature is polyacrylamide

(PAAm) gel (Wang et al., 2001; Wong et al., 2003; Zaari et al., 2004; Isenberg et al.,

2009; Cheung et al., 2009; Tse and Engler, 2011; Kuo et al., 2012; Sunyer et al.,

2012; Vincent et al., 2013; Diederich et al., 2013; Garćıa et al., 2014; Hartman et al.,

2016; Hadden et al., 2017; Evans et al., 2018; Lee et al., 2018). This hydrogel has the
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advantage of being transparent and its stiffness can be varied readily across a wide

range by modifying the monomer and cross-linker concentration (Lee et al., 2018).

Other commonly used hydrogels are Poly(ethylen glycol) (PEG) (Burdick et al., 2004;

Du et al., 2009; Kloxin et al., 2009, 2010; Nemir et al., 2010; Mosiewicz et al., 2014;

Yanagawa et al., 2015; Tong et al., 2016) and polydymethylsiloxane (PDMS) (Gray

et al., 2003; Wang et al., 2012; Chao et al., 2014; Shu et al., 2017). Finally, some

less popular hydrogels are used in tissue engineering for the fabrication of stiffness

gradient, such as gelatine (Kidoaki and Matsuda, 2008; Kawano and Kidoaki, 2011;

Kidoaki and Sakashita, 2013), hyaluronic acid (HA) (Marklein and Burdick, 2009;

Khetan and Burdick, 2010), alginate (Stowers et al., 2015), Polyvinyl alcohol (PVA)

(Kim et al., 2015) and collagen (Hadjipanayi et al., 2009; Cheema and Brown, 2013).

For the development of nerve repair solutions, collagen is a good candidate as

it represents the major component of the extra cellular matrix of the peripheral

nervous system and supports cellular nerve function from development to adulthood

(Koopmans et al., 2009) (see Section 1.6.3). It is also known as a suitable cell substrate

for use in nerve tissue engineering (Sundararaghavan et al., 2008; Neel et al., 2006;

Yang et al., 2004; Phillips et al., 2005; Georgiou et al., 2013; Stylianou, 2017).

Several methods can be used to modify the mechanical properties of collagen,

such as cross linking collagen using enzymes or irradiation (Zaari et al., 2004; Sun-

dararaghavan et al., 2008; Isenberg et al., 2009; Kidoaki and Sakashita, 2013) or

blending collagen with other polymers, e.g. with fibrin (Schuh et al., 2018). However,

these techniques alter the structure of the matrix and can result in the addition of sig-

nalling cues and other variables that confound studies seeking to isolate the influence

of material gradients on neurite behaviour.

Here, a robust and reproducible protocol for fabricating collagen-based hydrogels

with defined gradient fields is presented, where the structure of the collagen fibrils

is not altered and collagen concentration is the only varying parameter. In Chap-
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ter 3, the mechanical properties of collagen gels were shown to depend on collagen

density and the hydration rate, which affect the positioning of collagen fibres. Here,

this information is used as a starting point to develop a ’gradient maker’ which is

cost-efficient, easy-to-use and non experience-dependent, in order to make rapidly re-

producible, well-defined stiffness gradient gels by varying the collagen concentration.

Several methods were adapted and a protocol was refined based on a trial-and-error

optimisation. This work is described in the first part of this Chapter. It led to the

adaptation of a tissue engineering technology for generating gradients within RAFT-

stabilised collagen gels (Levis et al., 2015; Cheema and Brown, 2013), designing and

3D printing moulds to yield model collagen hydrogels with defined gradients of stiff-

ness. Physical and mechanical properties of the gradient gels were established using

atomic force microscopy (see Section 1.7.3). Overall, a new protocol to fabricate 2D

collagen gradient culture model is proposed to be used in the future for the investi-

gation of the influence of various mechanical signals on neural growth.
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4.2 Design and development of the gradient device

Here is described the development of a quick and reproducible method to fabricate

pure collagen concentration gradients, and therefore stiffness gradients without alter-

ing the properties of the matrix for the field of tissue engineering. In order to do

so, it is helpful to follow the steps of the conventional design process as shown in

Figure 4.1.

First of all, the main product specifications must be defined, e.g. intended use,

product characteristics, and the requirements expected for the device have to be set.

For an hydrogel gradient maker, the device/method should :

1. allow fabrication of reproducible defined concentration/stiffness gradient

2. be easy to manufacture

3. be easy to manipulate in a culture lab, i.e. sterilisation

4. allow a quick learning curve for the user

5. be non experience-dependant

6. allow cost-effective experiments

The specifications can be updated as the device/protocol is developed or modified.

Initially, a first idea is explored, tested and then modified/optimised if necessary

following a trial and error process. In this Section, the numerous steps leading to

the development of the right design of collagen gradient maker following this trial-

and-error optimisation process will be detailed. The collagen solution used to test

the gradient maker was prepared following the protocol described in Section 3.2.1.

After alteration of the collagen density, the gels were stabilised following either the
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protocol described in Section 3.2.1 (RAFT-stabilisation) or the protocol described by

Brown et al. (2005) (plastic compression) depending on the shape of gels to obtain

a tissue-like collagen sheet. The protocol used is described as required. A summary

of the several protocols and designs used is given in Table 4.1 and the final product

specifications are given in Table 4.2.

Specification

Final Design

Change design

Baseline Design

Analyse or experiment

Evaluation of Performances

Is
the design

good
?

YES

NO

Figure 4.1: Conventional design process.
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4.2.1 Trial-and-error optimisation

As shown in Chapter 3, the mechanical properties of collagen gels depend on the

collagen concentration. Therefore, for the development of a collagen gradient maker,

it seemed sensible to find a consistent way to vary and control collagen density to

produce well-defined stiffness gradient substrates.

4.2.1.1 Collagen gradient using centrifugation

Centrifugation is a separation process using centrifugal forces to spin down molecules

depending on their size, and in the collagen preparation, the collagen protein is the

biggest molecule. Thus, the first hypothesis was to use centrifugal forces to induce a

collagen density gradient within a collagen solution.

As a first attempt, Eppendorf tubes (Design 1), were filled with collagen solution

and centrifuged at different time periods (in minutes) and spinning rates (in rotation

per minutes, rpm) at 4◦ Celsius to avoid gelation during the centrifugation step.

Then, gels were kept 10 min in the incubator to allow gelation of the gradient gel.

The design of the Eppendorf tube, with a lid at the top was a great feature to

avoid any contamination when moved from the centrifuge to the incubator. To the

author’s knowledge, no other studies have investigated the use of the centrifugation to

obtain a collagen gradient. The collagen solution turned into a gel after undergoing

centrifugation, suggesting that collagen fibrils were potentially not altered during

the centrifugation process. This process allowed the formation of a visible collagen

density gradient (see Figure 4.2a). However, the action of removing the gel from

Design 1 damaged the gels, and therefore also the gradients obtained. In addition,

the cylindrical geometry of Design 1 led to the formation of a cylindrical collagen

gel and so, added an additional spatial variation of the collagen density after plastic
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compression. Details are given in Table 4.1.

Following the conventional design process, Design 1 had to be adapted. Taking

into account the first observations, Design 2 had to allow manipulation of the gel

without damaging the matrix structure. Also, the shape of the design had to be

uniform to not add additional spatial variation of the collagen solution that could

lead to an additional collagen concentration variation after the stabilisation process.

As Design 1 was not satisfactory, specific moulds were developed using a CAD

design software to overcome the limitations observed, such as the container geometry

and the poor accessibility to the gel. A square tube was 3D designed (Design 2), with

a sliding side using Catia (CAD design software, Dassault Systems, France) in order

to address the limitation related to the cylindrical shape. The addition of an open

side allowed an easy access to the gradient gel and a lid was added to limit the risk of

contamination when moved from the centrifuge to the incubator (feature kept from

Design 1). Design 2 is shown in Figure 4.2b and details are given Table 4.1.

The body part of Design 2 was made with simple slots to maintain the sliding

side in place (dimensions (W × D × H): 15× 15× 35 mm, and wall thickness 2 mm).

Two different versions were printed (horizontally and vertically) using polylactic acid

(PLA) with 40% to 90% infill density, representing the amount of PLA filaments

printed inside the object. The printing time was ∼ 10 − 20 hours for 8 moulds,

including the three parts: the body, the lid and the sliding side (see Figure 4.2b),

using low accuracy (0.12 mm) printing and material filling density of 40%.

3D printing vertically using 90% infill density gave better quality moulds than

printing horizontally using lower accuracy. With lower accuracy settings, holes were

visible in the printed mould. The printed moulds were 0.05 to 0.01 mm bigger than

the initial design measures due to the accuracy of the 3D printer. In addition, moulds

were very fragile and collagen solution was leaking from the grooves, therefore Design

2 was not investigated further under centrifugation forces. To address this problem,
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the next design had to be reinforced by increasing the thickness of the walls and made

watertight by modifying the groove system.

A new version of the mould, Design 3, was designed using AutoCad, a more user-

friendly CAD design software, and improved, to take into account failures from the

previous trial. The thickness of the design was increased (dimensions: 24 × 24 × 35

mm, and wall thickness 4 mm). To address the watertightness limitation, additional

slots were added, and grooves were added in the slots.

The printing time was approximately 15 hours for 1 mould with high accuracy

printing (0.06 mm) and a high material filling density of 90%. This new design was

physically more resistant. To reduce the printing time, another trial using 50% filling

density (∼10 hours) showed no holes in the printed structure and produced an equally

resistant mould. To avoid any fitting problems, the fitting parts (lid and sliding side)

were designed 0.1 mm smaller than the body part (see Figure 4.2c). Collagen solution

was used to test Design 3.

Increasing the thickness of the walls of Design 3 gave a more resistant mould,

tested using collagen solution. The addition of the grooves within Design 3 were

not sufficient to retain the collagen solution, leakage also occured at the groove site.

Leakage remained a serious limitation. Moreover, for Design 3, the inside volume

was 7.68ml, which, in the future, will not allow for cost-effective experiments as a

large volume of collagen solution would be required for each experiment. In terms of

limitations to address, the total inside volume of the design had to be redefined and

a solution had to be found to improve the waterproof characteristics.

For Design 4, the walls were kept thick (4 mm) and the total volume inside was

reduced to Vtot = 3.36 ml to make it more suitable for future experiments, i.e. more

cost-effective. In order to address the watertightness issue, the additional grooves

were removed, but the sliding part and the slots were kept to hold the sliding side

and to allow access to the gel (see Figure 4.3). Plexiglass was used for the sliding
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a) b) c)

Figure 4.2: a) Gradient of collagen density obtained by centrifugation of collagen
solution in an Eppendorf tube (Design 1). b) CAD design of Design 2 (body part,
sliding part and lid), and the corresponding image of the 3D-printed version. Dimen-
sions (W × D × H): 15 × 15 × 35 mm, and wall thickness 2 mm. c) 3D printed
version of Design 3, more robust, but not watertight. Dimensions: 24 × 24 ×35 mm,
and wall thickness 4 mm.

part (see Figure 4.4a).

Tests with collagen gel solution using Design 4 showed that if not centrifuged

the mould was not leaking and retained the collagen solution, and therefore could

be a good candidate to make square shaped collagen gels that would not induce

an additional variation in collagen concentration after stabilisation. The waterproof

property was not satisfied under centrifugation forces (Table 4.1). The plexiglass

sliding side allowed the visibility of the collagen gel in the tube which was useful

to check the formation of a density gradient (see Figure 4.4a). It was also possible

to access and manipulate the gel, allowing plastic compressed stabilisation without

destroying the collagen structure. In addition, Design 4 was easy to use, to sterilise

and allowed cost-efficient experiments. After several design modifications, and still

facing serious watertightness limitations under centrifugation, the next step was to

test Design 4 using a different protocol.
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4.2.1.2 Collagen gradient using diluted collagen solutions

As tests on Design 4 showed it to not leak if not under centrifugation forces, two other

methods to make collagen density gradients were investigated. The two methods

required collagen solutions of different concentrations (0.80, 1.00, 1.25, 1.50, 1.64

mg.ml−1), diluted using hydrogen chloride (HCl) (see Figure 4.4). The range of

collagen concentrations varied from normal collagen solution (1.64 mg.ml−1) to the

most dilute solution allowing formation of a visible collagen gel (0.80 mg.ml−1).

1) Step-by-Step gradient: For the method (1) a density gradient was made

using the aforementioned dilutions of collagen solution. Each solution, from the

more concentrated to the more diluted were added on the top of each other (see

Figure 4.4b). Between each step, the solution was left to set for 10 min at room

temperature (21◦C). After adding the last solution, the resultant collagen gel was

left in an incubator (37◦C) for 10 min for total gelification to occur and was then

stabilised using plastic compression.

2) Smooth gradient: For the method (2), the creation of the collagen density

gradient required the addition of all the different solutions, from the more concen-

trated to the more diluted, carefully on the top of each other, within a short time

(seconds) to encourage mixing and therefore avoid a sharp interface (see Figure 4.4c).

The resultant collagen solution was then left in an incubator (37◦) for 10 min for the

gelification to occur and stabilised using plastic compression.

Gels were stained using Toluidine blue to visualise collagen distribution. Collagen

concentration gradients were formed using Design 4 for both methods (1) and (2).

After stabilisation, surface variations of the top surface of the gels were observed at

the macro scale (see Figure 4.4b and c), adding topographical cues for both meth-

ods. Furthermore, repetitions of the methods (1) and (2) using Design 4 showed
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that resulting gradient gels were not predictable and could not be reproduced con-

sistently, as the obtained gradient gels were always different at a macro-scale, with

different shapes, collagen distribution and distinct topography. Accordingly, these

two aforementioned methods were rejected.

Overall, Design 1-3 and 4 have been tested in the centrifuge and none of them

matched the requirements for regular use. The initial Design 1 had been optimised

to Design 4, which seemed initially promising. It was easy to sterilise, easy to use,

did not leak, allowed easy access to the gel and the formation of a density gradient

by addition of various collagen dilutions. However, when repeated, method (1) and

(2) (Table 4.1), using the addition of various concentrations of collagen solution, have

proven to be not reliable. As such, the design of a mould to make a reproducible,

cost efficient and fast collagen gradient was completely rethought.

Figure 4.3: CAD-Design of Design 4 obtained after optimisation. The mould was
not waterproof under centrifugation but has been used to test a second method, the
addition of various concentration of collagen solution in the mould. Results obtained
with the mould were not reproducible.
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a)

0.5 mm 0.5 mm

Figure 4.4: Image of the 3D-printed version of the third design, with the plexiglass
side. a) Different dilutions of collagen solution were added on the top of each other
in the mould in order to form a collagen concentration gradient. b) Result of the sta-
bilised collagen gel gradient obtained following the step-by-step method. c) Example
of the stabilised collagen gel gradient obtained for the smooth gradient method. Gels
were stained using Toluidine Blue after stabilisation.
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4.2.1.3 3D printed collagen gradient mould

Taking a step backward, the use of a square tube mould was revisited. Based on

the 24 well plate geometry, a 16 gradient shaped-well-mould, Design 5, was designed

(see Figure 4.6) in order to use a cost-efficient amount of solution (V = 1.4ml). The

geometry of already manufactured well plates was chosen to help with the stabilisation

process, as there are commercially available 24 wells plate RAFT-absorbers (Levis

et al., 2015). In addition, Design 5 offers the possibility to set multiple collagen

hydrogels simultaneously, and after gelation, gels were easy to access. Design 5 is

easy to manufacture and sterilise and a lid was made to limit contamination (based

on previous features). To produce a gradient, ridges were introduced in the casting

mould as visible in Figure 4.5a. As a result, collagen gels with a volume variation due

to the ridges were made and density gradients were obtained after RAFT-stabilisation.

This version of mould has been thought to make collagen gradient in a reproducible

(see Section 4.4), quick, cost-effective and reliable manner. Figure 4.5a shows the

geometry of one of the gradient mould design. The shape of the mould was thought

to be easy to adapt, e.g. can be modified to be able to create a gradient of collagen

along a conduit, eventually suitable for making nerve repair conduits (see Figure

4.5b).

The 3D printed version of Design 5 is represented Figure 4.6 and the specifications

of the product are detailed Table 4.2. Design 5 allowed the fabrication and access to

collagen gels with controlled volume variations. After RAFT-stabilisation, collagen

density gradients were visible in the gels at the macro-scale with no apparent surface

variations (see Section 4.3.2). It was easy to sterilise and an additional lid on the

top was added to avoid any contamination. Therefore, Design 5 was selected as the

optimal design, and a full characterisation of the hydrogel gradients fabricated was
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performed. Hence, a detailed description of the protocol and the characteristics of

the collagen gradient gels, i.e. concentration gradient, stiffness profile, topography,

parameters of high interest for the tissue engineers, will be given in the next Section.

Figure 4.5: a) Geometry displaying one final gradient moulds’ design (Design 5) (10
× 10 cm) and b) another 3D design showing the possibility to adjust the final mesh
to make the gradient maker suitable to create nerve guidance conduits (10 × 10 cm).

Figure 4.6: The final 3D printed mould (Design 5) used to make collagen defined-
stiffness gradient profiles (10 × 10 cm).
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Product specification
Name 3D-printed gradient mould
Intended use Hydrogel gradient maker
Material PolyLatic Acid
Stability OK
Type of gradient 2 (lower and higher)
Volume plate 1.5 mL
Sterilise Yes
Product size 10 ×10 cm
Lid Yes

Table 4.2: Final gradient maker specification sheet.
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4.3 Material and Methods

4.3.1 Gradient CAD-design

For this study, the gradient moulds were designed using the computer-aided design

(CAD) software Autocad, and 3D printed from polylactic acid (PLA) using an Ul-

timaker 2. Two different multi-well moulds were produced, each of which contained

wells of the same dimensions as a standard 24-well plate and therefore could be used

to cast multiple equivalent collagen hydrogels simultaneously. The bottom surface of

each mould well was shaped to include 3× equally-spaced raised ridges, conferring a

pattern of varying depth on the collagen hydrogels cast in the moulds subsequently

(Figure 4.7). One of the mould designs had ridges of height 5 mm to create a shallow

gradient (lower), the other had ridges of height 8 mm to create a steeper gradient

(higher). Moulds were sterilised by immersion in 70% ethanol overnight.

4.3.2 Raft-stabilised collagen gel gradients substrate fabrica-

tion

The collagen solution was made following the protocol described Section 3.2.1. A

volume of 1.4 ml of the collagen solution was pipetted into the printed moulds (lower

and higher) and into a standard 24 well plate for the control (Control), and kept in

a humidified cell culture incubator (37◦C, 5% CO2) for 10 min to allow gelation.

Once set, gels were flipped from the printed moulds into a standard 24-well

plate and were RAFT-stabilised for 15 min using RAFT®absorbers (Startorius Ste-

dim/Lonza). This step rapidly removes most of the fluid of the hydrogel through the

top surface of the gel and resulted in gels obtained with a flat top and bottom surface,
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Removal of the gel from the 
mold by flipping the mold

Raft-stabilisation process using
 RAFTTM absorbers (Lonza)

I IIIII

RAFT-stabilised collagen gel gradient 
with defined

 physical and mechacinal properties (I-II-III from soft to stiff)

CAD-Design and
 3D printing 

Setting of the gel 
in the mold 

Rat tail collagen type I
 in the mold

a)

b)
mechanical

mouldmould

mould

Figure 4.7: Schematic diagram showing the fabrication process of the collagen
gradient gel mould with defined geometry. a) Moulds were CAD-designed and 3D
printed using PLA. Collagen gel solution was pipetted in moulds and gels were let to
set for 15 min in a humidified incubator then flipped to a standard 24-well plate. Then,
gels were RAFT-stabilised for 15 minutes. The gel obtained are RAFT-stabilised
collagen gel gradients with defined physical and mechanical properties. The gels
are segmented in three separate area (I-II-III) from soft to stiff. b) Pictures of the
experimental set up to make gradients gels.

but with gradients of collagen density resulting from the variation in gel height as

a consequence of the ridges in the original casting mould (Figure 4.7). Gels were

covered with serum free DMEM and kept in a humidified incubator.
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4.3.3 Physical characterisation of collagen substrates

4.3.3.1 Gel thickness

The height of the gels was measured following the protocol described in Section 3.2.2.

The images were extracted and analysed on ImageJ. For accuracy, three measurements

of the height of each gel were taken and averaged.

4.3.3.2 Density of Collagen for stabilised gradient gels

The gradient gels are the inverse of the 3D printed mould design. Knowing the geo-

metric shape of the hydrated gel, the volume of the fully hydrated gel was calculated

in a 3D-Cartesian Coordinate system. The gel was cut into two distinct components

(see Figure 4.8): Vcyl a partially full cylindrical part (×2 sides) and Vgrad the actual

gradient. The volume Vcyl was calculated using the following equation

Vcyl = 2 · y ·
[
cos−1

(
R− h
R

)
R2 −

√
R2 − (R− h)2(R− h)

]
, (4.1)

where y (mm) is the height of the gel, R the radius of the cylinder (here R = 8 mm,

radius of a 24 well plate) and finally h (mm) is the width of the partial cylinder (see

Figure 4.8).

For the second volume Vgrad, the base of the gel is defined by x and z axis, fixed

in space and can be associated to a rectangular domain and the shape of the gradient

is defined by f(x) (see Figure 4.8). The volume of the three-dimensional region D is

given by the integral,

Vgrad =

∫∫∫
D

dV (4.2)

=

∫∫∫
D

dzdydx,
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where D is defined as follow

D = [xa;xb]× [0; f(x)]× [za; zb],

where [a, b] is a closed interval contained in D and f(x) the function defining the

gradient pattern. Consequently

Vgrad =

∫ xb

xa

∫ f(x)

0

∫ zb

za

dzdydx. (4.3)

VgradVcyl R
h

y
z

x

za
Zb

xa

xb

f(x) f(x) f(x)

za
Zb

xa

xb
za

Zb

xa

xb

Figure 4.8: Three examples of the volume of hydrated collagen gels and the volume
separation for integral calculation.Vcyl is represented by the area in green and Vgrad

is represented by the area in red.R is the radius of the cylinder and h is the width of
the partial cylinder.

Riemann Sum Approximation, volume post-stabilisation and collagen den-

sity Riemann Sum approximation was used to determine the volume of the fully

hydrated collagen gradient gel. Let f(x, z) be the shape of the gel defined over the

base [xa;xb] × [za; zb] (see Figure 4.8). Then, the base of the gel was divided into

rectangles of area ∆A = ∆x · ∆z. On each rectangle, the value f(xk, zj) was used

to approximate f(x, z) on this rectangle. The volume of gel over each rectangle (see

Figure 4.9) is approximated by

∆V = f(xk, zj)∆A = f(xk, zj)∆x∆z. (4.4)
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The gradient gel was separated in three different parts (see Figure 4.9). This was

defined as such to check the density variation and also to be able to define specific

fields for future mechanical analysis measurements and cell experiments,

Vgradapprox =
n∑

k=1

m∑
j=1

f(xk, zj)∆z ·∆x. (4.5)

Since the initial volume of hydrated collagen is known for all three parts, the mass

of collagen in each of them using Eq.(3.2) can be calculated. Next, using the height

measures, for the different sections A-B-C (see Section 3.2.2-Figure 3.1) the volume

after stabilisation can be approximated as

Vps = Length · Height ·Width = x · y · z. (4.6)

Thus, the collagen concentration is calculated using Eq.(3.3) in Section 3.2.1.1.

Using the concentration approximations for each part of the gradient, the regular

gels density and the density of collagen over the gradient can be linked. These data

are used to correlate the mechanical stiffness properties (see Section 4.3.5) of each

type of gel (see Figure 4.10), known to be dependent on collagen density, as seen in

Chapter 4.
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Figure 4.9: The Riemann Sum Approximation.
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4.3.4 AFM topography

A JPK Nanowizard 1 AFM (JPK Instruments Ltd, Germany) was used to obtain

10×10 µm high-resolution topography images (1024×1024 pixels) from each segment

(I-II-III of the lower and higher gradient gels and the control gel shown in Figure

4.7a) (see Section 1.7.3.1). Gels were kept for 24 hours in PBS and rinsed using

distilled water. Imaging was conducted using MSNL-10-A tip cantilevers (Bruker

Ltd, France) with the following characteristics: Fres ∼22 kHz resonant frequency and

∼0.07 N.m−1 nominal spring constant. JPK/SPM data processing software was used

to extract data and height profiles were obtained for 5 x-lines across the images (each

20 y-pixels).

4.3.5 Mechanical characterisation of collagen substrates

In order to quantify the effect of collagen concentration on mechanical properties of

the material, a series of force mapping experiments were performed to yield a stiffness

map using AFM-force spectroscopy. Indentation measurement were performed using

a JPK Nanowizard CellHesion 200 with motorised precision stage (JPK Instruments

AG, Berlin, Germany). Solid soda-lime glass microspheres (S-SLGMS, diameter 50-

53 µm, Cospheric, Santa Barbara, CA ) were glued (light cure adhesive, Loctite 349

IMPRUV® ,R. S. Hughes Company, Plymouth, MI) to non conductive silicone nitride

and triangular tip-less cantilevers (NP-O10, Brukers, spring constant ∼ 0.35 N.m−1).

Experiments were carried out using force mapping over 1×2.5 mm area, covering

the segments I-II-III, at room temperature. The collected force curves were batch-

analysed using JPK/SPM data processing software (JPK Instruments Ltd, Germany).

A Hertz model was used for determining the Young’s Modulus E (kPa), with a Poisson

ration (ν) set to 0.5 (Instrument, 2008), (see Section 1.7.3.2).
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4.4 Results

Two different collagen gradients (lower and higher) were created and compared to

control RAFT-stabilised gels with no gradients. The density of collagen ranged from

67±4.2 to 79±7.1 mg.ml−1 and the surface stiffness ranged from 1.7±0.3 to 2.0±0.2

kPa for the lower gradient. The density of collagen ranged from 73±7.1 to 122±4.8

mg.ml−1 and the surface stiffness ranged from 1.5±0.6 to 7.1±1.9 kPa for the higher

gradient (see Table 4.3 and Figure 4.10a). The gradient slope, reported as a function

of change in stiffness over distance, was 0.85 kPa.mm−1 for the Lower gradient and

7.96 kPa.mm−1 for the higher gradient (see Table 4.3 and Figure 4.10b). Stiffness

maps (1×2.5 mm) of gradients are shown in Figure 4.11. The substrate stiffness

characterisation was performed using AFM-force spectroscopy (Stylianou, 2017). The

gradient substrate stiffness was directly related to the collagen density as expected

and the correlation is established Table 4.3. Increasing the collagen density also

increased the stiffness of the collagen gels. Collagen substrates with stiffnesses of

physiological relevance to the peripheral nervous system (PNS) have been fabricated

(Evans et al., 2018; Rosso et al., 2017d, 2014) by varying the collagen concentration

using bespoke 3D-printed moulds and the RAFT-stabilisation process.
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Figure 4.10: a) Mean collagen concentration for each segmented area (I-II-III) of
the gradient gels. b) Mean surface stiffness value for 20 segments (125 µm each) (60-
110 points for each segment)± SD and corresponding gradient slope (control (0%),
lower (2.5%), higher (45%)).

Gradient Segment label Slope Collagen density Collagen ∼ E
(kPa.mm−1 ) (mg.ml−1 ±SD)) (w/v± SD) (kPa ± SD)

Control - 0 70±5.7 7±0.57 1.0±0.2
I 67±4.2 6.7±0.42 1.7±0.3

Lower II 0.85 71±5.9 7.1±0.59 1.9±0.1
(0.85 kPa/mm) III 79± 7.1 7.9±0.71 2.0±0.2

I 73± 7.1 7.3±0.71 1.5±0.6
Higher II 7.96 86±6.9 8.6±0.69 4.1±1.1

(7.96 kPa/mm) III 122±4.8 12.2±0.48 7.1±1.9

Table 4.3: Characteristics of RAFT-Stabilised collagen substrates. Noted in the
table are the collagen density (mg.ml−1) and the corresponding surface stiffness (E,
kPa) for the control and the segmented area (I-II-III) of the gradient gels measured
using AFM-Force spectroscopy. Data are presented as mean ± SD.
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Figure 4.11: Spatial mapping of the surface stiffness of Control gel, lower and
higher gradient gels.The stiffness at each pixel is the mean of five measurements
(N=3 separate gels) taken by AFM spectroscopy and is represented as a rainbow-
coloured palette map with blue denoting softer and yellow corresponding to stiffer
regions; scale bar = 0-8 kPa.
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4.4.1 Topography of collagen gradients

AFM imaging was used to examine the topography of the collagen gels and investigate

any surface modification induced by the gradient making process (Stylianou, 2017).

Figure 4.12, 4.13 and 4.14 show AFM images of the different segments (I-II-III, see

Table 4.3) for the lower and higher gradient gels, and the control gel. The three

types of substrate exhibited a similar dense surface structure with distinctive collagen

fibrils detected. The collagen fibrils were randomly oriented in the three different

types of substrates and did not present any apparent topographical directional cues.

The measured height showed the roughness of the gels was lower than 1 µm with a

maximum variation of 745 nm for Lower-III, therefore the overall surface topography

of the gels was considered as flat (Li et al., 2017).
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Figure 4.12: AFM topography images (10 × 10 µm, 1024×1024 pixels) of RAFT-
stabilised collagen gels for the control gel showing the 3D and 2D view of the relative
value of the height of the gels (scale bar in nm), then the error signal (mV) show
the surface of the collagen gels where the banding pattern of collagen type I fibrils is
visible. The surface roughness of the gels is indicated by the height profiles.
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Figure 4.13: AFM topography images (10 × 10 µm, 1024×1024 pixels) of RAFT-
stabilised collagen gels for the three sections (I-II-II) of lower gradient gel. The first
two columns show the 3D and 2D view of the relative value of the height of the gels
(scale bar in nm), then the error signal (mV) shows the surface of the collagen gels
where the banding pattern of collagen type I fibrils is visible. The surface roughness
of the gels is indicated by the height profiles.
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Figure 4.14: AFM topography images (10 × 10 µm, 1024×1024 pixels) of RAFT-
stabilised collagen gels for the three sections (I-II-II) of higher gradient gel. The first
two columns show the 3D and 2D view of the relative value of the height of the gels
(scale bar in nm), then the error signal (mV) show the surface of the collagen gels
where the banding pattern of collagen type I fibrils is visible. The surface roughness
of the gels is indicated by the height profiles.
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Figure 4.15: Diagram mapping the stiffness ranges (kPa) used to study durotactic
behaviour in vitro, showing the modulus (kPa) range as a function of stiffness gradient
(kPa.mm−1). For clarity, in this figure, the stiffness ranges are categorised by study
(same as the ones presented Figure 4.16), and include the stiffness gradient proposed
in this Chapter (in red).
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Figure 4.16: Graphical summary of the gradients and materials used to study
durotactic behaviour in vitro, showing the Young’s Modulus (kPa) as a function of
the location on the samples (mm). Studies are categorised by material used, and the
majority are using coated PAAm gels as it offers the possibility to work with a wide
range of stiffness using a large variety of techniques (Wong et al., 2003; Zaari et al.,
2004; Isenberg et al., 2009; Tse and Engler, 2011; Cheung et al., 2009; Hartman
et al., 2016). This summary includes only 2D cultures. The study of durotaxis is
challenging as it difficult to uncouple the stiffness of a substrate to its pore size, ligand
molecule coating density, the height of the substrate itself (Roca-Cusachs et al., 2013).
This study proposes to use pure collagen gel to develop defined stiffness gradients,
represented by the red lines (lower and higher) and shows the fit of the proposed
technic with the current literature.
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4.5 Discussion

The goal of this Chapter was to design a flat substrate with a stiffness gradient

to study cell responses to mechanical cues in 2D. Physiologically relevant stiffness

gradients were created within the range of modulus values reported previously for PNS

tissue (Evans et al., 2018; Rosso et al., 2017d) using tissue engineering techniques to

control collagen matrix density (Levis et al., 2015; Cheema and Brown, 2013) and the

fit of our produced stiffness gradient and stiffness range is compared to the literature

Figure 4.15. Collagen gels were generated and characterised, exhibiting a flat surface

topography and continuous linear gradients of defined density, which correlated to

the stiffness (Tierney et al., 2009; Hadjipanayi et al., 2009).

Previous studies to create 2D substrates with continuous stiffness gradients have

used coated polyacrylamide gels (PAAm) gels as well as proteins such as fibrin and

gelatin. The range of stiffnesses obtained vary over several orders of magnitude (Sun-

yer et al., 2012) and the various stiffness gradients used previously to investigate cell

mechanosensitivity are shown in Figure 4.16, categorised according to the type of

material used (Tse and Engler, 2011; Kuo et al., 2012; Zaari et al., 2004; Kidoaki

and Sakashita, 2013; Isenberg et al., 2009; Wong et al., 2003). Type I collagen is

an appropriate choice for studying neuronal responses since it is a major component

of nerve tissue. Previous studies using collagen to form gradients have tended to

combine the protein with PAAm and gradients have been generated via cross linking

with enzymes, ultra-violet light or temperature (Sant et al., 2010). Such cross-linking

can modify the protein structure (Buehler, 2008; Tierney et al., 2009) which can

potentially add confounding signalling parameters that can influence cell behaviour.

By contrast, the approach used here does not affect the microstructure of the
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collagen fibrils and the banding pattern is conserved after gel stabilisation, offering

a way to make gradients purely of collagen, in a simple, controlled and reproducible

way. Previous studies have reported the effects of similar substrate stiffness profiles for

other types of cells (including human adipose-derived stem cells (Hadden et al., 2017),

human mesenchymal stem cells (Tse and Engler, 2011; Vincent et al., 2013), vascular

smooth muscle cells (Wong et al., 2003), fibroblasts (Kloxin et al., 2009; Sunyer et al.,

2012) and Schwann cells (Evans et al., 2018)). Focusing on the improvement of nerve

repair solutions, Evans et al. (2018) have shown that a 0.95 kPa.mm−1 gradient

induces Schwann cell durotaxis. Our lower gradient (0.85 kPa.mm−1) therefore could

potentially be used to modulate both Schwann cells and neural cells combined for the

improvement of nerve guidance conduits.

Moreover, Hadjipanayi et al. (2009) developed a 3D model to study the impact

of compressed collagen gradient on fibroblasts, and Georgiou et al. (2013) developed

an engineered neural tissue on collagen gels seeded with Schwann cells and both

have shown that the stabilisation process via plastic compression does not affect cell

viability (Levis et al., 2015; Georgiou et al., 2013). This technic could be extended in

the future to a cellular substrate gradient allowing the study of overlapping chemical

and mechanical cues for a better understanding of cell response to their environment.
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Chapter 5

Mechanoresponse of NG108-15 cell

line on characterised

RAFT-stabilised collagen gel

gradients

This Chapter is adapted from the paper entitled ”Mechanoresponse of neural cells

to physiological stiffness cues.” By Celine Kayal, E. Moeendarbary, R.J. Shipley and

J..B. Phillips.(Under revision)

This Chapter focuses on the cell-substrate interaction. It reports the investigation

of the mechanoresponse of neural cell to defined-stiffness gradient profiles, developed

and characterised Chapter 4.
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5.1 Introduction

The interaction between the tissue and the cell is a key factor in controlling the fate of

the latter (Discher et al., 2005; Saha et al., 2008; Wells, 2008; Franze, 2011; Seidi et al.,

2011; Koser et al., 2016). Cells exert forces on and sense the stiffness of the surround-

ing extracellular matrix (Discher et al., 2005). The mechanical properties of the local

environment have important implication in cell differentiation (Tse and Engler, 2011;

Rammensee et al., 2017), proliferation (Leipzig and Shoichet, 2009) and migration

(Wu et al., 2012; Evans et al., 2018). For nervous system cells, neurite outgrowth and

branching patterns have been shown to be depending on substrate stiffness (Flanagan

et al., 2002; Koch et al., 2012; Koser et al., 2016; Rosso et al., 2017d). Moreover, the

peripheral nervous system (PNS) (Phillips et al., 2004; Tillett et al., 2004; Mason

and Phillips, 2011) and central nervous system (CNS) (Koser et al., 2016; Moeendar-

bary et al., 2017) native tissues are mechanically heterogeneous; therefore, neurites

are likely to encounter regions with distinct mechanical properties. Although several

studies have shown the importance of chemotactic, haptotactic and topographical

guidance cues, there is still limited understanding of how the mechanical cues influ-

ence the neurite outgrowth and branching pattern. Providing information to promote

the current knowledge would help nerve tissue engineers to make a step forward to

designing optimised nerve repair solutions.

Recent studies have characterised the mechanosensitivity of PNS neuronal cells

on various stiffness substrate (Rosso et al., 2017d,c) and highlighted the cell response

to a stiffness gradient (Koser et al., 2016) referred to as durotaxis (Lo et al., 2000;

Franze, 2011). Biomimetic mechanical gradients have the potential to be used in the

construction of nerve repair materials, to improve axon pathfinding and accelerate
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nerve repair by controlling the orientation of neurite regeneration (Sundararaghavan

et al., 2008; Koser et al., 2016; Rosso et al., 2017d; Evans et al., 2018).

In the study presented in this Chapter, NG108-15 cells were cultured on the

substrates developed in Chapter 4 to explore the influence of stiffness gradient and

magnitude on neuronal regeneration in vitro.
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5.2 Material and methods

5.2.1 Neuronal cell culture

5.2.1.1 NG108-15 cell culture

NG108-15 neuronal cells are a hybrid cell line derived from mouse neuroblastoma

and rat glioma cells. NG108-15 cells were cultured in Dulbecco’s modified Eagle

Medium (DMEM)(SigmaAldrich, St Louis, Missouri) supplemented with 10% (v/v)

Fetal Bovine Serum (FBS) and 1% (v/v) Penicillin-Streptomycin (PS). In vitro ex-

perimentations were conducted between passage 14 and 18.

5.2.1.2 Investigation on the effect of serum on neurite behaviour

To study the impact of the substrate on the neurite behaviour, the choice of the

cell line went towards NG108-15 as it does not require the addition of growth factor

(external signalling cues) to elongate neurites.

The effect of serum on neurite extension, was investigated. NG108-15 neuronal cells

were seeded on the top of RAFT-stabilised collagen gels at a density of 5 × 105 per 24

well plates in either serum-free DMEM or complete medium (DMEM with 10% (v/v)

FBS, 1% (v/v) PS). For both conditions cells were maintained in 1.4 ml of culture

medium in 24 well plates. Cells were incubated in a humidified incubator with 5%

CO2 at 37◦C for two days.

5.2.1.3 NG108-15 neuronal cell culture on stiffness gradient gels

NG108-15 were trypsinised and 1× 105 cells were seeded per gel onto RAFT-stabilised

collagen gradient gels (lower and higher gradient and control gradient) contained in

24-well plates, in serum-free cell culture medium (Ghahary et al., 1989). Cultures
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were maintained for two days (t= 48 hours) in a humidified incubator (5% CO2

at 37◦C). The cells were only exposed to different mechanical signals, their chemical

environment was kept similar and cell density was defined to avoid cell-cell interaction

(see Figure 5.1).

a) b) 100μm

Figure 5.1: NG108-15 cells for : a) Cell density: 5 × 105 per gel. b) Cell density: 1
× 105 cells per gel. Hoechst staining for the nuclei (blue), β-III-tubulin staining for
neurons (green). White scale bars : 100µm.

5.2.2 Cell immunolabelling and fluorescence imaging

Cultures were fixed with 4% paraformaldehyde overnight at 4◦C and permeabilised

using 0.5% Triton X-100 for 30 minutes. Non-specific bindings were blocked with

5% normal goat serum. Nuclei were labelled using Hoechst (1:1000). Mouse anti-β-

III-tubulin primary antibody (1:400, incubated overnight at 4◦C) and dylight goat

anti-mouse 488 (1:300, for 90 minutes) were used to detect the neurites. Samples

were rinsed using phosphate buffered saline (PBS) solution between each step.

Fluorescence microscopy (Zeiss Axio Lab.A1, Germany) was used to acquire images

of NG108-15 cell line on the gels. Images were captured using a 10× lens, and were

analysed using ImageJ software (US National Institutes of Health)(Abramoff et al.,

2004).
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5.2.3 Data analysis

Neurite response to collagen gradients has been quantified using measures previously

described (Hoffman-Kim et al., 2010) in terms of the number of cells forming neurites;

the mean number of neurites per cell; the mean neurite length per cell. Neurite length

was determined using the freehand line selection tool and measure function. The

angle of each neurite was measured from the long axis of the gradient (see Figure

5.2). Orientation was classified into three different categories: a) neurite elongating

up the gradient, toward stiffer substrate region ([-60;60]o), b) neurite elongating down

the gradient, toward softer substrate region ([-120;120]o), and c) neurite elongating

perpendicular to the gradient. The categories are represented in Figure 5.2.

5.2.4 Statistical analysis

Statistical analysis was performed using JMP Pro 13 software (JMP SAS Institute,

Marlow, Buckinghamshire, UK). Data are presented as mean values ± standard devi-

ation (SD). Differences among the gradients and the different segments were assessed

using one way ANOVA with a multiple comparison analysis to identify the statistical

differences. Statistical significance was taken at p < 0.05
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Figure 5.2: Fluorescence micrographs show sprouting of neurites; red dashed line
indicates neurite length, branching spots are indicated by red arrows and neurite
orientation was measured as indicated by the white line. The white arrow indicates the
direction of the gradient. A classification of the neurites orientation has been used to
quantify their sensitivity to the stiffness gradient and was defined as such: neurite were
considered growing up the gradient for all the angles between [-60,60]◦ (yellow), down
the stiffness gradient for the angles between [-120, 120]◦(blue) and neurite growing
perpendicular to the gradient otherwise (grey). The branching quantification was
made based on the following branching tree.
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5.3 Results

5.3.1 Investigation on the effect of serum on neurite be-

haviour

NG108-15 cells proliferated when cultured in serum supplemented DMEM but did

not extend neurites. In contrary, when cultured in serum free DMEM, NG108-15

cells differentiated but did not proliferate. These results agreed with Ghahary et al.

(1989), who have shown that the addition of serum in the media induces neurites

retraction of the differentiated NG108-15 cells.

5.3.2 Mechanosensitivity of NG108-15 cells to the stiffness

gradient gels

The behaviour of NG108-15 cells was evaluated on lower gradient (0.85 kPa.mm−1)

and higher gradient (7.96 kPa.mm−1) gels, for each segment area (I-II-III; representing

a specific absolute stiffness value (details in Table 4.3), and compared to cell behaviour

on mechanically uniform control gels (Figure 5.3a-e).

Results indicated that the amount of cell expressing neurites, and the amount of

neurite per cells were not influenced by neither the absolute stiffness of the stiffness

gradient of the substrate. Overall, ∼29% of cells expressed neurites (∼2 neurites per

cell). The mean neurite length for the gradient gels, taken from the longest branch of

each neurites, was 116.4±66.5 µm for the higher gradient and 117±42.3 µm for the

lower gradient, which was not significantly different to the 122±60.0 µm reached by

neurites on the mechanically uniform substrates. These data give an average neurite

growth rate of 2.5±1.1 µm.h−1.
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Figure 5.3: Behaviour of NG108-15 cells evaluated on lower and higher gradient
gels and compared to cell behaviour on mechanically uniform control gels. Cells were
cultures on two different gradient slopes (lower and higher) and on a Control gel.
a) Mean number of neurites per cell, b) mean neurite growth rate (µm/h), c) mean
neurite length (µm), and d) percentage of NG108-15 cells expressing neurites do not
vary according to the presence of a gradient and differences in absolute stiffness value.
However, e) the percentage of neurite branching is affected by the stiffness gradient.
Data are shown for the different segments (I-II-III) of each gradient type (lower and
higher) and the control. Results are shown as mean± SD, p < 0.05 (*).
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5.3.3 Neurite branching pattern and orientation

Figure 5.3e shows that after 48 hours, neurites branched differently depending on

the growth region. Neurite were significantly more likely to branch on the segment

Lower-I of the lower gradient (E ∼1.7 kPa) compare to the segment Higher-I of the

higher gradient (E ∼1.5 kPa), suggesting that NG108-15 cells were mechanosensing

the imposed gradient as seeded on a mechanically comparable absolute stiffness area.

This phenomenon can be observed Figure 5.5.

Figure 5.4 and 5.5 show how the neurites explore their environment. On softer sub-

strate’s segments (Lower-I and Higher-I) and the control, respectively 1.7, 1.5 and

1.0 kPa, neurites did not elongate toward any preferential directions (see Table 5.1,

column orientation). On the stiffer region of both gradient gels, a more persistent

directionality was observed along the gradient, regardless of the absolute stiffness

value. For the lower gradient, neurites on the stiffer segment (Lower-III, E=2.0 kPa),

elongated preferentially up the gradient, toward stiffer regions. Contrarily, on the

stiffer segment of the Higher gradient, (Higher-III, E=7.0 kPa), neurites elongated

preferentially toward the softer region, down the gradient. Overall, the NG108-15

cells responded to the mechanical signals induced by the collagen gradient gels by

modifying their branching behaviour and orientation pattern.
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Figure 5.4: Percentage of elongation toward a given direction for each segment of
the control and both gradient gels.The measures have been done per fields for each
gradient segment labels (I-II-III) (N=3,n=3).
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Figure 5.5: Representative merged images taken from immunolabeled NG108-15
treated with DAPI (blue) and β-III-tubulin (green) on each part (I-II-II) of the Lower
and Higher gradient and on the control. White scale bars : 100µm.

Gradient Segment label Slope Density ∼ E Orientation
(kPa.mm−1 ) (mg.ml−1 ±SD)) (kPa ± SD) (Along the gradient%)

Control - 0 70±5.7 1.0±0.2 60.6
I 67±4.2 1.7±0.3 60.0

Lower II 0.85 71±5.9 1.9±0.1 70.1
(0.85 kPa/mm) III 79± 7.1 2.0±0.2 67.0

I 73± 7.1 1.5±0.6 58.7
Higher II 7.96 86±6.9 4.1±1.1 61.1

(7.96 kPa/mm) III 122±4.8 7.1±1.9 70.2

Table 5.1: Characteristics of RAFT-Stabilised collagen substrates. Noted in the
table are the collagen density (mg.ml−1) and the corresponding surface stiffness (E,
kPa) for the control and the segmented area (I-II-III) of the gradient gels measured
using AFM-force spectroscopy. The percent orientation of neurite elongating along
the gradient on each segment is reported for each stiffness absolute value and gradient
slope characteristics. Data are presented as mean ± SD.
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5.4 Discussion

The objective of this work was to induce a neural cell change in behaviour in response

to the substrate properties only. The study presented in this Chapter provides the

first evidence that neurite elongation can be influenced by a combination of sub-

strate stiffness absolute value and the steepness of the gradient slope, suggesting that

neurons have the potential to process a combination of mechanical guidance cues.

Neurite branching is potentially an important parameter for the establishment of

synaptic connections (Flanagan et al., 2002), needed for successful regeneration (Nec-

tow et al., 2012; Moskow et al., 2018). Franze and Guck (2010), and Franze et al.

(2013) have shown the influence of substrate compliance on neurite branching and

neurite orientation, and the rigidity range are investigated towards an optimal ECM-

growth cone interaction (Balgude et al., 2001; Flanagan et al., 2002; Sundararagha-

van et al., 2009; Rosso et al., 2017d). Here, consistently, a higher percentage of

cells presented neurites branching on the more compliant area of the lower gradient

(ILower). A similar phenomenon was reported by Flanagan et al. (2002) and Franze

et al. (2013). However, when comparing the substrate zones with similar absolute

stiffness value (Control, ILower and IHigher), the percentage of cell presenting neu-

rites branching was significantly greater on the Lower gradient. This observation

highlights the potential of neuronal cells to be mechanosensitive to specific stiffness

gradient slopes as opposed to only the absolute stiffness value of the substrate. Rosso

et al. (2017d) investigated neurite orientation on mechanically uniform substrates of

different stiffnesses (1-10-20 kPa), and their results suggested that within the phys-

iologically relevant stiffness range tested (Rosso et al., 2014), the directionality of

neurite outgrowth was substrate-stiffness sensitive. In this study, the neurites did not
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orientate in a particular direction on the soft areas (Control, ILower and IHigher ∼ 1

kPa). However, on the stiffest area of the Lower gradient gel (IIILower ∼2 kPa), a

preferential orientation towards stiffer areas was observed. A preferential orientation

was also observed on the stiffest region (IIIHigher ∼10 kPa) towards softer areas. It

is known that the growth cone detects guidance cues and has a major role in neurite

orientation (Franze and Guck, 2010; Rosso et al., 2017d; Franze et al., 2013; Balgude

et al., 2001). This observation supports the possibility that both the absolute stiffness

of the substrates and the substrate gradient slope influence neuronal behavior. Fur-

ther work will be required to allow a better understanding of how neuronal growth

cones process and convert the combination of gradient slope and absolute stiffness

value into intracellular biochemical signals leading to neurite reorientation.

Neurons on different part of the stiffness gradient gels did not exhibit significant

differences in neurite length, proportion of cells presenting neurites and number of

neurite per cell (from 1 to 10 kPa). This result is in contrast with Rosso et al.

(2017a), who noted that length of neurite outgrowth from embryonic DRG explants

was substrate stiffness-sensitive (between 1 and 10 kPa). In addition, Leach et al.

(2007), have shown that neurite were longer, more branched and a greater percentage

of cell presented neurites on stiff substrates ( stiffness between 102-104 Pa) compared

to soft substrates (10 Pa). However, in their study no significant differences were

found on substrate with a stiffness greater than 102 Pa. The difference observed

could potentially be explained by the difference in the cell type used for the study,

the difference in the substrate composition, the absence of additional external cues

(e.g. external growth factors) or the introduction of a stiffness gradient slope as

previously hypothesised by Leach et al. (2007) . Related work has investigated neurite

growth behaviour within 3D substrates with varying stiffnesses (Sundararaghavan

et al., 2009), however the focus of this study was restricted to neuronal behaviour on

surfaces of substrates with defined stiffness environments. Further studies would be
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required to separate the influence of absolute stiffness and stiffness gradient slope in

order to investigate the effects on neuronal growth further.

This Chapter provides relevant information on neuronal growth-cone durotaxis,

demonstrating neurite orientation in response to the presence of a stiffness gradient,

revealing previously unreported sensitivity to the combination of gradient slope and

absolute stiffness. Neurites grew toward stiffer or softer substrate regions, depending

on the gradient/absolute stiffness combination, highlighting how both cues combined

can affect orientation. With the intention of informing the next generation of PNS

injuries treatments strategies, this precious set of data will be used to enable the

parameterisation of a mathematical model to predict the next experimental design to

be tested.
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Chapter 6

Mathematical modelling informed

design of NGCs

6.1 Introduction

As mentioned previously in Chapter 1, for large gap injuries, a surgical procedure

is required to bridge the gap and improve the connection from the proximal part to

the distal stump. A tubular structure, e.g. nerve graft or nerve guidance conduit, is

sutured in the nerve injury site to support neurite growth. However, finding the opti-

mal design of the nerve conduit is a work in progress in the community. While there

are likely various reasons why neuronal growth in a NGC may not exceed autograft

outcomes, the physical features and mechanical cue environments is likely to play a

key role. Mechanical guidance cues, provided by the structural and physical proper-

ties of the ECM, are known to affect cell migration (Zaman et al., 2005; Stefanoni

et al., 2011). Lo et al. (2000) defined as durotaxis the phenomenon by which cells

sense the mechanical environment and adapt their movement in response to a stiffness

gradient. In previous studies, the moving cells seemed to be preferentially directed

towards stiffer regions, e.g. for VSMCs responding to stiffness gradient (Wong et al.,
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2003; Zaari et al., 2004; Isenberg et al., 2009) (see Section 1.6.2), or to show more

cell adhesion on stiffer substrates (Zaari et al., 2004). Seeking to understand these

phenomena, several mathematical models have been developed, e.g. Stefanoni et al.

(2011) have developed a mathematical model for durotaxis based on the experimental

studies of Lo et al. (2000).

Here, it is proposed that adapting the spatial arrangement of the mechanical

properties within a NGC could lead to better growth. In previous work, described in

Chapters 4 and 5, a new experimental 2D stiffness model to investigate the behaviour

of neuronal cells in response to various mechanical gradients in vitro was developed.

Neurite branching and orientation were two behavioural responses shown to be de-

pendent on both the stiffness gradient and absolute stiffness value of the substrate.

Seeking to accelerate the design process of NGCs, to reduce financial expense, and to

minimise animal based experiments, mathematical modelling can be used as a pow-

erful tool to direct experimental work (Coy et al., 2017) (Section 1.8). Based on the

framework of Stefanoni et al. (2011), modelling cell durotaxis, and adapted to the

specific experimental data obtained previously, an in silico model was developed to

test the hypothesis that a stiffness gradient within a NGC can improve guided neurite

growth and improve the performance of the device.

Following the experimental-theoretical feedback loop described by Coy et al. (2017),

a computational model was developed and parameterised using experimental data to

predict the next experimental set up to be investigated (see Figure 6.1). Mathe-

matical modelling provides an additional rationale for experimental design decisions.

Although computational work does provide its own challenges, such as the dilemma of

initial mathematical model choice, the need for sufficient quality and quantity of data

for robust parameterisation, it offers a cost and time-efficient way to narrow down the

most important experimental designs to be investigated further (Gutenkunst et al.,

2007).
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Figure 6.1: Theoretical-experimental tissue engineering design workflow adjusted to
this study. A random model is initially built and parameterised using experimental
data presented in Chapter 5. The model predictions help in the design of the next
experiments and the obtained results are used to refine and expand the model entering
in the experimental-theoretical feedback loop. Adapted from Coy et al. (2017).

In order to model cell migration, two principal types of models have been used,

namely continuous approaches and discrete approaches. Cell migration is a process

involving the translation of a cell in a particular direction and towards a specific

location. The use of mathematical modelling to study this phenomenon is not novel.

In the absence of cues, cell motility has been found to correlate well to a specific case of

a random walk called Brownian motion of a particle (Dunn and Brown, 1987; Walmod

et al., 2001). This mathematical framework can be extended to describe different

kinds of cell motility such as random motility (Dickinson and Tranquillo, 1993; Zaman
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et al., 2005) or in response to a range of external stimuli, or guidance cues, such

as chemical signals (chemotaxis) (Tranquillo and Lauffenburger, 1987; Stokes and

Lauffenburger, 1991; Jabbarzadeh and Abrams, 2005); and haptotaxis (Dickinson

and Tranquillo, 1993; Smith et al., 2004). Most recently, studies have focused their

computational work on durotaxis (Moreo et al., 2008; Stefanoni et al., 2011), the

ability of certain types of cells to recognise and respond to the mechanical properties

of their environment (Lo et al., 2000). This physical mechanism has been studied using

a continuous model by Moreo et al. (2008). Stefanoni et al. (2011) proposed a 2D

discrete model for durotaxis to simulate cell movement influenced by the mechanical

environment. These studies help understand the basic mechanisms implied in the cell

migration process, cell-substrate interaction and the change in speed or direction of

cells over time.

Here, the first, validated, discrete mathematical model of neurite motility in re-

sponse to durotaxis is presented. The model presented in this Chapter predicts the

growth and branching of neurites in response to different combinations of gradient and

absolute stiffness values based on the data in Chapter 5. With this model, a spatial

arrangement of mechanical factors, i.e. combination of gradient/absolute stiffness, is

proposed to design a new NGC and direct future experimentation.
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6.2 Methods

Experimentally, neuronal cells were observed to respond to stiffness gradients by

modifying their branching behaviour and orientation. Neurites grew toward softer or

stiffer substrate regions, depending on the gradient and absolute stiffness associated

with their environment. This valuable data set was used as a basis to develop the

mathematical model, described in Section 6.2.1. The mathematical model was build

using Matlab software (Release 2108a, The MathWorks, Inc., Natick, Massachusetts,

United States). Seeking to capture the biological behaviour observed (orientation and

branching pattern), the model was built based on previous work and optimised to fit

the experimental data set. Sections 6.2.2 ,6.2.3 describe the tools used to build the

model, respectively for the orientation and the branching pattern and Section 6.2.4

describes the tool used to optimise the model.

6.2.1 Experimental data set

In order to capture the specific behaviour of the neurites in response to gradients,

the data collected from the experimental work on NG108-15 cell line, described in

Chapter 5, were exploited. Specifically two sets of data were used, the first set of data

quantified the neurite orientation obtained after 48 hours of culture in vitro, as shown

in Figure 6.2. This histogram presents the distribution of the angles measured for

each gradient/absolute stiffness condition (Control, Lower I-II-III and Higher I-II-III)

(see in Section 4.4 Table 4.3 for details of each condition).

The second set of data was the distribution of branches given for each condition

(Control, Lower I-II-III and Higher I-II-III) represented by a probability density func-

tion, as seen in Figure 6.3. For the model, the neurite growth rate was kept constant
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and was taken from experimental measures to be 2 µm.h−1 (see Chapter 5).

Control
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Figure 6.2: Distribution of the neurite orientation (θ ∈ [-180,180]◦) measured ex-
perimentally for each condition (Control, Lower I-II-III and Higher I-II-III). Data
collection detailed in Section 5.2.3.
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Figure 6.3: Probability distribution of number of branches (nb) based on exper-
imental data for each condition (Control, Lower I-II-III and Higher I-II-III). Data
collection detailed in Section 5.2.3 Figure 5.2).
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6.2.2 Model formulation

Brownian motion, first observed by Robert Brown in 1828, describes the random

movement of particles in a fluid (Karatzas and Shreve, 1998). Previous studies have

shown that in the absence of external guidance cues, cell locomotion on a substrate

can be assimilated to the Brownian motion of particles. Even though fundamen-

tal mechanisms are not the same, the similarities in trajectories between cells and

Brownian particles suggest that a mathematical relationship that links the two could

be appropriate (Dunn and Brown, 1987; Stokes and Lauffenburger, 1991; Stefanoni

et al., 2011). Langevin (1908) applied Newtonian dynamics to introduce the con-

cept of the equation of motion of a random variable (in this case the position of a

Brownian particle), and so, the Langevin equation, an analytical approach to random

processes was introduced. This is useful to this day to describe cell migration (Dunn

and Brown, 1987; Stokes et al., 1991; Stefanoni et al., 2011). This equation (Cof-

fey W. T., 1985; Langevin, 1908) can be written down using Newton’s second law,

assuming that the cell experiences two forces, namely: (a) the drag force, −ζẋ(t),

representing a dynamical friction experienced by the cell to slow its movement, with

ζ being the drag coefficient and ẋ(t) the velocity, and (b) F (t), the sum of all the

stochastic processes acting on the cell. F (t) is commonly described as white noise fol-

lowing a Gaussian distribution with zero mean (Coffey W. T., 1985; Zwanzig, 2001).

Langevin’s stochastic differential equation of motion can be summarised as follows

mẍ(t) = −ζẋ(t) + F (t), (6.1)

for a cell of mass m. For neurons in a tissue, the ratio between inertial and viscous

forces is low (Reynold’s number of ∼10−7 for a growth cone) (Zubler and Douglas,
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2009) allowing the assumption that mẍ(t) = 0. Thus, Eq. (6.1) becomes

ẋ(t) =
1

ζ
F (t). (6.2)

Then, by integrating Eq.(6.2) using Euler’s method, the position of the neurite at

each iteration, xt, can be calculated in terms of its previous position, xt−1, (Segev

and Ben-Jacob, 1998; Zubler and Douglas, 2009) and can be described as:

xt = xt−1 +
1

ζ
F (t)∆t, (6.3)

where ∆t is the time step (see Table 6.1).

For the durotaxis model reported by Stefanoni et al. (2011), the direction of F (t)

is adapted to be biased towards higher values of stiffness. Based on the data set

presented in Section 6.2.1, where neurite orientation was dependent on the combina-

tion of gradient and absolute stiffness values, the motion due to the stochastic force

(durotaxis) in Eq.(6.3) had to be adapted, therefore its direction follows a probability

density function taken from the experimental data.

To avoid generating an irregular neurite shape, not in agreement with the exper-

imental observations, the following assumptions were made: the first step of each

neurite was made initially at an angle θ, taken from the measured probability distri-

bution function depending on the local measurement of the stiffness, shown in Figure

6.2. Additionally, following the work of Katz (1985), axonal growth was assumed

to follow fairly straight paths due to the axon mechanical resistance. Therefore, a

new distribution of angles, φ, was defined to mimic this behaviour. The parameter φ

follows a normal distribution φ (µ = 0, σ), with φ boundaries ∈ [-60;60]◦ (see Figure

6.4 and Table 6.1). The parameters of this distribution were fitted for each stiffness

condition (see Section 6.2.4.2).

In order to be able to compare the simulation of the model to the data set collected,
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Figure 6.4: The measurement of simulated neurite orientation was establish follow-
ing the experimental method. The orientation θ was measured for the full neurite
outgrowth using Eq.(6.4). NX is the adjacent side and NY the opposite side used
to calculate the angle θ, for each neurite, (NX, NY) are calculated using the initial
position of the neurite (Nx0, Ny0) and the final position (Nxfinal, Nyfinal). The angle
parameter φ added a more realistic walk to the model and was chosen to follow a
normal distribution φ (µ = 0, σ).

the neurite orientation θ of each neurite was calculated, at the end of each simulation,

following the experimental procedure described in Section 5.2.3, as :

θ = cos−1

(
NX√

(NX2 +NY 2)

)
, (6.4)

where NX and NY are the displacement in the x and y axis respectively. The initial

neurite positions (Nx0,Ny0) were randomly distributed or mentioned otherwise.This

is summarised in Figure 6.4.
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Parameter Symbol Value Units Reference
Growth rate G 0.002 mm.h−1 Section 5.2.3 (2019)
Time step ∆ t 1 hour -

Neurite position (X axis) Nx - mm -
Neurite position (Y axis) Ny - mm -

Neurite orientation θ [-180;180] degree Section 5.2.3 (2019)
Straightness bias φ [-60;60] degree Katz (1985)

Branching probability Pi - - Van Pelt et al. (1997)
Number or branches nb [1;5] - Section 5.2.3 (2019)

Table 6.1: Parameters.

6.2.3 Branching model

Van Pelt and Verwer (1983) have studied probabilistic branching models of dendrite

formation and have proposed mathematical equations describing the neurite branch-

ing process (Van Pelt and Verwer, 1983; Van Pelt et al., 1992, 1997). They proposed

three branching models, with increasing levels of complexity, where the branching is

assumed to occur exclusively at terminal segments (Van Pelt et al., 1992; Dityatev

et al., 1995; Van Pelt et al., 1997) (see Figure 6.5). Their first model is called the

B-model, where the branching probability (Pi) remains constant during the growth

process and is expressed as follow

Pi =
B

Tb
, (6.5)

where B is the expected number of branching events. The simulation is run over

a period divided into Tb short periods called time bins. As mentioned by Van Pelt

et al. (1997), the number Tb has to be orders of magnitude larger than B, in order

for the branching probability Pi << 1, hence reducing the possibility of a segment

to branch more than once per time bin. However, this simple model assumes a

constant branching probability, and gives unrealistic results (see Figure 6.6) with

rapid proliferation of the terminal segment and a clear increase in growth rate (Figure
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terminal 
segment

root

terminal 
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Figure 6.5: Branching tree showing the terminal segments. Adapted from Van Pelt
and Verwer (1983).

6.6B).

TIME BIN

200

200
A

B

Figure 6.6: Branching pattern versus time bin based on B-model, constant branch-
ing probability. (A) Shows a few branching events and (B) shows a sequence with
high proliferation of the branching pattern. Adapted from Van Pelt et al. (1997)

In order to reduce the growth accelerating effect, the authors extended the B-

model to the BE-model, where the probability of each terminal segment branching,

Pi, is now dependent on n, the number of occurring branching events. The probability
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of branching is then expressed as

Pi =
B

(Tb)nE
, (6.6)

where B is the expected number of branching events of a single path during the entire

simulation (Tb) and E is a constraining factor. The parameter E has been chosen

to be larger than 0, so each additional branching event will reduce the probability

of branching, therefore if a neurite has branched already it is less likely to branch

again. The parameter E modulated the strength of the degree dependency. Van Pelt

et al. (1997) described how varying both E and B can result in a variety of Pi distri-

butions.Therefore, these parameters were fitted to match the branching distribution

measured experimentally following the procedure described in Section 6.2.4.3.

6.2.4 Model parameterisation

6.2.4.1 The Particle Swarm method

A particle swarm algorithm was used to optimise the orientation and branching mod-

els. The particle swarm method (PSwarm method), is a stochastic optimisation,

based on a population (swarm) of particles developed by Kennedy et al. (1995). This

iterative algorithm is commonly used for variables that have specific, well-defined

lower and upper bounds (Vaz and Vicente, 2007, 2009). The underlying algorithm

is comprised of two steps: (a) the poll step, which applies a pattern search method

(coordinate search method), and (b) the search step, which generates points in the

feasible region using particle swarming, to find a global minimum.

The PSwarm method is used to uniformly sample the parameter space and to

ensure that the solution is not a local minima. Generating a population in the second

step allows the algorithm to poll around the best particle, improving the overall

robustness of the algorithm (Vaz and Vicente, 2009).
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6.2.4.2 Parameterisation of the orientation model

Katz (1985) have shown that axons do not grow randomly and tend to maintain the

same orientation throughout their growth. They have measured the bend of embry-

onic chick and frog axons in vitro on acid-rinsed glass surfaces from the straight of

growth. For chick and frog axons elongation, they observed respectively less than 70◦

and less than 50◦ deviation from straight lines. Thus, in order to build a more real-

istic model, the following assumption was made: after picking the initial orientation

angle θ from the experimental data set, neurites would elongate following an angle

distribution θ that is biased towards the initial orientation angle.

Following the first step, the angle φ for each step, is taken from the normal distri-

bution φ(µ, σ), with µ = 0. For each substrate condition (Control, Lower I-II-III and

Higher I-II-III), the parameters φ and σ have been optimised using PSwarm algorithm

and based on Katz (1985) work, given the ranges presented in Table 6.2.

A summary of the obtained values for each parameter and for each condition is

given in Table 6.3.

6.2.4.3 Parameterisation of the branching model

Once again, the particle swarm optimisation method was used, this time to fit the

parameters B, E and Tb, in order to define the branching probability function for each

stiffness condition. The upper and lower bounds were based on previously investigated

values by Van Pelt et al. (1992, 1997), and the ranges were modified to adapt it to

the data set presented in Section 6.2.1, and are given Table 6.2.

However, due to the computation cost of the particle swarm algorithm, it was

decided not to increase the number of iterations, and, instead, via an ad hoc process,

ranges of the parameters (E, B and Tb) were refined to arrive at branching probability
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density functions that better suited the experimental data sets. A summary of the

obtained values for each parameter and for each condition after optimisation is given

Table 6.3.

Parameter Lower bound Upper bound
σ (deg) −60 60
φ (deg) −60 60
E (1) 0 5
B (1) 0 5
Tb(1) 100 900

Table 6.2: Summary of the upper and lower bounds for each parameter fitted.

6.2.5 Statistical analysis

Statistical analysis of the simulations was done by using JMP Pro 13 software (JMP

SAS Institute, Marlow, Buckinghamshire, UK). A non parametric comparison for

each pair using the Wilcoxon method was used to assess the difference between the

conditions and the control, as the populations were not normally distributed. Specific

P values will be mentioned in each Figure caption.
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6.3 Results

The orientation and the branching pattern were the two biological behaviours to

model as a function of the mechanical gradients created in Chapter 4. Due to the

specific data set obtained in Chapter 5, this work was based on models developed

by Stefanoni et al. (2011) for the durotaxis (orientation) and Van Pelt et al., for the

branching pattern and optimised to fully capture the desired behaviour. The branch-

ing and orientation predictions of the model were validated against experimental data

and this is shown in Section 6.3.1. After validation, the model was used to simulate

in silico neurite growth for seven different stiffness gradient conditions (see Table

6.3), for a short period of time, to identify the best stiffness candidate to use for a

more extensive and computationally expensive step, and this is described in Section

6.3.2. Then, Section 6.3.3 presents the in vivo prediction, where the initial hypothesis

was tested to see if the previously selected candidate will allow a better growth in a

conduit than the control when placed within a NGC.

6.3.1 Model parameterisation

The model parameterisation was performed using the PS swarm algorithm. In order to

be satisfied by the choice of parameters, the error function between the experimental

distribution and the simulations needed to be minimised. The experimental data were

collected after a period of time of 48 hours. Hence, the theoretical data set was built

on a large number of simulations (100) for 48 steps (equivalent to 48 hours) unless

mentioned otherwise. These data were then compared to the experimental data set

for both the orientation and the branching pattern to establish the reliability of the

model.
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6.3.1.1 Parameterisation of the orientation model

In order to justify the number of neurites to use for each simulation to obtain realistic

data and to avoid prohibitive simulation time, a sensitivity analysis was conducted,

where 100 simulations were run for 10, 50, 100 and 1000 neurites for 48 hours and

the percentage error obtained between the angle distribution of the simulation and

the experimental data set calculated. As expected, increasing the number of neurites

reduced the percentage error. Figure 6.7 shows the percentage of the total error

between the simulated and the experimental data set for each condition (Control,

Lower I-II-III and Higher I-II-III) for 10, 50, 100 and 1000 neurites.

Larger numbers of neurites simulated resulted in larger simulation time, e.g. less

than an hour for 100 neurites versus more than 15 hours for 1000 neurites. Therefore,

a fine balance between quantitative and qualitative results needed to be found. The

best results were obtained for 1000 neurites, however, a large number of simulations

for such a large number of neurites was highly computationally-expensive. A 40%

difference was calculated between the results obtained with 50 versus 1000 neurites.

Only a 20% difference was calculated between the results obtained with 100 versus

1000 neurites. Furthermore, 100 simulations of 100 neurites was less time and mem-

ory consuming than 1000 neurites and gave more satisfactory results than 10 and

50 neurites, making this parameter the best option for the simulation. Hence, 100

neurites was used for the simulations.

For 100 neurites, a percentage error between 10 and 15% ±SD was obtained for all

the seven cases after the optimisation. The largest standard deviation was observed

for the condition Higher-I and the percentage error was never higher than 35%. This

was found to be satisfactory, as demonstrated in Figure 6.8, where on average less than

10% variation was visible between the experimental and theoretical angle distribution

(1 simulation of 100 neurites for 48 hours ).
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Figure 6.7: Sensitivity of the angle distribution model to neurite number. The
graphs show the percentage error comparing the simulated orientation and the ex-
perimental data sets for 100 simulations for each conditions (Control, Lower I-II-III
and Higher I-II-III) for 48 hours (48 steps). Four different numbers of neurites were
tested to evaluate the sensitivity of the model (N=10, 50, 100, and 1000).
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I-II-III) for 100 neurites after 48 hours versus the pdf of the experimental data set.
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6.3.1.2 Parameterisation of the branching model

Similarly to Section 6.3.1.1, 100 neurites were simulated 100 times for 48 hours,

however, here the simulated branching pattern was compared to the data collected

experimentally. Figure 6.9 shows the total percentage error between the theoretical

and the experimental branching distributions for each of the seven conditions (Con-

trol, Lower I-II-III and Higher I-II-III). For Control, Lower I-II-III and Higher-III,

the mean error is between 10 and 20%, and for the conditions Higher-I and Higher-II

the mean error is between 30 and 40%.
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Figure 6.9: Percentage error comparing the simulated branching pattern to the
experimental branching distribution for 100 simulations for each conditions(Control,
Lower I-II-III and Higher I-II-III). 100 neurites where simulated for 48 hours.
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6.3.2 In vitro-like simulations

In vitro neurite growth was simulated on a square piece of gel for each condition

to identify the one that will allow the largest longitudinal neurite growth. Figure

6.10 shows for each condition, an example for one simulation of the pattern observed

for 100 neurites after 120 hours (5 days), a time point chosen arbitrarily because

it could be reproduced easily experimentally. The small red square represents the

initial position of the neurites (0.1× 0.1mm2). The neurites are spread randomly

as they are when cells are pipetted onto a gel during an in vitro experiment. The

bigger red square represents the maximum distance reachable by the neurites after

a period of 120 hours at a growth rate of 2µm.h−1. A difference in straightness is

observed depending on the substrate conditions as a result of the model optimisation.

The branching pattern modelled is gradient/absolute stiffness value dependent, as

observed experimentally.

In order to define the best stiffness candidate to use for more extensive in vivo-

like simulations, each of the seven stiffness conditions were simulated 100 times (100

neurites for 120 hours) and the absolute longitudinal displacement was analysed (in

mm). Figure 6.11 shows the mean of this absolute longitudinal displacement for each

condition. The Higher-I condition showed the lowest longitudinal growth with an

average displacement of 0.07 mm after 5 days. Overall, Lower I-II (p < 0.001) and

Lower-III (p < 0.0001) gels appear to be better than the control and even though

there is a small effect, it is highly significant. The condition Lower-III showed the

longest longitudinal growth (p < 0.0001). Due to the high number of simulations

(100) we can be confident in the statistical differences obtained regardless of the

small length variation.

This model has identified the optimal condition for supporting neurite extension

in vitro compared to the control, and Lower-III will be the candidate to be used for

the in vivo predictions in the following Section.
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Figure 6.10: Example of the simulation of 100 neurites elongating for 120 hours in
vitro after model optimisation. The small red square represents the initial random
distribution of neurites to simulate cell seeding on a gel. The outer square represent
the maximum length reachable aver a period of 120 hours at a growth rate of 0.002
mm.h−1. Colorbar in kPa.
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6.3.3 In vivo predictions

Following Section 6.3.2, Lower-III gels provide the best gradient/absolute stiffness

combination to ensure the longest neurite longitudinal displacement. The condition

selected is now used to test the more computationally expensive in vivo hypothesis

that placing a stiffness gradient gel within a NGC might provide more adapted me-

chanical cues to neurites, and improve the therapeutic potential of the nerve repair

solution. Initially neurites (100) were placed at equal distances (0.01 mm) on the

y − axis at the entrance of the conduit (x = 0).

Experimentally, each gels (Lower I-II-III and Higher I-II-III) tested in vitro had

the dimensions of 1 mm × 0.8 mm, for this reason, after growing beyond 0.8 mm

longitudinally, the in silico neurite behaviour is not necessarily predictive. Here, the

focus is on the percentage of neurites reaching 0.8 mm for varying spatial arrange-

ment of the mechanical properties at the entrance of a nerve conduit after 672 hours

(representing 4 weeks, time based on experimental in vivo studies (Georgiou et al.,

2013)). Figure 6.12 shows the difference in percentage of neurites reaching 0.8 mm for

the control and the Lower-III condition. The results are shown for only 10 simulations

as these simulations are computationally-expensive, hence, the results are represen-

tative. Experimentally, the focus is given to the longer neurites. This predictive

model gives us the opportunity to analyse both the percentage of neurites including

the developed branches and the percentage of original neurites only, and so isolate

and explore the two different behaviours. The Lower-III condition at the entrance

of a NGC seemed to be a better environment as ∼60% of the neurites reached 0.8

mm, compared to ∼40% for the control (p<0.001). The behaviour of the neurites on

these two different types of spatial arrangement of the mechanical properties within

a NGC is shown for one simulation in Figure 6.13.
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Figure 6.12: Graph showing the percentage of neurite reaching 0.8mm for Lower-III
and the control placed at the entrance of a NGC. Results are shown for 10 simulations
(100 neurites over 672 hours for each simulation at a growth rate of 0.002 mm.h−1).
Results shows that neurites are more likely to reach a longer distance when a stiffness
gradient is placed at the entrance of a NGC.**p < 0.001
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Figure 6.13: Example of a prediction given by the model for 100 neurites elongating
for 672 hours (4 weeks) after model optimisation for Lower-III and Control stiffness
condition placed at the entrance of a NGC (growth rate of 2 µm.h−1). Neurite growth
into the conduit was considered successful if 0.8 mm was reached (represented by the
red line). The behaviour after this distance is not necessarily predictable.
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6.4 Discussion

Although computational modelling provides its own challenges, such as initial math-

ematical model choice, the need for a sufficiently qualitative and quantitative data

set to allow robust parameterisation, and the requirement of having the theoretical

results experimentally validated (Coy et al., 2017), it offers a powerful tool to di-

rect and refine experimental work, minimising the need for laborious and expensive

experiments. This Chapter introduced a 2D discrete model able to predict neurite

behaviour in response to various mechanical properties of a substrate, i.e. different

gradient/absolute stiffness conditions.

In this Section, the choice of the models and assumptions made to build the afore-

mentioned 2D model is described in Section 6.4.1, and is discussed for the orientation

model, Section 6.4.1.1, and for the branching model, Section 6.4.1.2. Then, using the

optimised model, the best arrangement of gradient/absolute stiffness condition was

selected using in vitro-like simulations, the results of which will be discussed in Sec-

tion 6.4.2. These results were used to test the initial in vivo hypothesis stating that

adapting the spatial arrangement of gradient/absolute stiffness within a NGC could

improve neurite growth. Section 6.4.3 will present and discuss the in vivo predictions.

6.4.1 Model

To the author’s knowledge, Stefanoni et al. (2011) developed the only discrete math-

ematical model of cell motility in response to durotaxis presented in the literature.

This Section will discuss why the Stefanoni et al. (2011) model was inappropriate to

use as it is and how it has been adapted.
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Stefanoni et al. (2011) developed the first 2D discrete model for durotaxis, to sim-

ulate cell movement influenced by the mechanical properties of the substrate. They

parameterised their model using experimental data, showing cells moving towards

the stiffer region of a defined domain (Lo et al., 2000). Based on similar migration

mechanisms, where cells sense mechanical properties of the local environment, the ex-

perimental data set, obtained in Chapter 5, captured a different behaviour. Neurites

behaviour was dependent on the combination of gradient/absolute stiffness, and elon-

gated toward softer or stiffer substrate regions depending on the condition. Hence,

for this study, a novel 2D discrete model has been developed and optimised based on

this specific data set of experimental work. Further extension to the model can be

made using experimental data as it becomes available in the future.

The model presented in this piece of work is based on the Langevin equation,

widely used in the literature for modelling cell migration in response to the stiff-

ness of the substrate (Dunn and Brown, 1987; Schienbein and Gruler, 1993; Buettner

et al., 1994; Stefanoni et al., 2011). Although other bias such as chemotactic cues

can be added to the Langevin equation, for the development of the model no external

guidance cues were taken into account. Therefore, since such cues would potentially

influence growth rate, preliminary results show the lowest estimate of the effect due

to the mechanical properties. By only considering the mechanical cues, changes in

behaviour are observed as a result of the variation of material stiffness, which facili-

tates a better understanding of the impact of stiffness gradients on neurite elongation.

Additionally, it simplifies the model, and thus reduces the computing time required

for simulations. In the future, the consideration of chemotactic cues, such as those

present in a NGC that are secreted by the distal stump, would be useful to obtain

better prediction of real life scenarios.

171



6.4.1.1 Orientation

One of the major assumption made was that neurites elongate in a straight manner

and are unlikely to go backward at any given time point (Katz, 1985). Also, in

previous studies it has been assumed that neurites perform persistent random walk

(Segev and Ben-Jacob, 1998). For this reason, an angle distribution (φ) was defined

with a straightness bias to the direction of ±60◦. With time, and seeking to retain

some elements of randomness that characterise neurite elongation, the distribution

defined and optimised for φ did allow neurites to grow smoothly toward a preferential

direction different from the initial growth orientation. The majority of the neurites

performed persistent random walk and the overall neurite orientation appropriately

represented the orientation observed and measured experimentally.

6.4.1.2 Branching pattern

Following Van Pelt et al. (1997), the degree-dependent branching probability BE-

model was used to reproduce the branching pattern observed experimentally. It

offers a degree of complexity with a reduced number of parameters required to fit

the experimental data. The fitting error for some conditions could be improved by

increasing the complexity of the model.

” With four parameters I can fit an elephant, and with five I can make

him wiggle his trunk.” -John von Neumann.

Some stiffness conditions could be better optimised but overall, the BE-model was a

satisfactory choice. Van Pelt et al. (1997), developed a more complex model called

the BES-model which gives a degree dependent and order dependent branching prob-

abilities. This last model introduces two new parameters, the centrifugal order of the

terminal segment (γ) and C a normalisation constant and so increases the number of

uncertainties. It could be investigated in the future to see if adding an extra degree of
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complexity could trigger some branching pattern and help to reduce the error between

the experimental and theoretical data set.

Overall, after optimisation of the parameters, the model gives results in agreement

with the data set collected previously from the in vitro experiments. Both the orien-

tation and branching pattern were satisfying, thus, the model was used to simulate

the best stiffness conditions to be investigated further.

6.4.2 In vitro-like simulations

Here, it was assumed that after 48 hours, the neurites would continue to follow the

same behaviour. After validation of the model presented in the previous Sections,

neurites were simulated to grow for 5 days (120 hours). The best candidate was the

Lower-III gel (2 kPa - 2.5% gradient slope), which displayed a longitudinal elonga-

tion significantly higher (p < 0.0001) than the control (1.7kPa - 0% gradient slope).

Neurites longitudinal growth was better on a compliant substrate with a slight stiff-

ness gradient (2.5%, 0.85 kPa.mm−1). This observation is in agreement with previous

studies showing neurons in vitro prefer to grow on compliant substrates (Flanagan

et al., 2002; Franze and Guck, 2010). However, due to the assumptions, the obser-

vations made can not be compared directly to experimental data for the moment.

In the future, the predicted best candidate can be tested experimentally against the

control for a period of 5 days to validate the model. Combining experimental and

computational work has allowed to refine the in vitro design of the next experiment

for validation of the model, thus, reducing time and financial costs, as expected by

Coy et al. (2017).
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6.4.3 In vivo predictions

Although for an in vitro experimental set up, the conduit would be three-dimensional,

it is assumed that the gradient gels can be made as a sheet of collagen and rolled up,

as shown Figure 6.14. This design then allows an assumption that the neurites would

elongate on a 2D surface even if in a 3D context, and the model could be used to test

the initial hypothesis and give interesting in vivo predictions.

From Section 6.3.2, it was found that the Lower-III gels provided the best gradi-

ent/absolute stiffness condition for longitudinal growth, hence, they were chosen to

perform the in vivo-like simulations. In addition, once again, it was assumed that

after 48 hours, the neurites would continue to follow the same behaviour (see Section

6.4.2), allowing the simulation of neurite growth for a period a 4 weeks based on

previous experimental in vivo time protocols (Georgiou et al., 2013).

The stiffness gradient condition, Lower-III, is showing encouraging results com-

pared to the control. The predictions have shown that significantly more neurites

were reaching a longer distance when growing on a stiffness gradient than on a me-

chanically homogeneous control gel after 4 weeks.

a) b) c)

Proximal stump Proximal NGC

2D environment in three-dimensions
Stiffness
 gradient

Figure 6.14: Experimental set up that supports the assumption that neurites will
elongate on a 2D environment. As in Georgiou et al. (2013), conduits are fabricated
following these three steps: a) a collagen gradient sheet is fabricated, b) the collagen
sheet is rolled to obtain a tubular structure, an c) for this 3D model, neurites (in red)
will elongate on the material following the 2D set up investigated computationally
and in vitro.
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6.4.4 Conclusion and future work

The 2D discrete model presented demonstrated the advantages of being able to quickly

simulate and compare the neurite distributions achieved when confronted with var-

ious stiffness designs. The use of such a model to identify the most likely design of

mechanical cues for successful growth in an NGC would give a much needed sense of

the direction to take to subsequent experimental studies. This 2D model is an over-

estimation of the reality, however, results are promising and should be investigated

further. The predictions gave valuable information allowing progression toward the

next stage of the experimental-theoretical feedback loop shown in Figure 6.1. In vitro

experiments can be conducted on the Lower-III stiffness condition to allow model

validation and to refine it. This targeted experimental validation step is then less

time consuming and cost-effective compared to a purely experimental approach. The

in vivo predictions could then be validated further with experiments in vivo, for 4

weeks, using the Lower-III gradient gel and control collagen sheets, following the set

up proposed in Figure 6.14. A 3D model of the neurite response to stiffness gradi-

ents could also be implemented in the future and other external guidance could be

considered in the model. The results will then be compared against the experimental

data and will allow validation and refinement of the model; this cycle will go on until

a nerve guidance conduit is proposed for clinical use.

This theoretical-experimental feedback loop provides crucial informations to help

tissue engineers to make faster progress in the development of nerve guidance conduit.
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Chapter 7

General conclusion

7.1 Overview

Peripheral nerve injury, causing loss of sensory and motor function, and chronic pain,

can be devastating for the patients. It impacts their lifetime productivity, therefore

comes with societal costs as well as healthcare and rehabilitation costs. The peripheral

nervous system has shown the potential to regenerate following surgical repair.

Although the first attempt to repair severed peripheral nerves was reported thou-

sands of years ago, the current clinical solution for transected peripheral nerves, nerve

grafting, first reported in the 19th century, still remains the gold standard. Over the

past decades, the use of nerve conduits for repair of transected nerve has become

increasingly popular. Despite their ability to address some of the nerve graft limita-

tions, e.g. donor site morbidity, double surgery, and a limited amount of nerve supply,

functional nerve recovery is in most cases partial and unsatisfactory for the patient.

To improve on this, researchers have focused on the development of new growth factor

and supporting cell delivery systems, as well as new materials. Currently, knowledge

on how the mechanical environment influences nerve regeneration remains incomplete

and would benefit from a better understanding to help in the development of new
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nerve repair solutions.

The goal of this thesis was to investigate the effect of mechanical cues on neu-

ronal behaviour and propose a new design rationale for peripheral nerve tissue en-

gineering applications. This work was a multidisciplinary project that brought to-

gether tissue engineering, biomaterials, cell culture and mathematical modelling. The

experimental-theoretical feedback loop described by Coy et al. (2017), describing the

need to combine experimental and mathematical approaches together to make faster

progress in nerve tissue engineering, was exploited.

Here, the results presented can contribute to the improvement of nerve guidance

conduits by providing novel information about the neuronal response to mechanical

stimuli, i.e. the combination of gradient and absolute stiffness value. The first ob-

jective of the experimental work was to investigate the mechanical properties of rat

peripheral nerve tissue and RAFT-stabilised collagen gel, a material found to display

properties similar to nerve tissue. The second objective was focused on the develop-

ment, design and optimisation of a new technique to obtain consistently reproducible

and well-characterised stiffness gradients using RAFT-stabilised collagen gels to be

used in studies investigating cell-substrate interaction. Accordingly, following cre-

ation of stiffness gradients, neuronal cell mechanosensitivity was tested in response to

these specific substrates. The data set obtained was used to inform a mathematical

model, built to aid the design of novel tissue engineering conduits for nerve repair,

i.e. to inform the optimal spatial arrangement of mechanical properties for nerve

guidance conduits.

The determination of the viscoelastic properties of the host tissue, nerve, is crucial

for the development of nerve guidance conduits. Because of the variability encoun-

tered when investigating physiological tissues, e.g. species, tissue location, specimen

shape, and preservation techniques, as well as the inconsistency across the mechani-

cal testing, soft tissue characterisation still remains a challenge. Chapter 2 assessed
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the frequency-dependent viscoelastic properties of fresh rat sciatic nerve under dy-

namic mechanical forces. Known to be a viscoelastic tissue, fresh rat sciatic nerve

exhibited predominantly elastic behaviour under tensile DMA testing. This piece of

work gives general information on the viscoelastic properties of fresh nerve and the

order of magnitude of the results is consistent with previously reported values (Ju

et al., 2004, 2006, 2017), and (Rosso et al., 2017b). Previous studies have tended

to rely on ramp loading for nerve stiffness measurement, using a single strain rate,

which does not allow characterisation of the frequency-dependant viscoelastic prop-

erties that nerve tissues exhibits. Therefore, this work has helped to establish a

protocol for dynamic mechanical characterisation that can be applied to fresh nerve

tissue and also to candidate biomaterials, facilitating the subsequent development of

both mechanically-tuned repair conduits and physiologically-relevant substrates for

studying neuronal behaviour.

Chapter 3 reported a thorough comprehensive characterisation which uses a va-

riety of different techniques to understand fully the key fundamental mechanical be-

haviour of RAFT-stabilised collagen gels. It has been demonstrated that stabilisation

of collagen hydrogels, viscoelastic material, using the RAFT-stabilisation technique

(Levis et al., 2015) produces reproducible dense material with properties similar to

the host-tissue. It was found that the fully-hydrated starting gel geometry affects the

final collagen matrix properties (fluid loss and collagen density). A comprehensive

set of mechanical tests have shown that this material exhibits different tensile, com-

pressive and rheological viscoelastic properties and that varying the initial volume of

collagen solution does not significantly impact these properties for a given geometry.

It exhibited viscoelastic behaviour under compressive and shear stress and a predom-

inantly elastic behaviour under tensile stress. In addition, the data suggested that

irreversible structural changes may occur at frequencies higher than 15 Hz. More-

over, the experimental data obtained for each mechanical test was correlated with a
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frequency sweep through the identification of an empirical relationship. These results

can be used for numerous applications in the area of tissue engineering, for example,

to correlate cell behaviour with matrix properties and to understand the fundamentals

of material-tissue interactions in regenerative medicine.

Chapter 4 described the development, design and optimisation of a new technique

to make gels with controlled and defined physical (density) and mechanical (surface

stiffness) gradients. RAFT-stabilised collagen gels characterised in Chapter 3, were

used and tissue engineering technology was adapted for generating stiffness gradients

based on Levis et al. (2015) and Cheema and Brown (2013) work. This new protocol

has shown to not damage the collagen fibril structure and did not require the addition

of potential signalling cues, e.g. enzymes. Based on a trial-and-error design process, a

protocol to fabricate two different stiffness gradient materials (lower and higher) has

been presented, using CAD designed and 3D printed moulds. These defined stiffness

gradient gels offer a valuable culture model, and can be used as a platform to study

cell-substrate interactions.

Chapter 5 investigated the interaction between neuronal cells, NG108-15, with

the gradients created in Chapter 4, and showed that neuronal cells were mechanosen-

sitive to the surface stiffness gradients produced. Neuronal cells responded to these

gradients by modifying their branching behaviour and orientation. This study pro-

vided novel insights into neuronal cell durotaxis. It demonstrated variation on neurite

orientation in response to the presence of a stiffness gradient, dependant on the com-

bination of the gradient slope and the absolute stiffness value. Reported for the first

time, neurites were growing both toward stiffer or softer substrate regions, depending

on the gradient/absolute stiffness combination, which emphasises the importance of

how both these cues combine to induce a controlled orientation. This work presents

a promising strategy to be investigated further for neural tissue engineering.

Seeking to apply previous findings to a specific clinical challenge and to accelerate
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the design process by reducing experimental costs, Chapter 6 proposed a mathemati-

cal model to test the following hypothesis: ”a stiffness gradient within nerve guidance

conduit could guide neurite growth and improve the performance of the device”, to

aid the design of translational tissue-engineered constructs. A 2D discrete model was

built based on experimental data collected in Chapter 5. The model was build based

on the Stefanoni et al. (2011) model to mimic the orientation behaviour and the Van

Pelt and Verwer (1983) branching pattern model. After validation against experimen-

tal data, the model was used to identify the best arrangement of mechanical cues for

successful growth within a nerve guidance conduit, based on the materials described

in Chapter 4. These results gave valuable information to assist in refining future

experiments further.

7.2 Conclusion

In conclusion, the investigation of the mechanical properties of fresh rat sciatic nerve

tissue and RAFT-stabilised collagen gels led to the development of a new proto-

col to fabricate two defined and reproducible collagen stiffness gradient substrates

within a physiologically relevant stiffness range. Used as a platform to study cell-

substrate interaction, neuronal cells were cultured on these substrates to explore the

influence of stiffness gradient and magnitude on neuronal regeneration. The results

of this work suggest that the choice of the mechanical parameters affects neuronal

morphology, specifically the orientation and branching, thus may be a key parameter

integrated by neurons when making critical pathfinding decisions. Last but not least,

a mathematical model, informed by the experimental results, was built to refine fu-

ture experimental design, therefore proposing a new design rationale with controlled

mechanical factors for nerve tissue engineering application. This model can be seen

as a starting point for coupling theoretical and experimental techniques to investigate
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the incorporation of mechanical cues in biomaterial designs for nerve repair solutions.

One never notices what has been done; one can only see what remains to

be done.- Marie Curie

7.3 Future directions

Mechanical properties of fresh human nerve still remain to be assessed. Barberio

et al. (2018) investigated the frequency-dependant viscoelastic properties of embalmed

human nerves. Indeed, using fresh human nerve is ethically challenging, and when this

challenge can be addressed, researchers are then confronted with the limited amount of

supply. Furthermore, soft tissues like nerve will stiffen in vivo after the time of death,

related to the absence of blood supply. For instance, Weickenmeier et al. (2018) have

shown high stiffness variations (increase) happening within minutes for brain tissues

and Matthews and Ellis (1968) have observed for tendons an increasing pattern within

hours post-mortem. Therefore, a detailed investigation of mechanical behaviours of

tissue ex vivo can become questionable. As to date, to the author’s knowledge, there

is no studies which reports frequency-dependent viscoelastic properties of the living

peripheral nerves, some preliminary experiments have been conducted to investigate

the evolution of fresh rat nerve stiffness for three different time points (see Chapter 2).

Results showed that after a three hour time window from time of death, mechanical

properties were not significantly different. This investigation offers the possibility

to support future work on freshly harvested human nerves. This work has not been

conducted yet for ethical reasons, but plans are in place to do so based on the results of

this study. This preliminary rat nerve mechanics experiment supports the possibility

of testing human nerve tissues from an amputated upper limb within a time window

of 2-3 hours (for the tissue to be transported from the theatre to the laboratory and

prepared for testing). This experiment could provide insights into the differences
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in stiffness between joint regions and non joint regions, highlighted by Mason and

Phillips (2011) for rat median and sciatic nerves. Microscopic examination of the

human nerves will also be conducted to analyse collagen fibrils and correlate collagen

fibril diameter and joint location.

The moulds used to fabricate collagen gradient gels were CAD-designed and 3D

printed moulds, providing an adaptable approach to support future studies. The

stiffness range and steepness of the gradient can be easily modified, e.g. by modifying

the shape of the mould. It could be of use to test different scenarios, and ensure a

high degree of freedom. Indeed, as seen previously, the experimental work is refined

by a mathematical model, assuming that the complexity of the model will allow

prediction of neuronal response to local mechanical cues, this protocol will have the

potential to adapt and offer a design to test experimentally the model’s prediction.

Furthermore, as numerous physiological tissues are heterogeneous, the influence of the

mechanical environment on cell behaviour still remains largely understudied. This

platform could offer an opportunity to investigate a multitude of scenarios, e.g. using

different hydrogels or adapting the shape of the gradient, to study the behaviour a

large variety of cell types, and therefore be of more general use in the tissue engineering

research community.

Mechanosensitivity of neuronal cells to defined stiffness gradients has been ob-

served. However, a more in-depth understanding of the underlying mechanism behind

the cell behaviour, depicted here, would be of great use for peripheral nerve engineers.

In addition, in this thesis, as the main focus was on the mechanical factors, the impact

of the other guidance cues, e.g. chemical factors, has been neglected. Ideally, this

work provides a ”stepping stone” for further investigation where both mechanical and

chemical factors would be combined to design the optimal nerve guidance conduits.

In the longer term, the complexity of this experimental model can be improved and

more external parameters could be introduced to develop a therapeutic strategy that
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could surpass current nerve graft approaches.

Following the mathematical predictions, a stiffness gradient candidate has shown

potential to induce better growth within a nerve guidance conduit, and as a result of

this work, is proposed as a new design rationale for nerve tissue engineering. In the

future, this predicted best candidate could be tested experimentally against a control

to evaluate the potential of the predictions. Studies will be required to evaluate the

induced neurite orientation and the ability to control it in vivo through implanting

gradient engineered nerve guidance conduits. Results will then be used to refine and

validate the computational model. This experimental-theoretical cycle could then

lead, in the near future, to the fabrication of experimental constructs that could

potentially be translated to the clinic.
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Appendix A

Matlab code

Here, the matlab code used for the simulations presented in Chapter 6 is detailed.

A.1 Main file

1 %Main file to compile the code
2 clear all
3 close all
4 %load data
5 load('optimization.mat')
6 %load('invivo.mat')
7 load('invivobis.mat')
8 %load('invivo2.mat')
9 %load('invivo3.mat')

10 %load('invivo4.mat')
11 load('Orientation.mat')
12 load('probability2.mat','X1','X2','X3','X4','X5','X6','X7','X fit'...

)
13 %%%probability density function
14 load('angle45.mat')
15 load('branches.mat','ControlB','Higher1B','Higher2B','Higher3B','...

Lower1B','Lower2B','Lower3B')
16 % load('grad opt.mat')
17 % load('gradient.mat')
18

19 fit=X fit;
20 %%%COntrol
21 Model=Control;
22 Gradt=Grad1;
23 %%%lower1
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24 Model3=Control;
25 Gradt3=Grad2;
26 %%%lower2
27 Model2=lower2;
28 Gradt2=Grad2;
29 %%%lower3
30 Model1=lower3;
31 Gradt1=Grad2;
32 %%%higher1
33 Model6=Control;
34 Gradt6=Grad3;
35 %%%higher2
36 Model5=higher2;
37 Gradt5=Grad3;
38 %%%higher3
39 Model4=higher3;
40 Gradt4=Grad3;
41

42

43 %
44

45 %evenly space grid
46 GradX = linspace(0,2,length(Model(1,:)));
47 GradY = linspace(0,1,length(Model(:,1)));
48 G=0.002;%growth rate um/h
49 N=100;%number of neurites
50 n=672;%number of steps
51

52 bins=7;
53 %%%%%OPTIMISATION ANGLES
54 nVars=2;%number of decision variables (unknown)
55 % x=zeros(1,nVars);
56 %%% Matrix size of decision variable
57 lb=-60*ones(1,nVars); %lower bound of decision variable
58 ub=-lb; %upperbound of decision variable
59

60

61 %%%OPTIMISATION NEURITES BRANCHING
62 X fitb=0:4;
63 NVARS2=3;%%%B E EN
64 lb2=[0,0.25,100];
65 ub2=[5,2,900];
66 %
67 %
68

69 %[NEURITE ANGLE6,Degree Branches6,NX6,NY6,NeuriteX6,NeuriteY6]=...
simulationopt(Model5,Gradt5,n,N,G,GradX,GradY);%higher-medium

70 %[NEURITE ANGLE1,Degree Branches1,NX1,NY1,NeuriteX1,NeuriteY1]=...
simulationopt(Model,Gradt,n,N,G,GradX,GradY);%control

71 %[NEURITE ANGLE7,Degree Branches7,NX7,NY7,NeuriteX7,NeuriteY7]=...
simulationopt(Model6,Gradt6,n,N,G,GradX,GradY);%higher-low

72 % % [NEURITE ANGLE1]=simulation(Model,Gradt,n,N,G,GradX,GradY);%...
control
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73 % % [NEURITE ANGLE2]=simulation(Model1,Gradt1,n,N,G,GradX,GradY);%...
lower-high

74 % % [NEURITE ANGLE3]=simulation(Model2,Gradt2,n,N,G,GradX,GradY);%...
lower-medium

75 % % [NEURITE ANGLE4]=simulation(Model3,Gradt3,n,N,G,GradX,GradY);%...
lower-low

76 % % [NEURITE ANGLE5]=simulation(Model4,Gradt4,n,N,G,GradX,GradY);%...
higher-high

77 % % [NEURITE ANGLE6]=simulation(Model5,Gradt5,n,N,G,GradX,GradY);%...
higher-medium

78 % % [NEURITE ANGLE7]=simulation(Model6,Gradt6,n,N,G,GradX,GradY);%...
higher-low

79

80 %
81 d=10;
82 Angle control=cell(1,d);
83 % Angle LowerI=cell(1,d);
84 % Angle LowerII=cell(1,d);
85 Angle LowerIII=cell(1,d);
86 % Angle higher I=cell(1,d);
87 % Angle higher II=cell(1,d);
88 % Angle higher III=cell(1,d);
89 %
90 increment1=zeros(1,d);
91 increment2=zeros(1,d);
92 % increment3=zeros(1,d);
93 %increment4=zeros(1,d);
94 % increment5=zeros(1,d);
95 % increment6=zeros(1,d);
96 % increment7=zeros(1,d);
97

98

99 branche control=cell(1,d);
100 % branche LowerI=cell(1,d);
101 % branche LowerII=cell(1,d);
102 branche LowerIII=cell(1,d);
103 % branche higher I=cell(1,d);
104 % branche higher II=cell(1,d);
105 % branche higher III=cell(1,d);
106 %
107 NX control=cell(1,d);
108 % NX LowerI=cell(1,d);
109 % NX LowerII=cell(1,d);
110 NX LowerIII=cell(1,d);
111 % NX higher I=cell(1,d);
112 % NX higher II=cell(1,d);
113 % NX higher III=cell(1,d);
114

115 NeuriteX control=cell(1,d);
116 % NeuriteX LowerI=cell(1,d);
117 % NeuriteX LowerII=cell(1,d);
118 NeuriteX LowerIII=cell(1,d);
119 %NeuriteX higher I=cell(1,d);
120 % NeuriteX higher II=cell(1,d);
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121 % NeuriteX higher III=cell(1,d);
122

123 NeuriteY control=cell(1,d);
124 % NeuriteY LowerI=cell(1,d);
125 % NeuriteY LowerII=cell(1,d);
126 NeuriteY LowerIII=cell(1,d);
127 % NeuriteY higher I=cell(1,d);
128 % NeuriteY higher II=cell(1,d);
129 % NeuriteY higher III=cell(1,d);
130

131

132 for i=1:d
133 [NEURITE ANGLE1,Degree Branches1,NX1,NY1,NeuriteX1,NeuriteY1,...

increment 1]=simulationopt(Model,Gradt,n,N,G,GradX,GradY);%...
control

134 [NEURITE ANGLE2,Degree Branches2,NX2,NY2,NeuriteX2,NeuriteY2,...
increment 2]=simulationopt(Model1,Gradt1,n,N,G,GradX,GradY);%...
lower-high

135 % [NEURITE ANGLE3,Degree Branches3,NX3,NY3,NeuriteX3,NeuriteY3,...
increment 3]=simulationopt(Model2,Gradt2,n,N,G,GradX,GradY);%...
lower-medium

136 % [NEURITE ANGLE4,Degree Branches4,NX4,NY4,NeuriteX4,NeuriteY4,...
increment 4]=simulationopt(Model3,Gradt3,n,N,G,GradX,GradY);%...
lower-low

137 % [NEURITE ANGLE5,Degree Branches5,NX5,NY5,NeuriteX5,NeuriteY5,...
increment 5]=simulationopt(Model4,Gradt4,n,N,G,GradX,GradY);%...
higher-high

138 % [NEURITE ANGLE6,Degree Branches6,NX6,NY6,NeuriteX6,NeuriteY6,...
increment 6]=simulationopt(Model5,Gradt5,n,N,G,GradX,GradY);%...
higher-medium

139 % [NEURITE ANGLE7,Degree Branches7,NX7,NY7,NeuriteX7,NeuriteY7,...
increment 7]=simulationopt(Model6,Gradt6,n,N,G,GradX,GradY);%...
higher-low

140

141 NeuriteX control{i}=NeuriteX1;
142 % NeuriteX LowerI{i}=NeuriteX4;
143 % NeuriteX LowerII{i}=NeuriteX3;
144 NeuriteX LowerIII{i}=NeuriteX2;
145 % NeuriteX higher I{i}=NeuriteX7;
146 % NeuriteX higher II{i}=NeuriteX6;
147 % NeuriteX higher III{i}=NeuriteX5;
148 %
149

150 NeuriteY control{i}=NeuriteY1;
151 % NeuriteY LowerI{i}=NeuriteY4;
152 % NeuriteY LowerII{i}=NeuriteY3;
153 NeuriteY LowerIII{i}=NeuriteY2;
154 % NeuriteY higher I{i}=NeuriteY7;
155 % NeuriteY higher II{i}=NeuriteY6;
156 % NeuriteY higher III{i}=NeuriteY5;
157 %
158

159 NX control{i}=NX1;
160 % NX LowerI{i}=NX4;
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161 % NX LowerII{i}=NX3;
162 NX LowerIII{i}=NX2;
163 % NX higher I{i}=NX7;
164 % NX higher II{i}=NX6;
165 % NX higher III{i}=NX5;
166

167 branche control{i}=Degree Branches1;
168 % branche LowerI{i}=Degree Branches4;
169 % branche LowerII{i}=Degree Branches3;
170 branche LowerIII{i}=Degree Branches2;
171 % branche higher I{i}=Degree Branches7;
172 % branche higher II{i}=Degree Branches6;
173 % branche higher III{i}=Degree Branches5;
174 %
175 Angle control{i}=NEURITE ANGLE1;
176 % Angle LowerI{i}=NEURITE ANGLE4;
177 % Angle LowerII{i}=NEURITE ANGLE3;
178 Angle LowerIII{i}=NEURITE ANGLE2;
179 % Angle higher I{i}=NEURITE ANGLE7;
180 % Angle higher II{i}=NEURITE ANGLE6;
181 % Angle higher III{i}=NEURITE ANGLE5;
182

183 increment1(1,i)=increment 1;
184 increment2(1,i)=increment 2;
185 % increment3(1,i)=increment 3;
186 % increment4(1,i)=increment 4;
187 % increment5(1,i)=increment 5;
188 % increment6(1,i)=increment 6;
189 % increment7(1,i)=increment 7;
190 end
191 save('nointerface2.mat')
192

193

194

195 % % % %[NEURITE ANGLE1,Degree Branches1]=simulation2bis(Control,...
Grad zero,n,N,G,GradX,GradY);%control

196 % % % %[NEURITE ANGLE2,Degree Branches2]=simulation2bis(Lower,...
grad two,n,N,G,GradX,GradY);%lower

197 % % % %gradient
198 % % % %[NEURITE ANGLE3,Degree Branches3]=simulation2bis(Trial4,...

Gradient Trial4,n,N,G,GradX,GradY);%higher
199 % % % %gradient
200

201 % %%%probability for the angles
202 %probabilityplot(X1,X2,X3,X4,X5,X6,X7,NEURITE ANGLE1,...

NEURITE ANGLE2,NEURITE ANGLE3,NEURITE ANGLE4,NEURITE ANGLE5,...
NEURITE ANGLE6,NEURITE ANGLE7,bins,X fit)

203 % % %error function2(X1,X2,X3,X4,X5,X6,X7,NEURITE ANGLE1,...
NEURITE ANGLE2,NEURITE ANGLE3,NEURITE ANGLE4,NEURITE ANGLE5,...
NEURITE ANGLE6,NEURITE ANGLE7,bins)

204 %
205 %
206 % %%%%priobability for the branching
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207 %probabilityplot branch(ControlB,Lower3B,Lower2B,Lower1B,Higher3B,...
Higher2B,Higher1B,Degree Branches1,Degree Branches2,...
Degree Branches3,Degree Branches4,Degree Branches5,...
Degree Branches6,Degree Branches7,X fitb)

208 % %%error branch2(ControlB,Lower3B,Lower2B,Lower1B,Higher3B,...
Higher2B,Higher1B,Degree Branches1,Degree Branches2,...
Degree Branches3,Degree Branches4,Degree Branches5,...
Degree Branches6,Degree Branches7,X fitb)

209

210

211

212

213 %%%%inverse the error
214 % NX1=-NX1;
215 % NX2=-NX2;
216 % NX3=-NX3;
217 % NX4=-NX4;
218 % NX5=-NX5;
219 % NX6=-NX6;
220 % NX7=-NX7;
221 %
222 %
223 % NY1=-NY1;
224 % NY2=-NY2;
225 % NY3=-NY3;
226 % NY4=-NY4;
227 % NY5=-NY5;
228 % NY6=-NY6;
229 % NY7=-NY7;
230 %
231 %
232 %
233 %
234 % figure
235 % subplot(3,3,2);
236 % hold on
237 % histogram(NX1,5)
238 % title('Control')
239 % legend('Nx')
240 % hold off
241 %
242 %
243 % subplot(3,3,6);
244 % hold on
245 % histogram(NX2,5)
246 % title('Lower III')
247 % hold off
248 %
249 % subplot(3,3,5);
250 % hold on
251 % histogram(NX3,5)
252 % title('Lower II')
253 % hold off
254 %
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255 % subplot(3,3,4);
256 % hold on
257 % histogram(NX4,5)
258 % title('Lower I')
259 % hold off
260 %
261 % subplot(3,3,9);
262 % hold on
263 % histogram(NX5,5)
264 % title('Higher III')
265 % hold off
266 %
267 % subplot(3,3,8);
268 % hold on
269 % histogram(NX6,5)
270 % title('Higher II')
271 % hold off
272 %
273 % subplot(3,3,7);
274 % hold on
275 % histogram(NX7,5)
276 % title('Higher I')
277 % hold off
278 %
279 %
280 %
281 %
282 % figure
283 % subplot(3,3,2);
284 % hold on
285 % histogram(NY1,5)
286 % title('Control')
287 % legend('NY')
288 % hold off
289 %
290 %
291 % subplot(3,3,6);
292 % hold on
293 % histogram(NY2,5)
294 % title('Lower III')
295 %
296 % hold off
297 % subplot(3,3,5);
298 % hold on
299 % histogram(NY3,5)
300 % title('Lower II')
301 % hold off
302 %
303 % subplot(3,3,4);
304 % hold on
305 % histogram(NY4,5)
306 % title('Lower I')
307 % hold off
308 %
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309 % subplot(3,3,9);
310 % hold on
311 % histogram(NY5,5)
312 % title('Higher III')
313 % hold off
314 % subplot(3,3,8);
315 % hold on
316 % histogram(NY6,5)
317 % title('Higher II')
318 % hold off
319 %
320 % subplot(3,3,7);
321 % hold on
322 % histogram(NY7,5)
323 % title('Higher I')
324 % hold off
325 % %
326

327

328

329 % figure
330 % hold on
331 % histogram(NY1)
332 % hold off
333

334 %histogram(X1,7) %control
335 %histogram(X2,7) %Lower III
336 % histogram(X3,7) %Lower-II
337 % histogram(X4,7) %Lower-I
338 % histogram(X5,7) %Higher-III
339 % histogram(X6,7) %higher-II
340 % histogram(X7,7) %Higher-I

A.2 Optimisation

A.2.1 Optimisation of the angle distribution

1 %%%OPTIMISATION NEURITES BRANCHING
2 X fitb=0:4;
3 NVARS2=3;%%%B E EN
4 lb2=[0,0.25,100];
5 ub2=[5,2,900];
6 %
7 %%%%optimisation for angle distribution
8 options = optimoptions('particleswarm', 'Display', 'iter','...

SwarmSize',50);
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9 %%f=@(x)error function(X1,bins,Model,Gradt,n,N,G,GradX,GradY,x,...
X fit);

10 %f=@(x)error function(X2,bins,Model1,Gradt1,n,N,G,GradX,GradY,x,...
X fit);%%Lower3

11 %f=@(x)error function(X3,bins,Model2,Gradt2,n,N,G,GradX,GradY,x,...
X fit);%Lower2

12 %f=@(x)error function(X4,bins,Model3,Gradt3,n,N,G,GradX,GradY,x,...
X fit);%%Lower1

13 %f=@(x)error function(X5,bins,Model4,Gradt4,n,N,G,GradX,GradY,x,...
X fit);%Higher3

14 % %f=@(x)error function(X6,bins,Model5,Gradt5,n,N,G,GradX,GradY,x,...
X fit);%higher2

15 f=@(x)error function(X7,bins,Model6,Gradt6,n,N,G,GradX,GradY,x,...
X fit);%higher1

16 % % % %
17 [x,fval,exitflag] = particleswarm(f,nVars,lb,ub,options);
18 % %

A.2.2 Optimisation of the branching pattern

1

2 %%%optimisation for branching
3 options = optimoptions('particleswarm', 'Display', 'iter','...

SwarmSize',50);
4 %fb=@(x)error branching(ControlB,Model,Gradt,n,N,G,GradX,GradY,x,...

X fitb);
5 %fb=@(x)error branching(Lower3B,Model1,Gradt1,n,N,G,GradX,GradY,x,...

X fitb);%%Lower3
6 %fb=@(x)error branching(Lower2B,Model2,Gradt2,n,N,G,GradX,GradY,x,...

X fitb);%Lower2
7 %fb=@(x)error branching(Lower1B,Model3,Gradt3,n,N,G,GradX,GradY,x,...

X fitb);%%Lower1
8 %fb=@(x)error branching(Higher3B,Model4,Gradt4,n,N,G,GradX,GradY,x...

,X fitb);%Higher3
9 %fb=@(x)error branching(Higher2B,Model5,Gradt5,n,N,G,GradX,GradY,...

x,X fitb);%higher2
10 fb=@(x)error branching(Higher1B,Model6,Gradt6,n,N,G,GradX,GradY,x,...

X fitb);%higher1
11 [x,fval,exitflag] = particleswarm(fb,NVARS2,lb2,ub2,options);

A.3 Error function

A.3.1 Angle distribution
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1

2 function [erf]=error function(exp data,bins,Model,Gradt,n,N,G,...
GradX,GradY,x,X fit)

3 theta=x(1);
4 mean=0;
5 sigma=x(2);
6 [NEURITE ANGLE]=simulation(Model,Gradt,n,N,G,GradX,GradY,theta,...

mean,sigma);%control
7

8

9 Prob Theta=fitdist(exp data,'Kernel');
10 Prob Thetabis=fitdist(transpose(NEURITE ANGLE),'Kernel');
11

12

13 Y = pdf(Prob Theta,X fit);
14 Ybis=pdf(Prob Thetabis,X fit);
15 meanYY=abs(Ybis-Y)./Y.*100;
16 erf=sum(meanYY)/length(meanYY);

A.3.2 Branching pattern

1 function [erfb]=error branching(exp data,Model,Gradt,n,N,G,GradX,...
GradY,x,X fitb)

2 B=x(1);
3

4 E=x(2);
5 EN=x(3);
6 [NEURITE ANGLE,Degree Branches]=simulation2(Model,Gradt,n,N,G,...

GradX,GradY,B,E,EN);%control
7

8

9

10 prob branch=fitdist(exp data,'HalfNormal');
11 prob branchbis=fitdist(transpose(Degree Branches),'HalfNormal');
12

13

14 Y = pdf(prob branch,X fitb);
15 Ybis=pdf(prob branchbis,X fitb);
16 meanYY=abs(Ybis-Y)./Y.*100;
17 erfb=sum(meanYY)/length(meanYY);
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A.3.3 Neurite elongation simulation

1

2

3 %Neurite behaviour on the top of the different gradient conditions
4 function [NEURITE ANGLE,Degree Branches,NX,NY,NeuriteX,NeuriteY,...

increment]=simulationopt(Model,Gradt,n,N,G,GradX,GradY)
5 load('branches.mat','B1','B2','B3','B4','B5','B6','B7','X branche'...

)
6 load('pdf.mat','Y1','Y2','Y3','Y4','Y5','Y6','Y7','X fit')
7

8

9 %%%neurites positions x and y
10

11 NeuriteX=zeros(n,N*n);
12 NeuriteY=zeros(n,N*n);
13 increment=N;
14 Value branching=1:1:N;
15 %%%%random starting point for each neurite on the gradient
16 % xmin=0.45;
17 % xmax=0.55;
18 xmin=0;
19 xmax=0;
20 randN=N;
21 Nx=xmin+rand(1,randN)*(xmax-xmin);
22 % ymin=0.45;
23 % ymax=0.55;
24 ymin=0;
25 ymax=1;
26 % Ny=ymin+rand(1,randN)*(ymax-ymin);
27 Ny=0.01:1/N:ymax;
28 %%%initial condition for the position
29 NeuriteX(1,1:N)=Nx;
30 NeuriteY(1,1:N)=Ny;
31 angle=zeros(n,N*n);
32 rotationangle=zeros(n,N*n);
33 NEURITE ANGLE=zeros(1,N);
34 phi=X fit;
35 tet=-3.14:0.34:3.14;
36 prob tet=0.1.*ones(1,19);
37 %%%%original number of neurite per branches
38 y=ones(1,N);
39 Probbranch=ones(1,N);
40 Degree Branches=ones(1,N);
41 [X,Y] = meshgrid(GradX,GradY);
42

43 %set size of the figure
44 x0=10;
45 y0=10;
46 width=1400;
47 height=1400;
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48 %%%%Branchinng probability parameters (obtained after optimisation...
)

49 B1=4.8;
50 B2=4.9198; %%IIIlow
51 B3=3.3854; %%IIlow
52 B4=3.2386; %%Ilow
53 B5=4.3441; %%%IIIhigh
54 B6=2.4204;%%%IIhigh
55 B7=2; %%%Ihigh
56 E1=1.5;
57 E2=1.5;
58 E3=1.7;
59 E4=1.5;
60 E5=1.5;
61 E6=1.8;
62 E7=2.1;
63 EN1=600;
64 EN2=700;
65 EN3=400;
66 EN4=400;
67 EN5=600;
68 EN6=300;
69 EN7=200;
70 % B=B;%parameter to be optimised
71 % E=E;%parameter to be optimised
72 % h=0;%%%initialisation of the value
73 % EN=EN;
74 % vidObj = VideoWriter('Contril-long.avi');
75 % open(vidObj);
76 r=ones(n,N*n);
77 q=ones(n,N*n);
78

79

80 for j=2:n %%%for each position step
81

82 %%interpolate the neurite position and the stiffness value
83 %%%value of the stiffness for each position of each neurites
84 Stiff=interp2(X,Y,Model,NeuriteX(1:j,1:increment),NeuriteY(1:j,1:...

increment),'nearest');
85 Stiff(isnan(Stiff))=0;%%%set all NaN to zero
86 Gradient=interp2(X,Y,Gradt, NeuriteX,NeuriteY);
87 Gradient(isnan(Gradient))=0;
88 %%%Probability to reach pick a point
89 %%stiffness around each point%
90 %%%play around with probability function
91 %%%Probability to reach pick a point
92 %%stiffness around each point%
93 %%%play around with probability function
94 %%use incrementation for added neurites due to branching
95 for m=1:increment
96 %%%define stiffness conditions
97 if Stiff(j-1,m)==0
98 Probbranch(1,m)=B1/(EN1*(transpose(y(1,m)ˆE1)));
99 if j==2
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100 rotationangle(j,m)=0;
101 Probpoint=prob tet;%probability to pick a point within the...

experimental pdf (-pi:pi)
102 SUMM=cumsum(Probpoint);
103 MAX SUMM=max(SUMM);
104 Random Number=rand*MAX SUMM;
105 CHOICE=SUMM-Random Number;
106 k=CHOICE<0;%check all the negative values
107 k=sum(k,2);%%summ all the 1 values
108 k=k+1;%% obtain the index of the first non negative value
109

110 %%%Final value of the angle picked
111 angle(j,m)=tet(1,k);
112

113 else
114 %%%angle variation from optimisation
115 [cont dist,cont angle]=ang dist(45,0,20);
116

117 Probpoint=cont dist;%probability to pick a point
118 SUMM=cumsum(Probpoint);
119 MAX SUMM=max(SUMM);
120 Random Number=rand*MAX SUMM;
121 CHOICE=SUMM-Random Number;
122 k=CHOICE<0;%check all the negative values
123 k=sum(k,2);%%summ all the 1 values
124 k=k+1;%% obtain the index of the first non negative value
125

126 %%%Final value of the angle picked
127 angle(j,m)=cont angle(1,k);
128 A=NeuriteY(j-2,m)-NeuriteY(j-1,m);
129 if A<0
130 rotationangle(j,m)=acos((NeuriteX(j-1,m)-NeuriteX(j-2,m))/...

sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(NeuriteY(j...
-1,m)-NeuriteY(j-2,m)).ˆ2));

131 else
132 rotationangle(j,m)=-acos((NeuriteX(j-1,m)-NeuriteX(j...

-2,m))/sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(...
NeuriteY(j-1,m)-NeuriteY(j-2,m)).ˆ2));

133 end
134 end
135 end
136

137

138

139 if Stiff(j-1,m)==1.77
140 %%%Control
141 if Gradient(j,m)==0
142 Probbranch(1,m)=B1/(EN1*(transpose(y(1,m)ˆE1)));
143 if j==2
144 rotationangle(j,m)=0;
145 Probpoint=Y1;%probability to pick a point within the ...

experimental pdf (-180:180)
146 SUMM=cumsum(Probpoint);
147 MAX SUMM=max(SUMM);
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148 Random Number=rand*MAX SUMM;
149 CHOICE=SUMM-Random Number;
150 k=CHOICE<0;%check all the negative values
151 k=sum(k,2);%%summ all the 1 values
152 k=k+1;%% obtain the index of the first non negative value
153

154 %%%Final value of the angle picked
155 angle(j,m)=phi(1,k);
156

157 else
158 %%%angle variation from optimisation
159 [cont dist,cont angle]=ang dist(5.7155,0,37.6507);
160

161 Probpoint=cont dist;%probability to pick a point
162 SUMM=cumsum(Probpoint);
163 MAX SUMM=max(SUMM);
164 Random Number=rand*MAX SUMM;
165 CHOICE=SUMM-Random Number;
166 k=CHOICE<0;%check all the negative values
167 k=sum(k,2);%%summ all the 1 values
168 k=k+1;%% obtain the index of the first non negative value
169

170 %%%Final value of the angle picked
171 angle(j,m)=cont angle(1,k);
172 A=NeuriteY(j-2,m)-NeuriteY(j-1,m);
173 if A<0
174 rotationangle(j,m)=acos((NeuriteX(j-1,m)-NeuriteX(j-2,m))/...

sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(NeuriteY(j...
-1,m)-NeuriteY(j-2,m)).ˆ2));

175 else
176 rotationangle(j,m)=-acos((NeuriteX(j-1,m)-NeuriteX(j...

-2,m))/sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(...
NeuriteY(j-1,m)-NeuriteY(j-2,m)).ˆ2));

177 end
178 end
179 %%%if lower gradient
180 elseif Gradient(j,m)==2.5
181 Probbranch(1,m)=B4/(EN4*(transpose(y(1,m)ˆE4)));
182 if j==2
183 rotationangle(j,m)=0;
184 Probpoint=Y4;%probability to pick a point from pdf lower ...

gradient (-180:180)
185 SUMM=cumsum(Probpoint);
186 MAX SUMM=max(SUMM);
187 Random Number=rand*MAX SUMM;
188 CHOICE=SUMM-Random Number;
189 k=CHOICE<0;%check all the negative values
190 k=sum(k,2);%%summ all the 1 values
191 k=k+1;%% obtain the index of the first non negative value
192

193 %%%Final value of the angle picked
194 angle(j,m)=phi(1,k);
195 else
196 %%%angle value from optimisation
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197 [Low I dist,Low I angle]=ang dist(15.8141,0,2.0116);
198

199 Probpoint=Low I dist;%probability to pick a point
200 SUMM=cumsum(Probpoint);
201 MAX SUMM=max(SUMM);
202 Random Number=rand*MAX SUMM;
203 CHOICE=SUMM-Random Number;
204 k=CHOICE<0;%check all the negative values
205 k=sum(k,2);%%summ all the 1 values
206 k=k+1;%% obtain the index of the first non negative value
207

208 %%%Final value of the angle picked
209 angle(j,m)=Low I angle(1,k);
210 A=NeuriteY(j-2,m)-NeuriteY(j-1,m);
211 if A<0
212 rotationangle(j,m)=acos((NeuriteX(j-1,m)-NeuriteX(j-2,m))/...

sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(NeuriteY(j...
-1,m)-NeuriteY(j-2,m)).ˆ2));

213 else
214 rotationangle(j,m)=-acos((NeuriteX(j-1,m)-NeuriteX(j...

-2,m))/sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(...
NeuriteY(j-1,m)-NeuriteY(j-2,m)).ˆ2));

215 end
216 end
217

218 %%%if higher gradient
219 elseif Gradient(j,m)==45
220 Probbranch(1,m)=B7/(EN7*(transpose(y(1,m)ˆE7)));
221 if j==2
222 rotationangle(j,m)=0;
223 Probpoint=Y7;%probability to pick a point (-180:180)
224 SUMM=cumsum(Probpoint);
225 MAX SUMM=max(SUMM);
226 Random Number=rand*MAX SUMM;
227 CHOICE=SUMM-Random Number;
228 k=CHOICE<0;%check all the negative values
229 k=sum(k,2);%%summ all the 1 values
230 k=k+1;%% obtain the index of the first non negative value
231

232 %%%Final value of the angle picked
233 angle(j,m)=phi(1,k);
234 else
235 [High I dist,High I angle]=ang dist(40,0,19.8740);
236

237 Probpoint=High I dist;%probability to pick a point
238 SUMM=cumsum(Probpoint);
239 MAX SUMM=max(SUMM);
240 Random Number=rand*MAX SUMM;
241 CHOICE=SUMM-Random Number;
242 k=CHOICE<0;%check all the negative values
243 k=sum(k,2);%%summ all the 1 values
244 k=k+1;%% obtain the index of the first non negative value
245

246 %%%Final value of the angle picked
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247 angle(j,m)=High I angle(1,k);
248 A=NeuriteY(j-2,m)-NeuriteY(j-1,m);
249 if A<0
250 rotationangle(j,m)=acos((NeuriteX(j-1,m)-NeuriteX(j-2,m))/...

sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(NeuriteY(j...
-1,m)-NeuriteY(j-2,m)).ˆ2));

251 else
252 rotationangle(j,m)=-acos((NeuriteX(j-1,m)-NeuriteX(j...

-2,m))/sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(...
NeuriteY(j-1,m)-NeuriteY(j-2,m)).ˆ2));

253 end
254 end
255

256 end
257 %%%%%if II-lower
258 elseif Stiff(j-1,m)==1.90
259 Probbranch(1,m)=B3/(EN3*(transpose(y(1,m)ˆE3)));
260 if j==2
261 rotationangle(j,m)=0;
262 Probpoint=Y3;%probability to pick a point (-180:180)
263 SUMM=cumsum(Probpoint);
264 MAX SUMM=max(SUMM);
265 Random Number=rand*MAX SUMM;
266 CHOICE=SUMM-Random Number;
267 k=CHOICE<0;%check all the negative values
268 k=sum(k,2);%%summ all the 1 values
269 k=k+1;%% obtain the index of the first non negative value
270

271 %%%Final value of the angle picked
272 angle(j,m)=phi(1,k);
273 else
274 [Low II dist,Low II angle]=ang dist(-3.9395,0,45);
275

276 Probpoint=Low II dist;%probability to pick a point
277 SUMM=cumsum(Probpoint);
278 MAX SUMM=max(SUMM);
279 Random Number=rand*MAX SUMM;
280 CHOICE=SUMM-Random Number;
281 k=CHOICE<0;%check all the negative values
282 k=sum(k,2);%%summ all the 1 values
283 k=k+1;%% obtain the index of the first non negative value
284

285 %%%Final value of the angle picked
286 angle(j,m)=Low II angle(1,k);
287 A=NeuriteY(j-2,m)-NeuriteY(j-1,m);
288 if A<0
289 rotationangle(j,m)=acos((NeuriteX(j-1,m)-NeuriteX(j-2,m))/...

sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(NeuriteY(j...
-1,m)-NeuriteY(j-2,m)).ˆ2));

290 else
291 rotationangle(j,m)=-acos((NeuriteX(j-1,m)-NeuriteX(j...

-2,m))/sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(...
NeuriteY(j-1,m)-NeuriteY(j-2,m)).ˆ2));

292 end
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293 end
294

295

296 %%%%if III-lower
297 elseif Stiff(j-1,m)==2
298 Probbranch(1,m)=B2/(EN2*(transpose(y(1,m)ˆE2)));
299 if j==2
300 rotationangle(j,m)=0;
301 Probpoint=Y2;%probability to pick a point (-180:180)
302 SUMM=cumsum(Probpoint);
303 MAX SUMM=max(SUMM);
304 Random Number=rand*MAX SUMM;
305 CHOICE=SUMM-Random Number;
306 k=CHOICE<0;%check all the negative values
307 k=sum(k,2);%%summ all the 1 values
308 k=k+1;%% obtain the index of the first non negative value
309

310 %%%Final value of the angle picked
311 angle(j,m)=phi(1,k);
312 else
313 [Low III dist,Low III angle]=ang dist(-3.1827,0,3.4898);
314

315 Probpoint=Low III dist;%probability to pick a point
316 SUMM=cumsum(Probpoint);
317 MAX SUMM=max(SUMM);
318 Random Number=rand*MAX SUMM;
319 CHOICE=SUMM-Random Number;
320 k=CHOICE<0;%check all the negative values
321 k=sum(k,2);%%summ all the 1 values
322 k=k+1;%% obtain the index of the first non negative value
323

324 %%%Final value of the angle picked
325 angle(j,m)=Low III angle(1,k);
326 A=NeuriteY(j-2,m)-NeuriteY(j-1,m);
327 if A<0
328 rotationangle(j,m)=acos((NeuriteX(j-1,m)-NeuriteX(j-2,m))/...

sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(NeuriteY(j...
-1,m)-NeuriteY(j-2,m)).ˆ2));

329 else
330 rotationangle(j,m)=-acos((NeuriteX(j-1,m)-NeuriteX(j...

-2,m))/sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(...
NeuriteY(j-1,m)-NeuriteY(j-2,m)).ˆ2));

331 end
332 end
333

334

335 %%%%if II-higher
336 elseif Stiff(j-1,m)==4.5
337 Probbranch(1,m)=B6/(EN6*(transpose(y(1,m)ˆE6)));
338 if j==2
339 rotationangle(j,m)=0;
340 Probpoint=Y6;%probability to pick a point (-180:180)
341 SUMM=cumsum(Probpoint);
342 MAX SUMM=max(SUMM);
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343 Random Number=rand*MAX SUMM;
344 CHOICE=SUMM-Random Number;
345 k=CHOICE<0;%check all the negative values
346 k=sum(k,2);%%summ all the 1 values
347 k=k+1;%% obtain the index of the first non negative value
348

349 %%%Final value of the angle picked
350 angle(j,m)=phi(1,k);
351 else
352 [High II dist,High II angle]=ang dist(0.2621,0,26.8327);
353

354 Probpoint=High II dist;%probability to pick a point
355 SUMM=cumsum(Probpoint);
356 MAX SUMM=max(SUMM);
357 Random Number=rand*MAX SUMM;
358 CHOICE=SUMM-Random Number;
359 k=CHOICE<0;%check all the negative values
360 k=sum(k,2);%%summ all the 1 values
361 k=k+1;%% obtain the index of the first non negative value
362

363 %%%Final value of the angle picked
364 angle(j,m)=High II angle(1,k);
365 A=NeuriteY(j-2,m)-NeuriteY(j-1,m);
366 if A<0
367 rotationangle(j,m)=acos((NeuriteX(j-1,m)-NeuriteX(j-2,m))/...

sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(NeuriteY(j...
-1,m)-NeuriteY(j-2,m)).ˆ2));

368 else
369 rotationangle(j,m)=-acos((NeuriteX(j-1,m)-NeuriteX(j...

-2,m))/sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(...
NeuriteY(j-1,m)-NeuriteY(j-2,m)).ˆ2));

370 end
371 end
372

373

374 %%%if III-higher
375 elseif Stiff(j-1,m)==7.3
376 Probbranch(1,m)=B5/(EN5*(transpose(y(1,m)ˆE5)));
377 if j==2
378 rotationangle(j,m)=0;
379 Probpoint=Y5;%probability to pick a point (-180:180)
380 SUMM=cumsum(Probpoint);
381 MAX SUMM=max(SUMM);
382 Random Number=rand*MAX SUMM;
383 CHOICE=SUMM-Random Number;
384 k=CHOICE<0;%check all the negative values
385 k=sum(k,2);%%summ all the 1 values
386 k=k+1;%% obtain the index of the first non negative value
387

388 %%%Final value of the angle picked
389 angle(j,m)=phi(1,k);
390 else
391 [High III dist,High III angle]=ang dist(-4.8693,0,12.8057)...

;
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392

393 Probpoint=High III dist;%probability to pick a point
394 SUMM=cumsum(Probpoint);
395 MAX SUMM=max(SUMM);
396 Random Number=rand*MAX SUMM;
397 CHOICE=SUMM-Random Number;
398 k=CHOICE<0;%check all the negative values
399 k=sum(k,2);%%summ all the 1 values
400 k=k+1;%% obtain the index of the first non negative value
401

402 %%%Final value of the angle picked
403 angle(j,m)=High III angle(1,k);
404 A=NeuriteY(j-2,m)-NeuriteY(j-1,m);
405 if A<0
406 rotationangle(j,m)=acos((NeuriteX(j-1,m)-NeuriteX(j-2,m))/...

sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(NeuriteY(j...
-1,m)-NeuriteY(j-2,m)).ˆ2));

407 else
408 rotationangle(j,m)=-acos((NeuriteX(j-1,m)-NeuriteX(j...

-2,m))/sqrt((NeuriteX(j-1,m)-NeuriteX(j-2,m)).ˆ2+(...
NeuriteY(j-1,m)-NeuriteY(j-2,m)).ˆ2));

409 end
410 end
411

412

413 end
414

415 if NeuriteX(j-1,m)<0 | | NeuriteX(j-1,m)>1
416 r(j,m)=0;
417 end
418 if NeuriteY(j-1,m)<0 | | NeuriteY(j-1,m)>1
419 q(j,m)=0;
420 end
421 end
422

423

424

425

426

427 % %
428 %
429 %%%%%for each step give the angle and position
430 angle(j,:)=deg2rad(angle(j,:))+rotationangle(j,:);
431 NeuriteX(j,:)=NeuriteX(j-1,:)+G*cos(angle(j,:)).*r(j,:).*q(j,:);
432 NeuriteY(j,:)=NeuriteY(j-1,:)+G*sin(angle(j,:)).*q(j,:).*r(j,:);
433

434 %probability to pick to branche
435

436 Random Number=rand(numel(y),1);
437

438 k branch=Random Number>Probbranch;%check all the negative ...
values (index of firsst non negative value )

439 %k branch=k branch+1;%% obtain the index of the first non ...
negative value
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440

441 L=find(k branch(1:numel(y))==0);
442 if L>0 %%if there is branching
443 h=numel(L);
444 %%%create a new culomn with the original neurite info
445 NeuriteX(:,increment+1:increment+h)=NeuriteX(:,L);%L(1):L(...

h));
446 NeuriteY(:,increment+1:increment+h)=NeuriteY(:,L);%L(1):L(...

h));
447 angle(:,increment+1:increment+h)=angle(:,L);%L(1):L(h));
448 rotationangle(:,increment+1:increment+h)=rotationangle(:,L...

);%L(1):L(h));
449 %%%%%Give a number to each original neurite and same to ...

its
450 %%%%%generated branches
451 Value branching(1,increment+1:increment+h)=Value branching...

(1,L);
452 else
453 h=0;
454 end
455 increment=increment+h;
456 %%%modify the number of neurites (increse due tu branching...

)
457

458 %%%count the number of branches per original neurites
459 %Degree of branching
460

461 %%%%Number of terminal segments
462 y=sum(Value branching==Value branching');
463 %%%DNumber of branches
464 Degree Branches=y-1;
465

466

467

468

469

470 %
471 % %%%%plot the neurites position for each step (pause time ...

consumming)
472 % imagesc(GradX,GradY,Model)
473 %
474 % hold on
475 % %%%%plot(trueNeuriteX(1:j,:),trueNeuriteY(1:j,:),'Color','k','...

Linewidth',2);
476 % plot(NeuriteX(1:j,1:increment),NeuriteY(1:j,1:increment),'Color...

','k','Linewidth',2);
477 % colorbar
478 % caxis([0 8]);
479 % set(gcf,'position',[x0,y0,width,height])
480 % % drawnow
481 % % F=getframe(gcf);
482 % % writeVideo(vidObj,F);
483 % pause(0.001)
484
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485

486 NX=-(NeuriteX(1,1:increment)-NeuriteX(j,1:increment));
487 NY=-(NeuriteX(1,1:increment)-NeuriteY(j,1:increment));
488 end
489 %
490 % figure
491 % imagesc(GradX,GradY,Model)
492 % hold on
493 % plot(NeuriteX(:,1:increment),NeuriteY(:,1:increment),'Color','k...

','Linewidth',2);
494 % colorbar
495 % caxis([0 8]);
496 % set(gcf,'position',[x0,y0,width,height])
497

498

499 %
500

501

502

503

504 %close(vidObj);
505

506 % video=VideoWriter('Control.avi','Uncompressed AVI');
507 % open(video)
508 % writeVideo(video,F)
509 % close(video)
510 %%%%%final neurite angle distribution
511 for m=1:N
512 A= NeuriteY(1,m)-NeuriteY(n,m);
513 if A<0
514 NEURITE ANGLE(1,m)=acos((NeuriteX(n,m)-NeuriteX(1,m))/sqrt((...

NeuriteX(n,m)-NeuriteX(1,m)).ˆ2+(NeuriteY(n,m)-NeuriteY(1,m))...
.ˆ2));

515 else
516 NEURITE ANGLE(1,m)=-acos((NeuriteX(n,m)-NeuriteX(1,m))/sqrt((...

NeuriteX(n,m)-NeuriteX(1,m)).ˆ2+(NeuriteY(n,m)-NeuriteY(1,m))...
.ˆ2));

517 end
518 NEURITE ANGLE(1,m)=rad2deg(NEURITE ANGLE(1,m));
519 end

A.3.3.1 gradient figure file

1

2

3 load('simulation100 100 120bis.mat')
4

5 %set size of the figure
6 x0=10;
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7 y0=10;
8 width=1000;
9 height=1000;

10 i=1;
11 figure
12 imagesc(GradX,GradY,Model)
13 hold on
14 %%%ONLY 3 BRANCHES TO FOR THE ANGLE FIGURE
15 %plot(NeuriteX control{1}(:,1:3),NeuriteY control{1}(:,1:3),'Color...

','k','Linewidth',2);
16 %%%ALL THE NEURITES AND THEIR BRANCHES
17 plot(NeuriteX control{1}(:,1:increment1(1,i)),NeuriteY control...

{1}(:,1:increment1(1,i)),'Color','k','Linewidth',2);
18 colorbar
19 caxis([0 8]);
20 set(gcf,'position',[x0,y0,width,height])
21 title('Control')
22 hold off
23

24 figure
25 imagesc(GradX,GradY,Model1)
26 hold on
27 plot(NeuriteX LowerIII{1}(:,1:increment2(1,i)),NeuriteY LowerIII...

{1}(:,1:increment2(1,i)),'Color','k','Linewidth',2);
28 colorbar
29 caxis([0 8]);
30 set(gcf,'position',[x0,y0,width,height])
31 title('Lower-III')
32 hold off
33

34 figure
35 imagesc(GradX,GradY,Model2)
36 hold on
37 plot(NeuriteX LowerII{1}(:,1:increment3(1,i)),NeuriteY LowerII...

{1}(:,1:increment3(1,i)),'Color','k','Linewidth',2);
38 colorbar
39 caxis([0 8]);
40 set(gcf,'position',[x0,y0,width,height])
41 title('Lower-II')
42 hold off
43

44 figure
45 imagesc(GradX,GradY,Model3)
46 hold on
47 plot(NeuriteX LowerI{1}(:,1:increment4(1,i)),NeuriteY LowerI...

{1}(:,1:increment4(1,i)),'Color','k','Linewidth',2);
48 colorbar
49 caxis([0 8]);
50 set(gcf,'position',[x0,y0,width,height])
51 title('Lower-I')
52 hold off
53

54 figure
55 imagesc(GradX,GradY,Model4)
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56 hold on
57 plot(NeuriteX higher III{1}(:,1:increment5(1,i)),...

NeuriteY higher III{1}(:,1:increment5(1,i)),'Color','k','...
Linewidth',2);

58 colorbar
59 caxis([0 8]);
60 set(gcf,'position',[x0,y0,width,height])
61 title('HIgher-III')
62 hold off
63

64

65 figure
66 imagesc(GradX,GradY,Model5)
67 hold on
68 plot(NeuriteX higher II{1}(:,1:increment6(1,i)),NeuriteY higher II...

{1}(:,1:increment6(1,i)),'Color','k','Linewidth',2);
69 colorbar
70 caxis([0 8]);
71 set(gcf,'position',[x0,y0,width,height])
72 title('Higher-II')
73 hold off
74

75 figure
76 imagesc(GradX,GradY,Model6)
77 hold on
78 plot(NeuriteX higher I{1}(:,1:increment7(1,i)),NeuriteY higher I...

{1}(:,1:increment7(1,i)),'Color','k','Linewidth',2);
79 colorbar
80 caxis([0 8]);
81 set(gcf,'position',[x0,y0,width,height])
82 title('Higher-I')
83 hold off

A.3.4 in-vivo like simulation file

1

2

3 %load('simulation4 01 100 672.mat')
4 % load('simulation4 02 100 672.mat')
5 % load('simulation4 03 100 672.mat')
6 % load('simulation4 04 100 672.mat')
7 %load('invivo04figure.mat')
8 %load('invivobis.mat')
9 % load('nointerface2.mat')

10 % load('invivo02figure.mat')
11 % load('invivo03figure.mat')
12 % load('invivo04figure.mat')
13 % GradX = linspace(0,2,length(Model(1,:)));
14 % GradY = linspace(0,1,length(Model(:,1)));
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15 % d=5;
16 % % % %
17 %
18 % count=cell(1,d);
19 % countzero=cell(1,d);
20 % sum count=cell(1,d);
21 % sum countzero=cell(1,d);
22 % PercentX=zeros(1,d);
23 % counta=cell(1,d);
24 % countazero=cell(1,d);
25 % sum counta=cell(1,d);
26 % sum countazero=cell(1,d);
27 % PercentXa=zeros(1,d);
28 %
29 % count2=cell(1,d);
30 % count2zero=cell(1,d);
31 % sum count2=cell(1,d);
32 % sum count2zero=cell(1,d);
33 % PercentX2=zeros(1,d);
34 %
35 % count2a=cell(1,d);
36 % count2azero=cell(1,d);
37 % sum count2a=cell(1,d);
38 % sum count2azero=cell(1,d);
39 % PercentX2a=zeros(1,d);
40 %
41 % for i=1:d
42 %
43 % %%%%taking into account all neurites, branches included
44 %
45 % %%%count the neuriteX>0.8mm after 672hours on the control
46 % count{i}= NeuriteX control{i}(:,1:increment1(1,i))>0.8;
47 % countzero{i}= NeuriteX control{i}(:,1:increment1(1,i))>0.15;
48 % count{i}=sum(count{i});
49 % countzero{i}=sum(countzero{i});
50 % count{i}=count{i}>0;
51 % countzero{i}=countzero{i}>0;
52 % sum count{i}=sum(count{i},2);
53 % sum countzero{i}=sum(countzero{i},2);
54 % %%%count the neuriteX>0.8mm after 672hours on the lowerIII
55 % count2{i}= NeuriteX LowerIII{i}(:,1:increment2(1,i))>0.8;
56 % count2zero{i}= NeuriteX LowerIII{i}(:,1:increment2(1,i))>0.15...

;
57 % count2{i}=sum(count2{i});
58 % count2zero{i}=sum(count2zero{i});
59 % count2{i}=count2{i}>0;
60 % count2zero{i}=count2zero{i}>0;
61 % sum count2{i}=sum(count2{i},2);
62 % sum count2zero{i}=sum(count2zero{i},2);
63 %
64 % %%%put results in Percentage
65 % %%%5for the control
66 % PercentX(1,i)=sum count{i}./sum countzero{i}.*100;
67 % %%%for lowerIII
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68 % PercentX2(1,i)=sum count2{i}./sum count2zero{i}.*100;
69 %
70 % %%%taking into account only original neurites
71 % %%%count the neuriteX>0.8mm after 672hours on the control
72 % counta{i}= NeuriteX control{i}(:,1:100)>0.8;
73 % countazero{i}= NeuriteX control{i}(:,1:100)>0.15;
74 % counta{i}=sum(counta{i});
75 % countazero{i}=sum(countazero{i});
76 % counta{i}=counta{i}>0;
77 % countazero{i}=countazero{i}>0;
78 % sum counta{i}=sum(counta{i},2);
79 % sum countazero{i}=sum(countazero{i},2);
80 % %%%count the neuriteX>0.8mm after 672hours on the lowerIII
81 % count2a{i}= NeuriteX LowerIII{i}(:,1:100)>0.8;
82 % count2azero{i}= NeuriteX LowerIII{i}(:,1:100)>0.15;
83 % count2a{i}=sum(count2a{i});
84 % count2azero{i}=sum(count2azero{i});
85 % count2a{i}=count2a{i}>0;
86 % count2azero{i}=count2azero{i}>0;
87 % sum count2a{i}=sum(count2a{i},2);
88 % sum count2azero{i}=sum(count2azero{i},2);
89 %
90 % %%%put results in Percentage
91 % %%%5for the control
92 % PercentXa(1,i)=sum counta{i}./sum countazero{i}.*100;
93 % %%%for lowerIII
94 % PercentX2a(1,i)=sum count2a{i}./sum count2azero{i}.*100;
95 %
96 % end
97 %
98 PercentX=transpose(PercentX);
99 PercentX2=transpose(PercentX2);

100 PercentXa=transpose(PercentXa);
101 PercentX2a=transpose(PercentX2a);
102 figure
103 subplot(1,2,1);
104 hold on
105 boxplot([PercentX,PercentX2],'Labels',{'Control','Lower-III'})
106 ylabel('% neurites reaching 0.8mm')
107 %xlabel('Space at the interface : 0.1mm')
108 %xlabel('Space at the interface : 0.2mm')
109 %xlabel('Space at the interface : 0.3mm')
110 %xlabel('Space at the interface : 0.4mm')
111 title('All neurites including branches')
112 hold off
113

114 subplot(1,2,2);
115 hold on
116 boxplot([PercentXa,PercentX2a], 'Labels', {'Control', 'Lower-III'...

})
117 ylabel('% neurites reaching 0.8mm')
118 %xlabel('Space at the interface : 0.1mm')
119 %xlabel('Space at the interface : 0.2mm')
120 %xlabel('Space at the interface : 0.3mm')
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121 %xlabel('Space at the interface : 0.4mm')
122 title('Original neurites only')
123 hold off
124 % %
125 %%%%%figure of one simulation
126 % %set size of the figure
127 % x0=10;
128 % y0=10;
129 % width=1000;
130 % height=500;
131 % i=1;
132 % j=1;
133 % figure
134 % imagesc(GradX,GradY,Model)
135 % hold on
136 % plot(NeuriteX control{i}(:,1:increment1(1,i)),NeuriteY control{i...

}(:,1:increment1(1,i)),'Color','k','Linewidth',2);
137 % colorbar
138 % caxis([0 8]);
139 % set(gcf,'position',[x0,y0,width,height])
140 % title('Control')
141 % hold off
142 %
143 % figure
144 % imagesc(GradX,GradY,Model1)
145 % hold on
146 % plot(NeuriteX LowerIII{j}(:,1:increment2(1,j)),NeuriteY LowerIII...

{j}(:,1:increment2(1,j)),'Color','k','Linewidth',2);
147 % colorbar
148 % caxis([0 8]);
149 % set(gcf,'position',[x0,y0,width,height])
150 % title('Lower-III')
151 % hold off
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Comparison of four techniques for the fixation of a collagen scaffold in the human

cadaveric knee. Osteoarthr. Cartil.

Du, J., Chen, H., Qing, L., Yang, X., and Jia, X. (2018). Biomimetic neural scaf-

folds: a crucial step towards optimal peripheral nerve regeneration. Biomater. Sci.,

6(6):1299–1311.

Du, Y., Hancock, M. J., He, J., Villa-Uribe, J. L., Wang, B., Cropek, D. M., and

Khademhosseini, A. (2009). Convection-driven generation of long-range material

gradients. Biomaterials, 31:2686–2694.

Dunn, G. A. and Brown, A. F. (1987). A unified approach to analysing cell motility.

J. Cell Sci., 8:81–102.

Efremov, Y. M., Wang, W.-H., Hardy, S. D., Geahlen, R. L., and Raman, A. (2017).

Measuring nanoscale viscoelastic parameters of cells directly from AFM force-

displacement curves. Sci. Rep., 7(1):1541.

E.Hadjizadeh, V. Mudera, R. B. (2009). Close dependence of fibroblast proliferation

on collagen scaffold matrix stiffness. J. Tissue Eng. Regen. Med., 4(7):524–531.

Eric Huebner, S. A. and Strittmatter, S. M. (2010). Axon Regeneration in the Pe-

ripheral and Central Nervous. Results Probl Cell Differ.

Evans, E. B., Brady, S. W., Tripathi, A., and Hoffman-Kim, D. (2018). Schwann cell

durotaxis can be guided by physiologically relevant stiffness gradients. Biomater.

Res., 22:14.

217



Evans, G. R., Brandt, K., Katz, S., Chauvin, P., Otto, L., Bogle, M., Wang, B.,

Meszlenyi, R. K., Lu, L., Mikos, A. G., and Patrick, C. W. (2002). Bioactive poly(l-

lactic acid) conduits seeded with Schwann cells for peripheral nerve regeneration.

Biomaterials, 23(3):841–848.

Fawcett, J. W., Keynes, R. J., Faweett, J. W., and Keynes, R. J. (1990). Peripheral

nerve regeneration. Annu. Rev. Neurosci., 13(1):43–60.

Ferreira, A. M., Gentile, P., Chiono, V., and Ciardelli, G. (2012). Collagen for bone

tissue regeneration. Acta Biomater., 8:3191–3200.
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Kingham, P. J., Hart, A. M., and Riehle, M. O. (2017a). Microtopographical cues

promote peripheral nerve regeneration via transient mTORC2 activation. Acta

Biomater., 60:220–231.

Thomson, S. E., Dahlin, L. B., Hart, A. M., Ng, N. Y., Wiberg, M., Riehle, M. O.,

and Kingham, P. J. (2017b). Bioengineered nerve conduits and wraps for peripheral

nerve repair of the upper limb. Cochrane Database Syst. Rev., (3).

Tierney, C. M., Haugh, M. G., Liedl, J., Mulcahy, F., Hayes, B., and O ’brien,

F. J. (2009). The effects of collagen concentration and crosslink density on the

biological, structural and mechanical properties of collagen-GAG scaffolds for bone

tissue engineering. J. Mech. Behav. Biomed. Mater., 2:202–209.

240



Tillett, R. L., Afoke, A., Hall, S. M., Brown, R. A., and Phillips, J. B. (2004).

Investigating mechanical behaviour at a core-sheath interface in peripheral nerve.

J. Peripher. Nerv. Syst., 9(4):255–262.

Toby, E. B., Hanesworth, D., and City, K. (1998). Ulnar Nerve Strains at the Elbow.

J. Hand Surg. Am., pages 992–997.

Tong, X., Jiang, J., Zhu, D., and Yang, F. (2016). Hydrogels with Dual Gradi-

ents of Mechanical and Biochemical Cues for Deciphering Cell-Niche Interactions.

Biomater. Sience Eng.

Topp, K. S. and Boyd, B. S. (2006). Structure and Biomechanics of Peripheral Nerves:

Nerve Responses to Physical Stresses and Implications for Physical Therapist Prac-

tice. Phys. Ther., 86(1):92–109.

Topp, K. S. and Boyd, B. S. (2012). Peripheral Nerve: From the Microscopic Func-

tional Unit of the Axon to the Biomechanically Loaded Macroscopic Structure. J.

Hand Ther., 25(2):142–152.

Tranquillo, R. T. and Lauffenburger, D. A. (1987). Stochastic model of leukocyte

chemosensory movement. J. Math. Biol, 25:229–262.

Tria, M. A., Fusco, M., Vantini, G., and Mariot, R. (1994). Pharmacokinetics of nerve

growth factor (NGF) following different routes of administration to adult rats. Exp.

Neurol., 127(2):178–183.

Tse, J. R. and Engler, A. J. (2011). Stiffness gradients mimicking in vivo tissue

variation regulate mesenchymal stem cell fate. PLoS One, 6(1).

Tse, T. H. Z., Chan, B. P., Chan, C. M., and Lam, J. (2007). Mathematical modeling

of guided neurite extension in an engineered conduit with multiple concentration

gradients of Nerve Growth Factor (NGF). Ann. Biomed. Eng., 35(9):1561–1572.

241



Valtorta, D. and Mazza, E. (2005). Dynamic measurement of soft tissue viscoelastic

properties with a torsional resonator device. Med. Image Anal., 9.

Van Pelt, J., Dityatev, A. E., and Uylings, H. B. (1997). Natural variability in

the number of dendritic segments: model-based inferences about branching during

neurite outgrowth. J. Comp. Neurol., 387(3):325–40.

Van Pelt, J., Uylings, H. B., Verwer, R. W., Pentney, R. J., and Woldenberg, M. J.

(1992). Tree asymmetry–a sensitive and practical measure for binary topological

trees. Bull. Math. Biol., 54(5):759–84.

Van Pelt, J. and Verwer, R. W. H. (1983). The exact probabilities of branching

patterns under terminal and segmental growth hypotheses. Bull. Math. Biol.,

45(2):269–285.

Vaz, A. I. F. and Vicente, L. N. (2007). A particle swarm pattern search method for

bound constrained global optimization. J. Glob. Optim., 39(2):197–219.

Vaz, A. I. F. and Vicente, L. N. (2009). PSwarm: A Hybrid Solver for Linearly

Constrained Global Derivative-Free Optimization. Optim. Methods Softw.

Vincent, L. G., Choi, Y. S., Alonso-Latorre, B., del Álamo, J. C., and Engler, A. J.
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