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Abstract

Metastasis is the cause of over 90% of cancer-related deaths. Cancer cells undergoing metastasis can

switch dynamically between different phenotypes, enabling them to adapt to harsh challenges such as

overcoming anoikis and evading immune response. This ability, known as phenotypic plasticity, is cru-

cial for the survival of cancer cells during metastasis, as well as acquiring therapy resistance. Various

biochemical networks have been identified to contribute to phenotypic plasticity, but how plasticity

emerges from the dynamics of these networks remains elusive. Here, we investigated the dynamics of

various regulatory networks implicated in Epithelial-Mesenchymal Plasticity (EMP) − an important

arm of phenotypic plasticity − through two different mathematical modelling frameworks: a dis-

crete, parameter-independent framework (Boolean) and a continuous, parameter-agnostic modelling

framework (RACIPE). Results from either framework in terms of phenotypic distributions obtained

from a given EMP network are qualitatively similar and suggest that these networks are multi-stable

and can give rise to phenotypic plasticity. Neither method requires specific kinetic parameters, thus

our results emphasize that EMP can emerge through these networks over a wide range of parameter

sets, elucidating the importance of network topology in enabling phenotypic plasticity. Furthermore,

we show that the ability to exhibit phenotypic plasticity positively correlates with the number of

positive feedback loops. These results pave a way towards an unorthodox network topology-based

approach to identify crucial links in a given EMP network that can reduce phenotypic plasticity and

possibly inhibit metastasis - by reducing the number of positive feedback loops.

Keywords: Epithelial-Mesenchymal Plasticity (EMP), bidirectional transition, network topology, RACIPE,

Boolean models, parameter independent and parameter agnostic models
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1. Introduction1

Metastasis, therapy resistance, and tumor relapse remain unsolved clinical challenges and a major2

cause of cancer mortality [1]. During metastasis, cells navigate many bottlenecks: local invasion,3

intravasation, survival in circulation in matrix-deprived conditions, extravasation, and eventually4

colonization of the distant organ. Only a few (< 0.02%) cells survive this cascade of events and are5

capable of initiating metastasis. Recent studies have identified phenotypic plasticity − the ability of6

cells to reversibly switch phenotypes in response to their ever-changing environmental conditions −7

as a hallmark of cancer metastasis [2]. Similarly, phenotypic plasticity enables a small proportion of8

cancers cells to transiently acquire an adaptive drug-refractory phenotype which may contribute to9

tumor relapse [3]. Therefore, identifying the mechanisms of phenotypic plasticity is essential for any10

major breakthroughs in cancer treatment.11

Phenotypic plasticity is considered to be an adaptation strategy to survive in variable environ-12

mental conditions [4]. Recently, the contributions of phenotypic plasticity in driving metastasis and13

therapy resistance have been realized more prominently, especially due to the lack of any unique14

mutational signature being identified for cancer metastasis so far [2], and the frequent emergence of15

resistance against targeted therapy [3]. Phenotypic plasticity, referred to as “the architect who never16

sleeps” [5], can have various dimensions – metabolic plasticity [6], epithelial-mesenchymal plasticity17

[7], plasticity between cancer stem cell (CSC) and a non-CSC state [8, 9, 10], and plasticity between18

drug-sensitive and drug-resistant/tolerant state [11] among others. Cancer cells continually exploit19

phenotypic plasticity to adapt to their ever-changing environment by maximizing their fitness dur-20

ing cancer progression, metastasis, therapy resistance and eventually tumor relapse [12]. Moreover,21

phenotypic plasticity can amplify the non-genetic heterogeneity within tumors, thus increasing the22

number of ‘exit options’ for cells in response to drugs, thereby increasing the versatility of the tumor23

cell population [13]. Thus, targeting phenotypic plasticity provides a unique opportunity to both24

curb cancer metastasis and to improve the efficiency of existing therapeutic strategies.25

A canonical example of phenotypic plasticity is Epithelial-Mesenchymal plasticity (EMP), which26

involves partial and/or complete Epithelial-Mesenchymal Transition (EMT) and/or Mesenchymal-27

Epithelial Transition (MET). EMT and MET are embryonic developmental programs which are28

often adopted by cancer cells during metastasis [14]. EMT can fuel the dissemination of stationary29

cancer cells through reduced cell-cell adhesion and apico-basal polarity and increased migration and30

invasion. Conversely, MET may enable the disseminated cells that exit the bloodstream to survive in31

a different environment by regaining cell-cell adhesion and proliferation to eventually colonize that32
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organ. EMT and MET were earlier thought of as binary processes (i.e. switching between epithelial33

and mesenchymal phenotypes), but recent in vitro, in vivo and in silico evidence strongly suggests34

that they are not ‘all-or-none’ processes, and cells can stably reside in one or more hybrid E/M35

phenotypes, thus enabling various manifestations of EMP [14]. EMP can not only drive metastasis,36

but also influence the resistance to various chemotherapeutic drugs and targeted therapies. It can37

also alter the tumor microenvironment to be immunosuppressive, eventually leading to overall poor38

survival of patients across cancer types [15, 16]. Therefore, preventing the ability of cells to reversibly39

switch among these epithelial (E), mesenchymal (M), and hybrid E/M (H) phenotypes can have a40

significant clinical impact.41

Most current preclinical and clinical efforts attempt to restrict EMP in only one direction – EMT42

or MET. Such efforts are likely to facilitate the transition in the opposite direction (i.e. MET or43

EMT respectively) and can possibly increase the frequency of hybrid E/M phenotypes which can be44

the ‘fittest’ for metastasis [17]. Hence, these interventions may increase the metastatic load instead,45

depending on the phenotypic distribution of disseminated cells. Blocking EMP in both directions46

can overcome these potential side effects. Moreover, restricting EMP bidirectionally can also limit47

the ability of a clonal population to generate and/or maintain non-genetic heterogeneity [18]. Non-48

genetic heterogeneity can enable ‘bet-hedging’ during the evolution of drug resistance [19], as well as49

the co-existence of phenotypically distinct subpopulations of epithelial and mesenchymal cells that50

can communicate and cooperate among themselves to aggravate metastasis [20, 21]. Thus, blocking51

EMP bidirectionally, or in other words “fixing cells at a given position on the epithelial-–mesenchymal52

axis to prevent access to the range of states that might be required to facilitate different stages of53

the metastatic cascade” [22], is likely to blunt the metastatic and drug-resistance potential of cancer54

cells much stronger than restricting only EMT or only MET.55

Identifying ways to inhibit EMP requires a detailed mechanistic understanding of its dynamics.56

Experimentally, EMP can be tracked through recent advances such as live-cell imaging reporter57

constructs or single-cell RNA-seq and/or mass/flow cytometry [13]. Another approach to characterize58

the dynamics of EMP is by developing mechanism-based mathematical models of networks that have59

experimentally been identified to regulate EMT and/or MET. Many such mathematical models have60

helped gain useful insights into the dynamics of EMP and have driven the experiments to decode a)61

how cells attain one or more hybrid E/M phenotype, b) how reversible is EMP in both directions62

(E to M vs. M to E) and c) whether cells take same or different paths en route EMT or MET [23].63

However, none of these models investigated the possibility of identifying mechanisms to block EMP64
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bidirectionally.65

Here, we investigate the dynamics of various regulatory networks implicated in EMP and identify66

robust network topology based design principles of EMP, using two different but complementary67

modeling formalisms – a discrete , parameter-independent method: asynchronous Boolean [24] and a68

continuous, parameter-agnostic method: RACIPE (Random Circuit Perturbation) [25]. Our results69

show that the phenotypic distributions that can be obtained through an EMP network depend70

majorly on network topology but are largely independent of specific kinetic parameters for each link71

in the network. We also pinpoint a set of network perturbations that can reduce EMP, and observe a72

unifying theme amongst them: a reduced number of total positive feedback loops embedded within73

an EMP network led to curtailed EMP. Therefore, our approach unravels the common operating74

principles of various EMP regulatory networks and offers a systematic framework to identify network75

perturbations to restrict EMP based on this network topology-based dynamical trait.76

2. Results77

2.1. RACIPE and Boolean models have similar phenotypic distributions for EMP networks78

Boolean frameworks lack kinetic parameters and treat a gene to be discretely ON (1) or OFF79

(0), thus focusing on a coarse-grained view of how various interactions in a network can give rise80

to the repertoire of dynamical behaviours [26]. RACIPE, on the other hand, generates an ensemble81

of continuous mathematical models (sets of coupled ordinary differential equations) with randomly82

chosen kinetic parameters for a given network topology and clusters the steady state solutions to83

identify the robust dynamical features of a given network. In other words, while a Boolean framework84

is parameter-independent, RACIPE can be thought of as a parameter-agnostic one.85

Therefore, the similarity in dynamical traits of a network simulated via Boolean and RACIPE86

frameworks can unravel the extent to which the network topology drives the network dynamics,87

without much reliance on the specific choice of kinetic parameters. Across various EMP networks88

and the perturbations made in those, we have compared the outputs of these two modeling frameworks89

in terms of phenotypic distributions, and in ranking the effect of various perturbations in diminishing90

EMP (Fig 1A).91

We have investigated 6 different networks reported in EMP literature; these networks vary from 392

nodes to 8 nodes and 7 edges to 16 edges (Fig 1B). First, we calculated the phenotypic distributions93

(i.e. stable steady state frequency distributions) obtained via RACIPE and Boolean models. To94

facilitate the comparison of Boolean and RACIPE models, we have discretized the output of RACIPE95
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Figure 1: Dynamical approaches to investigate EMP. A. Schematic of network analysis strategy. For a given EMP

network, both the ‘wild type’and perturbed networks are simulated via both RACIPE and Boolean. The steady state

and phase frequency distributions thus obtained are further analysed to elucidate similarities between RACIPE and

Boolean as well as identifying the factors underlying phenotypic plasticity. B. EMP networks analysed in the study.

(as described in ’Methods’ section). First, we determined the sample size of parameter sets to be96

chosen for RACIPE, and the number of initial conditions for Boolean models, using a quantitative97

convergence analysis. N=10,000 was chosen as the optimal number of parameter sets for RACIPE,98

and as the optimal number of initial conditions for Boolean analysis, based on observed standard99

deviation in steady state distributions obtained from RACIPE and Boolean models (Fig 2A, S1A).100

For the miR-200/ZEB/ SNAIL/GRHL2 network (hereafter called as ‘GRHL2 network’; 4 nodes,101

7 edges), a maximum of 23 = 8 stable steady states are possible (value of each node = 0 or 1;102

SNAIL is an input to the circuit), in discretized RACIPE and Boolean framework. From Boolean103

analysis, we obtained four stable states for this network across different numbers of initial conditions104

chosen. Two out of these four states were more prominent − (ZEB=0, miR-200=1, GRHL2=1) and105

(ZEB=1, miR-200=0, GRHL2=0) − than the others (Fig 2A, i). These two states can be construed106
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as epithelial (high miR-200 and GRHL2, low ZEB) and mesenchymal (low miR-200 and GRHL2,107

high ZEB) phenotypes as observed experimentally [27]; [28]. Discretized analysis of RACIPE results108

also identifies the four stable steady states and with similar relative frequency as seen in the case of109

Boolean model and 3 other states with relatively less frequencies (Fig 2A, ii). Put together, these110

results suggest that epithelial and mesenchymal phenotypes are the two most commonly expected111

phenotypes from the dynamics of GRHL2 network.112

Figure 2: Comparing the outcomes of the discrete (Boolean) and the continuous (RACIPE) modelling frameworks A.

Quantitative convergence (QC) of the state frequency landscape for different number of initial conditions in Boolean

analysis (i) and different number of parameter sets randomly sampled from the parameter space for RACIPE (ii)

respectively. Error bars represent the mean SD of the corresponding frequencies obtained by n = 3 independent

simulations. B. i) Demonstration of JSD between two given probability distributions; JSD ranges from 0 to 1. ii)-iv)

Comparison of phenotypic frequency distributions for different EMP networks, as obtained from Boolean and RACIPE.

GRHL2 and OVOL1/2 are reported to play similar roles in inducing MET and/or inhibiting113

EMT [29, 30, 31]. Thus, epithelial (ZEB=0, miR-200=1, OVOL=1) and mesenchymal (ZEB=1,114
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miR-200=0, OVOL=0) phenotypes are seen consistently as most predominant ones in the RACIPE115

and Boolean model results for the SNAIL/miR-200/ZEB/OVOL network as well (Fig S1A, i). Since116

GRHL2 can self-activate [32] and OVOL can self-inhibit[33], we studied networks with GRHL2 self117

activation (referred to as GRHL2wa) and with and without OVOL self-inhibition (OVOL and OVOLsi118

respectively) (Fig 1B). In both Boolean and RACIPE, we observed that epithelial and mesenchymal119

states were the highest frequency phenotypes across these 3 cases(Fig S1A, iii-iv).120

For the SNAIL/miR-200/ZEB/OCT4/miR-145 network (hereafter referred to as ‘OCT4’ network;121

5 nodes, 10 edges), a maximum of 24 = 16 stable steady states are possible (value of each node = 0 or122

1; SNAIL is an input to the circuit). Boolean analysis across different numbers of initial conditions123

identified six out of the 16 possible states as stable steady states. The most predominant phenotypes124

were (ZEB=0, miR-200=1, miR-145=0, OCT4=0) and (ZEB=1, miR-200=0, miR-145=1, OCT4=1)125

which can be mapped on to epithelial and mesenchymal states correspondingly. Results obtained via126

RACIPE analysis are qualitatively consistent with those from Boolean model; with some additional127

but less frequent states identified via RACIPE (Fig S1A, ii). Similar consistency is observed when128

comparing the phenotypic distributions for SNAIL/miR-200/ZEB/miR-34/NRF2/KEAP1 network129

(hereafter called as ‘NRF2 network’; Fig S1C)130

Next, for each of these different EMP networks, we quantified the difference between the pheno-131

typic distributions obtained via RACIPE and Boolean models, using an information theory metric132

known as the Jensen-Shannon Divergence (JSD). JSD measures the dissimilarity between two given133

probability distributions and was calculated such that it varies between 0 and 1 (Lin, 1991); the134

larger the JSD, the more dissimilar or further apart are the two frequency distributions (Fig 2B,135

i). JSD for Boolean vs. RACIPE solutions for the EMP networks modelled here varies between 0.05136

to 0.27 (Fig 2B; S1B; S1C), suggesting a good quantitative agreement between the two methods.137

Thus, these results indicate that the phenotypic distributions enabled by these EMP networks is a138

feature of the underlying network topology rather than of specific kinetic parameters.139

2.2. Quantifying the effect of edge perturbations on phenotypic distributions of EMP networks via140

JSD141

To characterize the effects of network topology on phenotypic distributions further, we made142

changes to the topology in the form of single-edge perturbations and quantified the impact of these143

edge perturbations on the phenotypic distributions obtained from various EMP networks. An edge144

perturbation can be one of the following: a) deleting an edge, b) adding a (hypothetical) edge, and145
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c) changing the sign of an edge (i.e. from activation to inhibition or vice-versa). For a network with146

N nodes and E edges, there can be E edge deletions, (NC2 − E) additions, and E changes in edge147

sign. Thus, for the ‘wild-type’ (WT) SNAIL/miR-200/ZEB/GRHL2 network, 31 such perturbations148

are possible (Table S1), each of which will generate a new network topology. For every pertur-149

bation, we simulated the new network using both RACIPE and Boolean models and obtained the150

two corresponding phenotypic distributions. For the 32 distributions (31 perturbed + 1 ‘wild-type’)151

obtained via Boolean models, we then calculated the JSD between every two phenotypic distributions152

to identify perturbations that can drastically alter the phenotypic landscape. The network where the153

link from ZEB to GRHL2 was changed from inhibtion to activation/excitation (ZEB-GRHL2 2-1 )154

had the highest JSD from all remaining 31 networks (Fig 3A). RACIPE models, in addition to155

ZEB-GRHL2 2-1 identified another perturbation which stood out relative to others – the deletion of156

the inhibitory link from ZEB to miR-200 (Zeb-miR200 2-0 ) (Fig 3B). Similar analysis for the NRF2157

network using Boolean analysis identified two key perturbations while RACIPE analysis identified158

two additional ones (Fig S2A).159

Further, we compared JSD between perturbed and ‘wild-type’ networks, calculated via RACIPE160

and Boolean analysis (Fig 3C, S2B). While the absolute values of JSD were different for Boolean161

and RACIPE methods, a positive correlation was observed between the JSD values across all six162

EMP networks considered here. Moreover, the strongest perturbation obtained via both methods163

showed concordance (highlighed by the arrows in Fig 3C and S2B). These results further emphasize164

the role of network topology in phenotypic distributions generated by EMP networks.165

2.3. JSD does not correlate with phenotypic plasticity in EMP networks166

Next, we investigated whether the perturbed networks which are farthest from the ‘wild-type’167

network (i.e., having the highest JSD) are the ones with reduced phenotypic plasticity as well.168

Phenotypic plasticity is the ability of cells to sample multiple phenotypes (stable steady states)169

and to switch from one phenotype to another, spontaneously or under external factors. Here, we170

define phenotypic plasticity in two different ways based on RACIPE output. For every randomly171

chosen parameter set, RACIPE chooses 100 initial conditions and its output includes the possible172

one or more stable steady states for a given parameter set, depending on initial conditions. For some173

parameter sets, all chosen initial conditions converge to one stable state, while in others, multiple174

steady states (multistability) may be allowed. Thus, plasticity score 1 (PS1) is defined as the fraction175

of parameter sets that enable multistability (Fig 4A). The definition of plasticity score 2 (PS2) is176
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Figure 3: Quantifying the effect of single-edge perturbations on the network behaviour landscapes: A. Heatmap of the

distance between steady state distributions of all perturbations for the GRHL2 network from each other, obtained from

Boolean. Color bar shows the value of JSD. Each number (1-31) represents a particular perturbed network and number

2 represents ’wild-type’ (Table S1). The change of ZEB-GRHL2 link from inhibition to activation (highlighted in

red) has high JSD from all other perturbations and WT. B. Same as A, but for results via RACIPE. In addition

to the one identified via Boolean analysis, this heatmap highlights another perturbed network where the inhibitory

link from ZEB to miR-200 is broken. C. Scatter plots of JSD between the steady state distributions of a perturbed

network from WT as obtained via RACIPE vs. as obtained via RACIPE. Each dot in a plot represents a perturbed

topology for the EMP network mentioned – GRHL2 in i), OVOL in ii), OCT4 in iii) and NRF2 in iv). The strongest

perturbation identified by both Boolean and RACIPE is highlighted by the arrow. Spearman correlation coefficients

(ρ) are reported; ***: p < 0.001

more biology-centric. We first define the ‘phenotype’ of a given steady state based on the discretized177

expression levels of canonical epithelial and mesenchymal markers – miR-200 and ZEB respectively.178

This allows identifying various phases (combinations of co-existing steady states), such as the co-179

existence of epithelial and mesenchymal states {E,M} for instance. PS2 is the fraction of parameter180

sets which allow multiple phenotypic states, i.e. multistable phases (Fig 4A). For a given network,181

we calculated PS1 and PS2 scores for the ‘wild-type’ and perturbed topologies; a comparison of182

these two metrics revealed a strong positive correlation across all 6 networks (Fig 4B, S3A). The183

perturbed networks had both increasing as well as decreasing effect on phenotypic plasticity (Fig184

4B, S3A).185
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Figure 4: Metrics for quantifying phenotypic plasticity for the case of single-edge perturbations A. Two definitions

or plasticity: PS1 (top) is defined as the fraction of multistable parameter sets identified by RACIPE. PS2 (bottom)

is calculated after ZEB and miR200 expression levels are used to classify each steady state into Epithelial (E) – (high

miR-200, low ZEB) / Hybrid (H) – (high miR-200, high ZEB) / Mesenchymal (M) – (low miR-200, high ZEB) states.

Parameter sets are then characterized as monostable or multistable based on the phenotypic states they sample. PS2

is the fraction of parameter sets giving rise to multiple phenotypes. B. Scatter plot of PS1 vs. PS2 for different EMP

networks – WT (colored red) and perturbed (colored blue; single-edge perturbed: edge deletion, edge nature change

and edge additions) ones. Spearman correlation coefficients (ρ) are denoted; ***: p <0.0001

Further, we checked whether the topologies with the highest JSD from the ‘wild-type’ network led186

to a decrease or an increase in PS2 scores. We did not observe any significant overlap of the network187

topologies with the highest JSD vs. those with the highest or the lowest PS2 scores. This lack of188

trend was seen across all six networks considered (Fig 5A). Further, a scatter plot between JSD189

from the ‘wild-type’ network and fold-change in PS2 scores relative to the ‘wild-type’ was plotted.190

While some networks showed a negative correlation, others had no significant correlation between191

these two metrics (Fig 5B; S3B) Similar results were obtained for analysis done using PS1 scores for192

these perturbed networks (Fig S3C). Together, these observations suggest that JSD is not a good193

predictor of phenotypic plasticity.194

2.4. Number of positive feedback loops in EMP networks correlates with phenotypic plasticity195

Next, we revisited the network topologies with the highest JSD from the ‘wild-type’ network to196

identify any topological signatures and observed that all of them were disrupting an overall positive197

feedback loop in the ’wild-type’. Here, the ‘overall’ sign of a loop is defined by the product of signs198

of edges (positive for activation, negative for inhibition) that form a cycle/loop; thus, a mutually199
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Figure 5: JSD does not correlate with phenotypic plasticity. i) Venn diagrams showing the extent of overlap among

the perturbed networks that have the highest JSD from the ‘wild type’ network and those with the highest or lowest

fold change in plasticity scores (PS2). EMP networks shown are (from left to right): GRHL2, OVOL, NRF2, OCT4.

ii) Scatter plots for respective EMP networks. Each blue dot in a scatter plot is a perturbed network topology

corresponding to that EMP network. Spearman correlation coefficient (ρ) are denoted; ***: p<0.001

inhibitory loop between two molecular players is effectively a positive feedback loop. In the GRHL2200

network, the deletion of ZEB to miR-200 inhibitory link (ZEB-miR200 2-0 ) disrupted the mutually201

inhibitory loop between ZEB and miR-200. Similarly, converting the inhibitory link from ZEB to202

GRHL2 to being excitatory (ZEB-GRHL2 2-1 ) disrupted the mutually inhibitory feedback loop be-203

tween ZEB and GRHL2 (Fig 3A). In the NRF2 network, converting the inhibitory link from ZEB to204

E-cadherin to being excitatory (ZEB-Ecad 2-1 ) disrupted the mutually inhibitory loop between ZEB205

and E-cadherin, and converting the inhibitory link from miR-200 to NRF2 to excitatory (miR200-206

NRF2 2-1 ) disrupted the overall positive feedback loop formed by miR-200, KEAP1, NRF2 and207

SNAIL (Fig S2A).208

Previous analysis for simpler two-node networks has shown that mutually inhibitory and mutually209

excitatory loops (hence, both being overall positive loops) can lead to multistability which may drive210

phenotypic plasticity [34, 35]. Such networks are typically observed underlying the cell-fate decisions211

during embryonic development [36]. Similar observations have been made for miR-200/ZEB feedback212

loop in driving trans-differentiation through EMP [37, 38]. Therefore, we further inquired whether213

phenotypic plasticity can be correlated with the total number of positive feedback loops in a given214

network. We counted the number of positive feedback loops/cycles for all ‘wild-type’ and perturbed215
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Figure 6: The number of positive feedback loops in EMP networks correlates with phenotypic plasticity A. Demon-

stration of change in plasticity on altering the total number of positive feedback loops in GRHL2 network. Frequency

of multistable parameters (PS2) increases as compared to WT upon the addition of positive feedback loop (GRHL2-

miR200-ZEB-GRHL2) to the network (WT + 1) and reduces upon reduction of positive feedback loops by changing the

GRHL2-ZEB-GRHL2 cycle to negative feedback (WT – 1). B. Boxplots of PS2 vs. number of positive feedback loops

for all the perturbed networks for a given EMP network module. One-way ANOVA test suggests a statistically signif-

icant positive correlation between positive feedback loops and plasticity. C. Demonstration of network randomization

(the in-degree and out-degree of each node is preserved; however, the number of inhibitory/excitatory nodes arriving

at or emerging from a node are not necessarily conserved). D. Same as B, but for randomized network topologies.

One-way ANOVA suggests statistically significant positive correlation between positive feedback loops and plasticity.

p-value range for the one-way ANOVA test are mentioned on the plots.

topologies for all six EMP networks (see Materials and Methods for description). First, taking216

GRHL2 network as a case study, we showed that decreasing the number of positive feedback loops217

by one (WT-1) reduced phenotypic plasticity (Fig 6A), while the reverse was true when the number218

of positive feedback loops was increased by one(WT + 1, Fig 6A).219

Next, we compared the number of positive feedback loops in each perturbed network with the220

corresponding plasticity score. Box plots were used for comparison because the number of positive221
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feedback loops is a discrete quantity. Indeed, the mean plasticity score is higher for the groups of222

networks with higher number of positive feedback loops; this trend is observed across all six EMP223

networks in a statistically significant manner for both plasticity metrics – PS1, PS2 (Fig 6B; S4A-224

B), suggesting a correlation between the number of positive feedback loops in an EMP network, and225

its ability to give rise to phenotypic plasticity. We also observed that the total number of feedback226

loops (i.e., positive feedback loops + negative feedback loops) in the networks themselves did not227

exhibit any significant and consistent effect on plasticity, further emphasizing the role of positive228

feedback loops (Fig S5).229

To test whether this observed correlation between plasticity scores and the number of positive230

feedback loops is specific to the network topology studied, we generated randomized topologies for231

each given network by swapping the edges in a given network (Fig 6C). This procedure preserves the232

in-degree and out-degree of each node in the network but can change the distribution of excitatory233

or inhibitory links arriving at (in-degree) or originating from (out-number) a given node. Thus, for234

a given EMP network, such randomization can generate various network topologies with varying235

number of net positive feedback loops. For each randomized network topology, we calculated PS1236

and PS2. Similar to the perturbations, we observed a positive trend between plasticity and positive237

feedback loops (Fig 6D; S4C-D), strengthening our hypothesis that the number of positive feedback238

loops in a given EMP network is a good predictor of phenotypic plasticity.239

Next, for all EMP networks, we calculated the JSD of the randomized networks from their ‘wild-240

type’ counterparts and plotted the corresponding plasticity scores on a two-dimensional plot of JSD241

from the ‘wild-type’ (x-axis) and the number of positive feedback loops (y-axis) for a given randomized242

topology (Fig 7A, i; 7B,i). As expected, there was heterogeneity in plasticity scores for a fixed243

number of positive feedback loops as well as for a fixed range of JSD, suggesting that plasticity244

scores might depend on both the number of positive feedback loops and JSD from the ‘wild-type’245

network. Further analysis revealed that while the plasticity scores of the randomized topologies246

was significantly different for varied number of positive feedback loops (Fig 6D; S4C-D), no such247

significant difference was observed for varied range of JSD values (Fig 7A, ii; 7B, ii). This trend248

was seen across all six networks (Fig S6).249

To further confirm our observations, we segregated the randomized topologies into cases with250

varied number of positive feedback cycles, and calculated correlation between plasticity scores and251

JSD from the ‘wild-type’ network. The correlation coefficient varied from -1 to 1, even within a252

given EMP network with many instances being statistically insignificant (Fig 7C, i). However,253
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Figure 7: Correlation between JSD, plasticity, and number of positive feedback loops A. i) PS2 for every randomized

network for OCT4 network module plotted as a function of its JSD from the WT network and number of positive

feedback loops. Colorbar shows PS2 scores. ii) Boxplot for PS2 scores vs. range of JSD values for all networks plotted

in i); no significant trend observed. p-value corresponds to one-way ANOVA test. B. Same as A but for NRF2 network

C. i) For each EMP module, all randomized networks are sub-categorized based on number of positive feedback loops.

Each cell denotes correlation coefficient between JSD from WT and plasticity score fold change, wherever applicable

(i.e. number of samples corresponding to that network and feedback loop count > 3. The white boxes (NaN) represent

the cases with number of samples less than 3). Spearman correlation coefficient shown using color bar; significance

represented as : ∗ : p < 0.05, ∗∗ : p < 0.01, ∗ ∗ ∗ : p < 0.001 ii) For each EMP module, all randomized networks are

classified based on range of JSD values. Each cell denotes correlation coefficient between plasticity score fold change

and number of positive feedback loops. D. Same as C but for perturbed network for each EMP module. E. i) Larger

EMP network with 22 nodes and 72 edges. ii) Scatter plot between PS1 fold change and a change in positive feedback

loops of all perturbed networks (single-edge perturbations) corresponding to the larger EMP network. iii) Scatter plot

of PS1 fold change from WT with JSD from WT for these networks. iv) Scatter plot of JSD from WT and change in

positive feedback loops for each perturbed network. Color code denotes absolute value of PS1 for a given perturbed

network topology.
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when these randomized networks were segregated based on JSD, plasticity scores and number of254

positive feedback loops were positively correlated with statistical significance across all ranges of255

the JSD values and across the six EMP networks (Fig 7C, ii). Similar results were obtained for256

perturbed network topologies (i.e. the cases with perturbations – deletions and edge nature change257

and additions) across EMP networks (Fig 7B; 7D). Together, these results strongly support that258

the number of positive feedback loops, but not JSD, dictates phenotypic plasticity.259

To examine the scalability of these results, we analysed a larger EMP network (Fig 7E, i; 22260

nodes, 72 edges) and all single-edge deletions and edge nature change (activation to inhibition and261

vice-versa) perturbations (n=144) [25]. Given the network complexity, it becomes harder to associate262

mathematically observed stable steady states with biological phenotypes, and hence, we used the263

generic definition of phenotypic plasticity(PS1). The correlation between positive feedback loops264

and phenotypic plasticity was observed in this larger network as well (Fig 7E, ii). Interestingly, in265

this larger circuit, single-edge perturbations are capable of disrupting hundreds of positive feedback266

loops. The maximum number of positive loops disrupted by a single edge is approximately 1500;267

this perturbation can decrease the PS1 scores up to 30% (Fig 7E; ii). Given the large number of268

overall positive feedback loops in this network (n= 3111), the effect of disrupting a relatively small269

number of them does not have a pronounced effect on PS1 scores; however, we were able to identify270

single-edge perturbation that can halve the number of positive feedback loops in the network and271

correspondingly have a significant effect on phenotypic plasticity enabled by this network.272

3. Discussion273

Our ability to target phenotypic plasticity is limited by the understanding of its dynamics in274

tumors and the identification of tumor-specific molecular mechanisms driving it. While various tran-275

scriptional and epigenetic networks have been uncovered underlying phenotypic plasticity; how do276

these networks give rise to the co-existence of various drug-tolerant states, and the contribution of277

these different states to the minimal residual disease remain elusive [39]. Recent surge in our un-278

derstanding of the dynamics of EMP has elucidated how the underlying EMP regulatory networks279

can give rise to various phenotypes/cell states along the spectrum of EMP, and how these different280

subpopulations may co-exist in a tumor and collaborate to drive tumor aggressiveness [40]. Nonethe-281

less, targeting EMP in the clinic to observe a major reduction in metastasis still remains a challenge,282

because of the precise spatiotemporal regulation of EMP involved during metastasis. Thus, inhibiting283

one arm of EMP – say EMT – might actually promote MET and help colonization; and inhibiting284
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MET may facilitate more dissemin ation [7]. Moreover, inhibiting only EMT or MET may drive the285

cells into one or more hybrid E/M phenotypes that are considered to be the ‘fittest’ for metastasis286

[13]. Therefore, while targeting EMP is important for restricting metastasis and therapy resistance,287

how to achieve that remains an unsolved challenge.288

Our results present a computational platform to identify specific inhibitors for EMP using a289

network-level approach. We have simulated various networks identified to underlie EMP using differ-290

ent modeling strategies, to dissect the design principles underlying those networks and suggest how291

perturbing those networks may prevent the ability of cells to switch back and forth among the E,292

M and hybrid E/M phenotypes. Our analysis predicts that reducing the total number of positive293

feedback loops in the EMP network can restrict plasticity. A recent experimental study offers prelim-294

inary validation of this prediction, where disrupting the miR-200/ZEB mutually inhibitory (hence,295

an overall positive feedback) loop via CRISPR led to significantly reduced metastasis in vivo [37].296

This feedback loop has been identified as a key regulator of EMP through extensive experimental297

and computational analysis [27, 38, 41]. Mathematical modeling for this loop has predicted how298

clonal cells responding to the same EMT-inducing signal can display different phenotypes due to the299

emergent multistability (the co-existence of multiple steady states/ phenotypes), a prediction which300

was validated experimentally via single-cell analysis of EMP [37]. Various other EMP networks that301

have been mathematically studied have included various other direct or indirect positive feedback302

loops such as ZEB1/GRHL2 [28], ZEB1/ ESRP1 [42], ZEB1/miR-1199 [43], or miR-34/SNAIL [44].303

Different modeling frameworks have been used to investigate the dynamics of EMP, depending304

on the size of network. While small-sized networks have typically been modelled via continuous305

approaches [45, 46, 9, 38, 47, 48], larger networks have been modelled via discrete Boolean approaches306

due to lack of available kinetic parameters [24, 43, 49, 50]. While continuous models provide a more307

quantitative mapping of system dynamics but require many kinetic parameters that can become308

experimentally intractable, Boolean modeling approaches provide a good estimate of qualitative309

behavior of a biochemical system without requiring a large set of parameters [51], but are limited in310

terms of characterizing dynamic properties such as phenotypic plasticity and state transition rates.311

Thus, various efforts have been made to compare the dynamics of Boolean vs. continuous models and312

to integrate their strengths, particularly for capturing steady state distributions for smaller biological313

networks [52, 53, 54].314

Here, we compare the phenotypic distributions obtained for various EMP networks using Boolean315

approaches and using RACIPE [25] — an algorithm that generates an ensemble of continuous models,316
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each with a randomly chosen parameter set within a biologically feasible range. By simulating317

the models for a large number of parameter sets, this method tries to capture the parameteric318

variability observed in cell populations from one or multiple individuals. The qualitative and semi-319

quantitative agreement seen for Boolean and RACIPE models, across six EMP networks, enable us to320

understand the dynamics of EMP driven by network topology instead of specific kinetic parameter sets321

in a given cell/population. Furthermore, we could identify perturbations to the network topologies322

that affetced the phenotypic distributions significantly across parameter sets. Thus, our method to323

identify network-topology based predictions to inhibit EMP may provide an avenue to overcome a324

major bottleneck in targeted therapy — inter-individual variability in response. Moreover, through325

generating a larger number of randomized networks where the in-degree and out-degree of each node326

in the network was preserved, we showed that the phenotypic distributions and plasticity scores (PS1,327

PS2) obtained are specific to the particular topology of the networks regulating EMP. These results328

suggest evolutionary design principles of EMP networks that may have been optimized to induce329

EMP as/when needed during development/tissue regeneration, and stably maintain homeostatic330

differentiated phenotypes.331

Intriguingly, the change in phenotypic plasticity, defined by both the plasticity scores does not332

correlate with JSD of phenotypic distributions. One possible reason underlying this perceivably333

confounding result can be that the JSD only computes the distance between two steady state distri-334

butions; it does not capture information about whether the phenotypes can switch among themselves.335

(Spontaneous) phenotypic switching is facilitated by multi-stable phases, i.e. the co-existence of more336

than one stable steady state, for a given parameter set. Our results that the number of positive feed-337

back loops in a given network determines the extent of phenotypic plasticity is reminiscent of reported338

connection between positive feedback loops and plasticity in other aspects of cancer too, where mu-339

tually inhibitory loops between two ‘master regulators’ drive phenotypic switching [55, 56, 57, 58].340

Future efforts should aim at identifying which links(s) in the network to disrupt to cause maximal341

change in plasticity, because not every positive feedback loop may be equally likely to lead to mul-342

tistability [59, 60]. Moreover, for networks with the same number of feedback loops, the plasticity343

scores varied over a range, thus, identifying other predictors of plasticity based on network topology344

will be valuable. As an attempt to identify such complementary predictors, we investigated if JSD345

coupled with number of feedback loops can lead to isolate networks with highest plasticity, but no346

clear improvement in the trend was observed, eliminating JSD as a predictor of plasticity either347

individually or in combination with feedback loops.348
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Our results for the 26-node EMP network via RACIPE identifies an edge deletion that can reduce349

the positive feedback loops to the half of its original value, and thus has a significant impact on the350

plasticity. As more comprehensive networks representing the underlying biology are studied, RACIPE351

becomes too computationally expensive, and hence network theory based measures to identify the352

feedback loop that, when disrupted, can have maximal effect in curbing plasticity would be valuable353

for future therapeutic applications.354

Most of the targeted therapies in oncology target on disrupting a node in the network. Inevitably,355

most cells identify ‘escape’ routes by navigating various dimensions of the phenotypic plasticity356

landscape. Our results present an alternative and unorthodox mechanism to restrict the emergence357

of metastasis and drug resistance – breaking the feedback loops, i.e. targeting a link instead of a node,358

involved in phenotypic plasticity. Disrupting these feedback loops – the cornerstone of phenotypic359

plasticity – can restrict the ability of cancer cells to adapt to various therapeutic attacks and limit360

tumor aggressiveness.361
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4. Methods362

4.1. RAndom CIrcuit PErturbaiton (RACIPE)363

RACIPE [25] is a tool that simulates transcriptional regulatory networks (TRNs) in a continuous364

manner. Given a TRN, it constructs a system of ODE’s representing the network, randomly samples365

parameters from pre-defined parameter ranges and simulates the models at each parameter set for366

multiple initial conditions, resulting an output of the collection of parameter sets and corresponding367

steady states obtained from the model. For the current analysis, we used a sample size of 10000 for368

parameter sets and 100 for initial conditions. The parameters were sampled via a uniform distribution369

and the ODE integration was carried out using Euler’s method.370

4.2. Boolean simulations371

For discrete analysis of our networks, the Boolean algorithm devised by Font-Clos et al., [24] was372

used. The nodes are updated asynchronously according to a majority rule such that nodes state is set373

to 1 if the sum of activations to the node is more than the sum of inhibition and set to 0 if inhibition374

is more than activation. If inhibition and activations are equal, nodes are not updated. Steady state375

is said to have reached if the state of the network doesn’t change over time-steps. The input for this376

formalism is a set of 10000 initial conditions, which are randomly sampled from all possible states of377

the system and corresponding steady states.378

4.3. Discretization of RACIPE output and calculating the state frequency379

For a given network with i = [1, n] nodes, the steady state expression levels of the nodes were

normalized in the following way:

Ein =
Ei

fi

fi =
gi
ki

∏
j

λij

Where, for the ith node, Ein is the normalized expression level, Ei is the steady state expression level,

fi is the normalization factor, gi and ki are production and degradation of the ith node corresponding

to the current steady state and λij are the fold change in expression of i due to node j = [1, n]. The

normalized expression levels of all steady states are then converted into z-scores by scaling about

their combined mean:

Zi =
Ein − Ein

σin

where Ein is the combined mean and σin is the combined variance.380
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The z-scores are then classified based on whether they are negative or positive into 0 (low) and 1381

(high) expression levels respectively. Each steady state of the network is thus labelled with a string382

of 1’s and 0’s, discretizing the continuous steady state levels. We then calculate the total frequency383

of each discrete state by counting the occurrence in all the parameter sets. For parameter sets with384

n steady states, the count of each steady state is taken as 1/n, invoking the assumption that all the385

states are equally stable.386

4.4. Quantitative convergence387

To estimate the optimal sample size of parameter sets for RACIPE and that of initial conditions388

for Boolean models, all networks were simulated at different sample sizes in triplicates and the mean389

an variance of the steady state frequency distribution was calculated. 10000 was estimated as the390

ideal sample sizes for both methods as it was the smallest sample size for which the variance in steady391

state frequencies was minimum and the mean of the same was consistently similar to that of higher392

sample sizes.393

4.5. Jensen-Shannon Divergence to measure distance between phenotypic distributions394

To quantify the difference between two phenotypic distributions, an information theory metric,

known as the Jensen-Shannon divergence (JSD) (Lin, 1991) was used, calculated for any two discrete

frequency distributions P (x)andQ(x) as:

JSD(P ||Q) =
1

2
D(P ||M) +

1

2
D(Q||M)

where M = 1
2
(P +Q) and D denotes the Kullback-Leibler divergence, defined as

D(P ||Q) =
∑
x∈κ

P (x)log(
P (x)

Q(x)
)

The metric, JSD, varies between 0 and 1 when the base 2 logarithm is used for calculation, with 0395

indicating identical distributions and 1 indicating no overlap between the two distributions.396

4.6. Calculating the number of positive feedback loops in a network397

We estimated the number of cycles in the networks using the networkx module in Python 3.7,398

where a cycle is defined as a path traversed along the edges of a network that originates and ends at399

the same node. We then combine the nature of edges in each cycle to determine whether the given400

cycle is positive or negative. For example, in the OCT4 network (Fig 1B), ZEB-miR200-ZEB is a401

positive feedback loop, as it goes through inhibition-inhibition. On the other hand, ZEB-miR145-402

OCT4-miR200-ZEB is a negative feedback loop, as it goes through inhibition-inhibition-activation-403

inhibition.404
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4.7. Statistical tests405

All correlation analysis was done using Spearman correlation method using cor function in MAT-406

LAB. The corresponding statistical significance values are represented by ‘*’s, to be translated as: *:407

p<0.05, **: p<0.01, ***: p<0.001. One-way ANOVA test was performed using anova1 function in408

MATLAB.409
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Supplementary Information

Figure S1: Quantitative convergence (QC) and comparison of phenotypic distributions obtained from RACIPE and

Boolean A. QC of (i) OVOL, (ii) OCT4, (iii) OVOLsi and (iv) GRHL2wa using Boolean (top) and RACIPE (bottom).

B. Comparision of steady state frequencies obtained from RACIPE and Boolean for GRHL2wa and OVOLsi C. NRF2

QC plot (Boolean) and comparison of RACIPE and Boolean state frequency distributions
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Figure S2: Effect of perturbations on phenotype distribution A. Heatmap of JSD of perturbations made to NRF2

network from each other (no edge additions) as obtained from i) Boolean and ii) RACIPE. Network 10 is ’wild-type’.

The strongest perturbations are highlighted and the corresponding networks are shown with the heatmap. B. Scatter

plots of JSD of perturbed networks from WT obtained from Boolean and RACIPE for GRHL2wa and OVOLsi.
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Figure S3: Effect of JSD on phenotypic plasticity A. Scatter plot between PS1 and PS2 for GRHL2wa and OVOLsi.

B. Scatter plots for GRHL2wa and OVOLsi between fold change in plasticity vs change in phenotypic distribution

(JSD). Each dot represents a perturbed network topology of the mentioned network. C. Same plots as B for all the

networks, using PS1 instead of PS2
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Figure S4: Effect of positive feedback loops on plasticity A. Box-plot of PS2 vs positive cycles for GRHL2wa and

OVOLsi perturbed network topologies B. Box-plots of PS1 vs positive cycles for all perturbed network topologies

coresponding to each EMP network C. Same as A but randomized circuits D. Same as B but randomized circuits
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Figure S5: Effect of total number of feedback loops on network plasticity for perturbations of all 6 networks.
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Figure S6: Combined effect of positive cycles and JSD on plasticity A. Positive cycles vs JSD scatter plots for perturbed

network topologies of all 6 networks, colored according to plasticity B. Same as A but for randomized circuits
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Table S1: GRHL2 single-edge perturbations including edge-additions. A given single edge perturbation is named as :

FromNode-ToNode OriginalEdge-PerturbedEdge. 0 : no edge, 1: activation, 2: inhibition

Label Network

1 GRHL2-GRHL2 0-1

3 ZEB-miR200 2-1

4 GRHL2-GRHL2 0-2

5 miR200-miR200 0-1

6 miR200-ZEB 2-0

7 miR200-ZEB 2-1

8 SNAIL-SNAIL 0-1

9 ZEB-miR200 2-0

10 ZEB-ZEB 1-0

11 ZEB-ZEB 1-2

12 ZEB-GRHL2 2-0

13 ZEB-GRHL2 2-1

14 SNAIL-GRHL2 0-1

15 SNAIL-GRHL2 0-2

16 GRHL2-ZEB 2-0

17 GRHL2-ZEB 2-1

18 SNAIL-ZEB 1-2

19 GRHL2-miR200 0-1

20 GRHL2-SNAIL 0-2

21 GRHL2-miR200 0-2

22 GRHL2-SNAIL 0-1

23 SNAIL-ZEB 0-1

24 miR200-GRHL2 0-1

25 SNAIL-ZEB 0-2

26 SNAIL-ZEB 1-0

27 miR200-GRHL2 0-2

28 miR200-miR200 0-2

29 miR200-SNAIL 0-1

30 miR200-SNAIL 0-2

31 SNAIL-miR200 2-0

32 SNAIL-miR200 2-1 34
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Table S2: NRF2 perturbations without edge-additions. A given single edge perturbation is named as : FromNode-

ToNode PreviousEdge-OriginalEdge. 0 : no edge, 1: activation, 2: inhibition

Label Network

1 Keapl-NRF2 2-0

2 E-cad-NRF2 2-1

3 ZEB-ZEB 1-2

4 ZEB-miR34 2-0

5 miR200-Keap1 2-0

6 ZEB-miR200 2-0

7 SNAIL-miR34 2-0

8 SNAIL-ZEB 1-2

9 miR34-SNAIL 2-0

10 SNAIL-SNAIL 2-0

12 ZEB-miR200 2-1

13 miR200-ZEB 2-1

14 NRF2-SNAIL 2-1

15 E-cad-ZEB 2-1

16 ZEB-ZEB 1-0

17 miR200-Keapl 2-1

18 SNAIL-miR34 2-1

19 ZEB-E-cad 2-1

20 E-cad-NRF2 2-0

21 I-SNAIL 1-2

22 E-cad-ZEB 2-0

23 ZEB-E-cad 2-0

24 miR200-ZEB 2-0

25 SNAIL-miR200 2-0

26 SNAIL-SNAIL 2-1

27 SNAIL-miR200 2-1

28 NRF2-SNAIL 2-0

29 SNAIL-ZEB 1-0

30 Keapl-NRF2 2-1

31 miR34-SNAIL 2-1

32 ZEB-miR34 2-1 35

.CC-BY-NC-ND 4.0 International licenseis made available under a
The copyright holder for this preprint (which was not peer-reviewed) is the author/funder. It. https://doi.org/10.1101/854307doi: bioRxiv preprint 

https://doi.org/10.1101/854307
http://creativecommons.org/licenses/by-nc-nd/4.0/

	Introduction
	Results
	RACIPE and Boolean models have similar phenotypic distributions for EMP networks
	Quantifying the effect of edge perturbations on phenotypic distributions of EMP networks via JSD
	JSD does not correlate with phenotypic plasticity in EMP networks
	Number of positive feedback loops in EMP networks correlates with phenotypic plasticity

	Discussion
	Methods
	RAndom CIrcuit PErturbaiton (RACIPE)
	Boolean simulations
	Discretization of RACIPE output and calculating the state frequency
	Quantitative convergence
	Jensen-Shannon Divergence to measure distance between phenotypic distributions
	Calculating the number of positive feedback loops in a network
	Statistical tests


