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Abstract
The fifth-generation (5G) New Radio (NR) systems are expected to support a wide
range of emerging applications with diverse Quality-of-Service (QoS) requirements.
New application scenarios in 5G NR include enhanced mobile broadband (eMBB),
massive machine-type communication (mMTC), and ultra-reliable low-latency com-
munications (URLLC). New wireless architectures, such as full-dimension (FD) mas-
sive multiple-input multiple-output (MIMO) and mobile edge computing (MEC) sys-
tem, and new coding scheme, such as short block-length channel coding, are envi-
sioned as enablers of QoS requirements for 5G NR applications. Resource manage-
ment in these new wireless architectures is crucial in guaranteeing the QoS require-
ments of 5G NR systems. The traditional optimization problems, such as subcar-
riers and user association, are usually non-convex or Non-deterministic Polynomial-
time (NP)-hard. It is time-consuming and computing-expensive to find the optimal
solution, especially in a large-scale network. To solve these problems, one approach is
to design a low-complexity algorithm with near optimal performance. In some cases,
the low complexity algorithms are hard to obtain, deep learning can be used as an
accurate approximator that maps environment parameters, such as the channel state
information and traffic state, to the optimal solutions.

In this thesis, we design low-complexity optimization algorithms, and deep learning
frameworks in different architectures of 5G NR to resolve optimization problems sub-
ject to QoS requirements. First, we propose a low-complexity algorithm for a joint
cooperative beamforming and user association problem for eMBB in 5G NR to max-
imize the network capacity. Next, we propose a deep learning (DL) framework to
optimize user association, resource allocation, and offloading probabilities for delay-
tolerant services and URLLC in 5G NR. Finally, we address the issue of time-varying
traffic and network conditions on resource management in 5G NR.
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Chapter 1

Introduction

1.1 5G New Radio

In the last few decades, wireless communications have become an inherent part of
our daily life and experienced an exponential growth. Prior to 5G networks, most
mobile communications served human-oriented connections, such as real-time access
and information sharing including texts, images, audios and videos [1]. Next phase of
telecommunications growths will be expanded greatly to machine applications which
connect different types of machines and environments, equipped with sensors and
actuators, and the systems operate in an automated fashion with little human in-
teraction. Beyond the need for human-type communications, 5G networks are also
expected to support orders of magnitude machine-type devices, which are extremely
likely to drive an ever-increasing demand for wireless connectivity.

5G NR is expected to support various wireless communication needs and create ubiq-
uitous connectivity for everyone and every device and machine. It will enable a wide
range of application scenarios with diverse QoS requirements. According to QoS re-
quirements, new application scenarios in 5G NR can be categorized into three types:
eMBB with a significant increase in data rate requirements, URLLC with stringent
latency and reliability requirements, and mMTC with a large number of connectivities
[2, 3, 4]. The applications will be very common in the very near future, such as virtual

1



1.1 5G New Radio 2

reality (VR)/augmented reality (AR), mission-critical Internet of Things (IoT) and
autopilot vehicles [5, 6].

The QoS requirements of three new application scenarios mainly focus on the ever-
increasing data rate, extra-low latency, and extra high reliability.

• High Data Rate: High data rate requirements are inevitable when the needs
of users are not only limited to the content of text messages and voice calls
but also expand to daily gaming and high-definition video streaming [7, 8].
The network deployment should be optimized to provide such high data rate
services, estimated up to gigabytes per second, e.g., 10 Gb/s for eMBB services
[9].

A system with a massive number of antennas deployed at the BS in a 2-
dimension (2-D) grid is envisioned for enlarged traffic volume networks. It
is often referred to as an FD massive MIMO system [10, 11, 12].

• Low Latency: The latency in the literature is often measured by the end-to-end
(E2E) delay of a packet, which is defined as the interval between the arrival time
of a packet and the time when the processing of the packet is finished [13, 14]. In
wireless communications, the possible delay components in E2E delay compose
of transmission delay, queueing delay, computing delay and backhaul delay [15].
Overall, the required E2E delay for URLLC services should be bounded by 1
ms.

One promising way of reducing E2E delay is to allow users to upload their
packets to a nearby AP, such that the delays in backhauls and core networks,
transmission and computing can be relieved. A system that enables such up-
loading and computing operations in a local area is the MEC system [16], which
deploys APs equipped with computing capability servers.

• High Reliability: The reliability is a performance metric of how often a packet
is lost, i.e., packet loss probability. It is particularly crucial for applications
such as remote surgery, intelligent transportation and factory automation [17],



1.2 Wireless Communications in 5G New Radio 3

as the violation of packet loss probability will lead to incalculable consequences.
Packet loss probability can be contributed by decoding errors and processing
delay violations [18]. In traditional wireless communications, Shannon’s capac-
ity has been widely used to estimate the achievable data rate for an infinite
block-length. However, Shannon’s capacity cannot characterize decoding error
probability [19].

To reduce the transmission delay of URLLC services, the block-length of chan-
nel codes is short, and the decoding error probability should be taken into
account. To characterize the decoding error probability, the approximation of
the achievable rate in the short block-length regime should be applied [20].

1.2 Wireless Communications in 5G New Radio

In this section, we will introduce current promising solutions to satisfy QoS require-
ments, including FD massive MIMO and MEC, as well as the development of short
block-length channel coding.

1.2.1 Full-Dimension Massive MIMO

The idea of using a massive number of antennas was proposed for the first time in
[21], in which a BS equipped with hundreds of antennas can simultaneously serve tens
of users. It subsequently received growing research interests [22, 23, 24]. First, with
an infinite number of antennas at the BS, the effect of small-scale channel fading
is eliminated. Second, simple forms of user detection and precoding can achieve
optimal performance, e.g., match filter and eigenbeamforming, as uncorrelated noise
and intra-cell interference disappear. Third, the transmit power at the user during
uplink transmission can be arbitrarily small. However, the implementation of massive
MIMO in practice is challenging due to the limited physical BS tower space and
operating carrier frequency. For example, a uniform linear array requires around
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1.9m horizontal space to deploy 32 antenna elements with half of the wavelength
when the carrier frequency is 2.5 GHz [25].

FD massive MIMO, which deploys a large number of antenna elements in a 2-D grid at
the BS, has been proposed in Third Generation Partnership Project (3GPP) standard
[26] to settle the issue of physical space limitation at the BS [27, 28, 29, 30, 31]. With
an FD massive MIMO array at the base stations (BS), we can exploit the angles of
arrival of the FD wireless channels in both horizontal and vertical directions to form
a beam, while the conventional 1-dimension (1-D) massive MIMO can only generate
beams in either the horizontal or the vertical direction. As a result, users in the same
horizontal direction (related to the BS) but different in the vertical direction can be
distinguished and served simultaneously.

1.2.2 Mobile Edge Computing

MEC is a fusion of techniques and theories in mobile computing and wireless com-
munications [32]. The idea is to gather the idle computation resources distributed at
the network’s edges to accommodate the needs of computation-intensive and latency-
critical tasks at mobile users [33]. Expected to welcome tens of billions of wireless
devices requesting computing services [34], especially with the requirements of strin-
gent QoS in latency, proximate access to a BS or an AP with computing servers
becomes a key enabler in 5G NR.

One of the advantages of MEC over mobile cloud computing (MCC) is to shorten
the E2E delay from the end user to the remote cloud center. The latency can be
segmented into three components (propagation, computation and communication) in
MEC, which are determined by propagation distance, computing capacity and the
wireless transmission rate, respectively. In a typical dense small-cell network, the
propagation distance for MEC is tens of meters, which dramatically shortens the
delay in propagation. In terms of the computing capacity at a BS or an AP, the edge
server normally has 102 ∼ 104 times higher capacity than a CPU with 3.3 GHz, 8
GB RAM, 70 GB storage space for running a popular game [32]. For the latency in
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communication, advanced designs should be jointly considered with MEC such that
latency-critical tasks can be guaranteed, such as short block-length coding techniques.

Another advantage of MEC is mobile energy savings. Most user devices, such as IoT,
health monitoring and surveillance applications [35], have limited battery capacity.
By offloading the computation-intensive tasks to MEC servers, the energy consump-
tion of processing these tasks can be relieved from the user devices. It has been
shown in [36] that the battery life can be extended by 30 ∼ 50% for different AR
applications.

1.2.3 Short Block-length Channel Coding

Shannon’s capacity has been adopted for decades to approximate an accurate error-
free achievable rate when the block-length of channel codes is sufficiently large. How-
ever, Shannon’s capacity model underestimates the delay for finite block-length packet
transmissions and fails to sustain the desired error probability at a given fixed finite
block-length. For some mission-critical applications, 3GPP outlines the general QoS
requirement for one transmission of a packet as 99.999% (error probability of 105) for
32 bytes with a latency of 1 ms [26]. Since such applications, e.g. URLLC services,
often have small packets to transmit and the transmission delay is very low, the trans-
mission is not error-free in finite block-length channel codes. As a result, Shannon’s
capacity cannot characterize the maximal rate with a given error probability.

In the short block-length regime, Polyanskiy et al. derived the maximal achievable
rate as a function of block-length and error probability [20]. Finite block-length
information theory reveals the relationship between the desired decoding error rate
and system bandwidth in low-latency short packet applications. Based on the short
block-length channel model, Schiessl et al. computed probabilistic delay bounds in
Rayleigh fading channels for low-latency applications [37]. They also pointed out
that the design of finite block-length models should extend up to the application
layer by taking queueing effects into account to characterize the latency of short
packet applications.
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1.3 Research Problems and Contributions

5G NR specifies the different types of application scenarios with their corresponding
QoS requirements. In this work, we will focus on the designs, optimizations, and
machine learning techniques over radio resources to achieve these QoS requirements,
i.e. high data rate, low latency and high reliability.

The designs of resource management in wireless communications have attracted sig-
nificant attention from both academia and industry and have been widely studied. In
the literature, there are two kinds of approaches to find the optimal solution to the
problem: optimization algorithms and machine learning algorithms. There are many
challenges in designing and applying these algorithms, such as balancing the trade-off
between complexity and performance, ensuring real-time implementation, adjusting
to non-stationary wireless networks, and guaranteeing QoS. In the following, we will
identify some research problems in algorithm designs and applications for wireless
communications.

• Low Computational Complexity: The radio resources in wireless communica-
tions include continuous variables, such as transmit powers, beamforming vec-
tors, and discrete variables; for example, the number of subcarriers, anten-
nas and the user association decisions. For joint optimization problems over
both continuous and discrete variables, they are non-convex and NP-hard prob-
lems [38, 39, 40]. Taking the example of joint problems over beamforming and
user association for eMBB services, optimization algorithms can be classed into
two groups. In [41, 42, 43, 44, 45, 46, 47], the joint beamforming and user
association optimizations were solved via sequential optimization, where the
beamforming vectors and user association decisions are optimized alternately.
However, this method is inefficient for a large-scale network with a large num-
ber of BSs and users. The second group includes the distributed algorithms
employed in [48, 49, 50, 51, 52, 53, 54, 55, 56]. In particular, a distributed
alternating direction method of multipliers (ADMM) method was introduced
to obtain the cooperative beamforming solutions in a parallel manner in [51].



1.3 Research Problems and Contributions 7

However, Lagrangian multipliers need to be exchanged between the BSs at the
central unit for the ADMM algorithm, which leads to severe computation de-
lays, especially for a dense network. The belief propagation (BP) solver was
proposed in [48, 49, 50, 52] to compute the optimal beamforming vectors at
local factor nodes, where each factor node independently computes all possible
beamforming vectors solutions, and removes the requirement of a central pro-
cessing unit as needed in the ADMM-based method. However, the complexity
of the distributed BP in [48, 49, 50, 52] becomes prohibitive when the number of
factor nodes or the number of possible states increases. Moreover, the compu-
tation complexity of these schemes will significantly increase with the increase
in the number of transmit antennas, which results in heavy computational bur-
dens at the BSs. It is thus essential to develop distributed and low-complexity
algorithms to solve joint NP-hard problems.

• Real-time Implementation: QoS constraints of some services, such as delay-
sensitive and URLLC services, may not have closed-form expressions. To ex-
ecute optimization algorithms, the system needs to evaluate the complicated
non-closed form QoS constraints, and thus suffers from a long processing delay
[57, 58]. Since optimization algorithms need to search the optimal solution when
the network settings change, such as the number of users or different channel
distributions, they are suitable for small-scale problems, such as resource allo-
cation in a single AP scenario [59, 60]. When the scale of the problem grows,
DL algorithms have the potential to find a near-optimal solution in a real-time
manner [61]. Based on the universal approximation theorem of deep neural
network (DNN) [62], a DNN can be used as an approximator of an optimal
policy. The state-action pairs obtained from the optimal policy can be used as
labeled samples to train the DNN. Once the training of the DNN is finished, the
resource allocation can be computed from it with different channel realizations.
The accuracy performance of DNNs is proportional to the number of training
samples. As a result, a well-trained DNN requires a long period of training in
general. How to enable DL algorithms to allocate resources in real time deserves
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further study.

• Adjustment to Time-varying Channel and Traffic Conditions: It is worth noting
that the application of DL in wireless networks is not straightforward. Even if
we can obtain a large number of labeled training samples, the pre-trained DNN
is not accurate when the wireless network is non-stationary. For example, the
distribution of wireless channels and the types of services in the network may
vary. These non-stationary parameters that are not included in the input of
the DNN are referred to as hidden variables [63]. During the training phase,
we assume that the hidden variables are fixed. However, in practical systems,
these hidden variables drift over time. As discussed in [63], a DL algorithm can
easily pick up on these hidden variations, which leads to inconsistent prediction
performances over time.

• QoS Guarantee: According to the Universal Approximation Theory, if the opti-
mal policy is a deterministic and continuous function, then the approximation
can be arbitrarily accurate [62]. For some discrete optimization variables, such
as the number of subcarriers and the user association decisions, the approxi-
mation of the DNN can be inaccurate due to the quantization of these discrete
variables. As a result, the solution obtained from the DNN cannot fully guar-
antee the QoS requirements of different types of application scenarios.

Satisfying the QoS requirements in 5G NR for resource management cannot be ad-
dressed by only algorithm designs, but should take into account of enabling network
architectures. Within different wireless scenarios targeted at guaranteeing QoS, al-
gorithms should be analyzed specifically and designed to tackle the above-mentioned
challenges.
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1.3.1 Design of Low-Complexity Algorithm in Full-Dimension

Massive MIMO Networks

To support application scenarios such as eMBB services, FD massive MIMO can
boost the data rate and improve spectrum efficiency. Most of the existing works in
FD massive MIMO beamforming designs have focused on a single-cell deployment
only, and few works have been done in multi-cell networks. In the latter, the exis-
tence of inter-cell interference (ICI) leads to a significant signal-to-interference-and-
noise ratio (SINR) and spectral efficiency degradation [64]. To tackle this problem,
cooperative beamforming, which enables the cooperation between BSs to generate
desired beams to each user in the network jointly, has been widely used to manage
ICI and improve the spectrum efficiency of conventional MIMO cellular networks
[65, 66, 67, 48, 49, 50, 51, 52]. In addition to cooperative beamforming approaches,
the concept of user association has also been introduced in cellular massive MIMO
networks to improve spectral efficiency [68]. User association brings additional degrees
of freedom in communication between BSs and users, where users can be dynamically
associated with the BS that provides a higher SINR and indirectly further suppresses
ICI.

Such a joint optimization problem of cooperative beamforming and user association is
a non-convex and NP-hard problem. As mentioned above, it is challenging to obtain
a low-complexity algorithm, especially for large-scale massive MIMO networks. In
our first research problem (Chapter 3), we propose a distributed Gaussian belief
propagation (GaBP)-based algorithm to tackle the joint optimization problem in FD
massive MIMO cellular networks [J2]. The main contributions of the chapter include:

• Incorporating the vertical direction in the joint design of beamforming and user
association will require different channel models and thus different optimization
variables. The channel models in our considered FD massive MIMO networks
capture multiple channel paths in both horizontal and vertical directions. This
is in contrast to the channel model used in the previous works on a conventional
MIMO network with 1-D antenna arrays that capture only horizontal directions.
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We introduce a binary indicator to represent the association between a user and
a specific beam from a BS, defined as the binary beam association factors (BAF).
This variable is in contrast to existing methods where the binary indicator
represents the association between a user and a BS. By incorporating this new
variable, i.e. BAF, and FD channel models, we can extract both horizontal
and vertical beam directions and associate users with them, which has not
been done before, leading to higher network capacity and a significantly lower
computational cost.

• The above problem is formulated as a general non-convex and NP-hard problem,
which is known to be unsolvable in linear time. To tackle this, we propose a novel
low-complexity three-step GaBP-based distributed optimization solver to obtain
feasible solutions efficiently. Compared with existing works that use alternating
or sequential optimization approaches, the complexity of our proposed GaBP-
based algorithm is significantly lower, which is linear to the size of the network.
Note that the optimization solver can be used for other optimization problems
that follow the same general optimization formulation structure in this chapter
as well.

• Simulation results confirm that the proposed GaBP-based distributed solver
that converges within only a few iterations significantly outperforms the non-
cooperative scheme in [69] and the 1-D beamforming scheme in [44]. Moreover,
the distributed computing methods based on GaBP can significantly reduce
computation delays, which makes it favorable in practical cellular networks.

1.3.2 Design of Deep Learning in Mobile Edge Computing

Systems

To enable ultra-low latency requirement of application scenarios, such as delay-
sensitive and URLLC services, MEC can shorten the processing time of users’ compu-
tational tasks in propagation delays and computation delays. How to implement the
algorithm in real time so that the stringent latency requirement can be guaranteed
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deserves further study. In Chapter 4, we propose a DL architecture, where a digital
twin of the real network environment is used to train the DL algorithm off-line at a
central server. From the pre-trained DNN, the mobility management entity (MME)
can obtain user association schemes in real time. Specifically, we improve energy
efficiency (EE) of users in an MEC system, subject to the delay and reliability con-
straints of URLLC services and the stability constraint of delay-tolerant services. To
the authors’ knowledge, this is the first research work that incorporates the concept
of a digital twin with wireless networks [J1]. The main contributions of this chapter
are summarized as follows.

• We propose a DL framework for improving EE of URLLC and delay-tolerant
services in an MEC system with multiple APs. The normalized energy consump-
tion, defined as the energy consumption per bit, is minimized by optimizing user
association, resource allocation, and offloading probabilities. Within this frame-
work, the optimal user association scheme is approximated by a DNN, which
is first trained off-line at the central server and then sent to MME. For a given
user association scheme, the resource allocation and task offloading policy is
optimized at each AP.

• We establish the digital twin of the MEC system to explore labeled training
samples, where the network topology, the channel and queueing models, and
the fundamental rules are adopted in the digital twin to mirror the real system.
The basic idea is to evaluate the normalized energy consumption, delay, and
reliability of different user association schemes in the digital twin and save the
best one in the memory as a training sample.

• Considering that the performance achieved by different user association schemes
depends on the behavior of each AP, i.e., the resource allocation and task of-
floading policy, we propose an algorithm that can converge to the global optimal
resource allocation with linear complexity. Then, the algorithm is used in the
digital twin for performance evaluation.

Furthermore, simulation results show that the proposed DL framework can achieve a
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lower normalized energy consumption with less computing complexity compared with
an existing solution, and can approach the global optimal solution.

1.3.3 Design of Deep Transfer Learning with Quality-of-Service

Guarantee

Our previous sections focus on how to design algorithms to guarantee QoS require-
ments of either one type of eMBB services or two types of services (delay-tolerant
services and URLLC). In Chapter 5, we will extend our algorithm to support var-
ious types of services with QoS requirements on data rate, latency, and reliability
[J3]. In addition, the proposed algorithm can also adjust to time-varying channel
and traffic conditions with a high probability of QoS guarantee. To illustrate our ap-
proach, we consider an example problem that minimizes the total power consumption.
The method can be easily extended to other kinds of problems, such as maximizing
spectrum efficiency. Our main contributions are summarized below:

• We establish a deep learning framework that can obtain a near-optimal energy-
efficient bandwidth and transmit power allocation scheme in 5G NR systems,
where the QoS requirements of delay-tolerant, delay-sensitive, and URLLC ser-
vices are satisfied. The optimization problem is a Mixed-Integer Non-Linear
Programming (MINLP) since the number of subcarriers allocated to each user
is an integer and the transmit power is a continuous variable.

• To obtain training samples, we develop an optimization algorithm to solve the
MINLP, and analyze the convergence conditions, in which the algorithm con-
verges to the global optimal solution of the MINLP. In addition, we prove that
the conditions hold for delay-tolerant and delay-sensitive services. For URLLC,
our analysis shows that the conditions hold in an asymptotic scenario, where
the number of antennas is sufficiently large. Our numerical results validate that
the conditions also hold in non-asymptotic scenarios.
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• We observe that the output of a DNN cannot guarantee the QoS requirement of
different types of services. To address this issue, we develop a cascaded structure
of neural network (NN). The first NN obtains bandwidth allocation for multiple
users. Given bandwidth allocation, the transmit power that is required to satisfy
the QoS requirement of each user is obtained from the second NN.

• We adopt deep transfer learning to fine-tune pre-trained NNs in non-stationary
wireless networks. The basic idea is to reuse the first several layers of the pre-
trained NNs and train the last a few layers with a small number of new training
samples. Numerical and simulation results show that the cascaded NNs can
converge quickly in non-stationary wireless networks.

1.4 Thesis Outline

The rest of this thesis is organized as follows.

Chapter 2 starts by briefly introducing the concepts of network architectures, includ-
ing full-dimension massive MIMO, mobile edge computing, and short block-length
channel codes. Then, it presents the optimization solvers from optimization al-
gorithms to deep learning. The main contributions of this thesis can be found in
Chapter 3-5. Each chapter has its own separate notations which are tabulated and
presented at the start for the readers’ convenience. Chapter 3 focuses on the low-
complexity algorithm design for eMBB services in FD massive MIMO cellular net-
works. In Chapter 4, we extend to hybrid 5G services (delay-tolerant services and
URLLC) in MEC networks using deep learning to realize real-time resource manage-
ment. In Chapter 5, a deep transfer learning framework is designed for the purposes
of: adjusting to services in 5G NR with diverse QoS requirements and being flexible
to non-stationary network parameters, and guaranteeing a high probability of QoS
requirement. Finally, a summary of this thesis and its major findings are provided in
Chapter 6 along with some concluding remarks and directions for future research.



Chapter 2

Preliminaries

In this chapter, we will introduce some network architectures and mathematical
solvers used in the analyses and optimizations in the thesis.

2.1 Network Architectures

In this section, we provide some preliminary information on three enablers of wireless
network architectures, which support the QoS requirements in 5G NR, i.e., high data
rate, low latency, and high reliability.

2.1.1 Full Dimension Massive MIMO

Compared with the conventional MIMO system, FD massive MIMO is characterized
by two main features: the number of antennas is asymptotically infinite and 2-D
in angular domain. Before we analyze the 2-D antenna array, we first examine the
asymptotic performance of a massive MIMO system with a 1-D antenna array.

Let us consider a downlink system in with a 1-D massive MIMO BS, having a uni-
form linear M antennas array serving an omni-directional single-antenna user. For
simplicity, we first analyze this typical multiple-input single-output (MISO) system,

14
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then we will extend to a multi-user multi-BS MIMO system. The antennas at the
BS is uniformly distributed with an equal space of λD, where λ is the frequency car-
rier wavelength and D = 0.5√

(1−cos(2π/M))2+sin(2π/M)2
, resulting in a minimum distance

between antenna elements being equal to λ/2.

Assuming no line-of-sight propagation, the channel vector between the BS to the user
is h ∈ CM and we have h ∼ CN (0,R), where R is the channel covariance matrix.
By using Karhunen–Loeve representation, the channel vector can be expressed by

h = UΛ
1
2 w, (2.1)

where U ∈ CM×r is the unitary matrix of the eigenvectors of R corresponding to
the nonzero eigenvalues, Λ is an r × r diagonal matrix with elements representing
the nonzero eigenvalues of R, and w is a random vector with each entry following
CN (0, 1).

…

BS with 

Uniform Linear Array

User

Figure 2.1 – One ring model with a uniform linear antenna array

For simplicity, we assume the one-ring model as in Fig. 2.1, where a user is located
at a distance s and an azimuth angle of arrival (AoA) θ towards the BS, The user
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is surrounded by a ring of scatterers with a radius r and the angular spread is ∆ ≈
arctan(r/s). As in [70], the m, pth entry of correlation matrix, representing the
correlation between the channel coefficients of antennas 1 ≤ m, p ≤M , is given by

[R]m,p = 1
2∆

∫ −∆+θ

−∆+θ
exp−j2πD(m−p) sin(α) dα. (2.2)

When the number of antennas M goes up to infinite, i.e., M →∞, the eigenvectors
of a circulant matrix C, i.e., F, can approximate the eigenvectors of R, i.e., U, in the
sense that

lim
M→∞

1
M
||U[a,b]UH

[a,b] − F[a,b]FH
[a,b]||2F = 0. (2.3)

Here, X[a,b] represents the vector for any interval [a, b] such that the asymptotic
eigenvalue cumulative density function (CDF) of the eigenvalues of R is continuous
on [a, b] and XH is the conjugate-transpose operation for matrix X. The detailed
proofs can be found in Fact 1 and Fact 2 in [70].

As in [71], the eigenvectors of circulant matrix C form a unitary discrete Fourier
transform (DFT) matrix with the m, pth entry of [F]m,p = e−j2π(m−1)(p−1−M/2)/M

√
M

. This
indicates that when the BS is equipped with a large number of antennas, the channel
correlation matrix R can be well approximated by its circulant form C. In other
words, the corresponding matrix U of the channel covariance eigenvectors can be ap-
proximated by a unitary DFT matrix F. The channel correlation R has the following
property:

lim
M→∞

[R − FΛFH ]m,p = 0. (2.4)

In this way, we can design the beamforming vectors by replacing U with its DFT
approximation F in the regime of large M .

So far, we draw the conclusion based on the approximation of the DFT matrix for
the channel correlation matrix in a 1-D antenna array for massive MIMO. Now we
extend this approximation to a system where the antennas at the BS are deployed in
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a 2-D grid and M = MVMH , where MV and MH are the number of antenna elements
in the vertical and horizontal directions, respectively. With very large MV and MH ,
the horizontal and vertical channel correlations, i.e., RH and RV , have the following
properties:

lim
MH→∞

[RH − FHΛHFHH ]m,p = 0,

lim
MV→∞

[RV − FV ΛVFHV ]m,p = 0, (2.5)

where FH is the horizontal DFT matrix with

[FH ]m,p = 1√
MH

e−j2π(m−1)(p−1−MH/2)/MH ,m, p = {1, ...,MH} (2.6)

and FV is the vertical DFT matrix with

[FV ]m,p = 1√
MV

e−j2π(m−1)(p−1−MV /2)/MV ,m, p = {1, ...,MV }. (2.7)

Substituting (2.5) into (2.1), we can extend the channel model from MISO system to
K users N BSs MIMO system and transform it into the asymptotic approximation,
given by

hnk = FΛ
1
2
nkwnk, k ∈ {1, ..., K}, n ∈ {1, ..., N}, (2.8)

where wnk is the vector form of matrix Wnk ∈ CMH×MV with each entry following
CN (0, 1), and

Λnk = Λnk,H ⊗Λnk,V (2.9)

is an M ×M diagonal matrix with Λnk = diag{λ1
nk, . . . , λ

M
nk}. In addition, the DFT

matrix F is an M ×M matrix obtained as

F = FH ⊗ FV . (2.10)

With the help of the asymptotic approximation for FD massive MIMO as in (2.8),
each specific orthogonal beam direction generated by nth BS can be represented by
an eigenvector of F. Moreover, the channel weights of kth user in these orthogonal
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beam directions can be weighted by the eigenvalues of the diagonal matrix Λnk.

2.1.2 Mobile Edge Computing

The initiative of MEC is to shorten the E2E delay from the end user to the remote
cloud center by reducing delays in propagation and computation. The key components
of a typical MEC system include mobile devices, such as users, remote sensors and
autopilot vehicles, and MEC servers, normally equipped on BSs or APs. The MEC
servers are normally deployed in close proximity with mobile devices and have small-
scale data processing capability. The transmission between mobile devices and MEC
servers is via wireless communications.

In the following, we will introduce the models of computation tasks, queueing models
and computing models for MEC/local servers and energy consumption models for
the the mobile devices in an MEC system, as illustrated in Fig. 2.2. The models of
wireless communications will be introduced in the next Section 2.1.3.

Computation 

Tasks ( , !, ")

Binary Offloading

Partial Offloading

Communication Models

Latency

Energy Consumption

Queueing Models:

Latency 

Communication Models:

Latency

Energy Consumption

Computing Models: 

Latency

Energy Consumption

Offloading

Optimization

Local Computing 

No

Yes

MEC Servers

Figure 2.2 – Summary of MEC models
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Computation Task Models

Mobile devices usually generate heavy computation tasks, which can be processed by
either their local servers (an embedded processor equipped on a mobile device) or
nearby MEC servers. Such tasks can be represented by three parameters (L, τ,X):
the size of task L, the completion deadline τ and the computation workload X (CPU
cycles/bit) [72].

The purpose of these parameters is to capture the information on the computation
and communication demands of the task, QoS requirements (maximum latency) and
potential energy consumption. For different scenarios in an MEC system, various
parameters can be used to present similar information. For example, if queueing
models are considered in wireless channels and computation processes, then the task
arrival rate λ should replace the completion deadline τ to evaluate the queueing length
and queueing delays [73].

When the computation tasks are processed at the MEC servers, there are two types of
offloading methods depending on different applications: binary offloading and partial
offloading. Binary offloading is suitable for highly integrated or small size tasks, which
cannot be partitioned and need to be processed as a whole. For example, the size of
a task generated by URLLC application is normally as small as 32 bytes [4]. Due to
the small size of the task and stringent delay requirements, the entire URLLC task
should be processed either by offloading to the MEC server or locally at the mobile
device. On the other hand, some mobile applications include multiple components,
(i.e., an AR application is composed of video process, location tracking, environment
building, objects identifying and recognizer displaying [74]) which makes it possible
for it to be partially processed at the MEC server as well as the local device.

Queueing Models

As indicated in [37], queueing effects should be taken into account in MEC systems
to analyze latency components, especially when the system supports short packet
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applications, i.e., URLLC. In an MEC system, a queueing model should be selected
based on the supporting types of application scenarios.

Arrivals of tasks

MEC Server

 

 

Arrivals of tasks

FCFS

Processor-sharing

MEC Server

(a)

(b)

Figure 2.3 – Queueing model at MEC servers

As shown in Fig. 2.3(a), the packets of computation tasks from mobile devices are
waiting in the queue of an MEC server and are served on a first-come-first-served
(FCFS) basis. The service rate of the MEC server S is allocated to each task in turn,
such that the processing delay is greatly shortened. However, the queueing delay
bound can be violated if the distribution of the number of CPU circles required to
process packets has a heavy tail. As a result, the total delay requirement (including
processing delays and queueing delays) of users may not be satisfied.

Another type of queueing model is to let computation tasks arrive at the MEC server
concurrently, as shown in Fig. 2.3(b). The service rate S is evenly allocated to all the
computation tasks in the buffer, which is referred as to processor-sharing (PS). For
example, when there are i tasks waiting in the queue, the service rate allocated to
each task is S/i. With PS server, the application scenarios with short packets, such
as URLLC, can bypass the queue of long packets in the MEC server.

Computing Models at Mobile Devices

The local computing is executed at the CPU of a mobile device. The performance
of the CPU mainly depends on the CPU-cycle frequency f . In practice, the value
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of f can adjust within the regime of f ∈ [0, fmax], with fmax being the maximum
CPU-cycle frequency. For a task (L, τ,X), the execution latency at the local server
(the mobile device) is

tloc = LX

f
. (2.11)

Here, one can increase f to meet applications’ latency requirements, but at the cost
of higher CPU energy consumption.

The energy consumption of a CPU cycle is k0f
2 [75, 76], where k0 is a coefficient

depending on the chip architecture. As a result, for the task (L, τ,X), the energy
consumption is given by

Eloc = k0LXf
2. (2.12)

Computing Models at MEC Servers

The delay of a computation task offloading to its nearby MEC server consists of
queueing delays in wireless transmissions and the server, transmission duration, and
computation delays at the server. As indicated in [77, 78], the computation latency
can be neglected compared with the transmission or queueing latency when the com-
putation loads for MEC servers are much lower than their computation capacities.
In the way, during the design of an MEC system, the computation loads should not
exceed servers’ computation capacities and the stability of the queue at the MEC
servers should be guaranteed.

For a computation task L, τ,X, the transmission delay Td can be calculated by

Td = L

Rmec
, (2.13)

where Rmec is the achievable rate via wireless links and Rmec is proportional to the
transmit power Pmec. One can increase the transmit power to reduce the transmission
delay at the cost of higher energy consumption.

When mobile devices offload to MEC servers, the energy is consumed by transmitting
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the computation task via wireless links, given by

Emec = PmecTd. (2.14)

2.1.3 Shannon Capacity v.s. Short Block-Length Channel

Coding

The data rate gain has been treated as the main design objective for the previous
generations of wireless communications. The way to accurately characterize the data
rate depends on the information payload (data bits) required to transmit. In the
channel coding process, the information payload is mapped into a continuous-time
signal, which can be described by

Nbl ≈ BT, (2.15)

where B is the approximate bandwidth and T is the approximate duration. Nbl is
the block-length, which represents the number of degrees of freedom required for the
transmission of the information payload.

In information theory, when recovering the transmitted signal from distortion and
noise over wireless channels, the receiver has higher probability of successfully decod-
ing a signal when Nbl is large [79]. It is because by using the law of large numbers,
i.e., Nbl → ∞, the distortion and noise can be averaged out. However, when Nbl is
small, the error in channel coding cannot be neglected. Next, we will examine the
channel coding schemes for both long and short block-lengths.

Long Block-Length Channel Coding: Shannon Capacity

Long block-length refers to the fact that the information payload in a packet is much
larger than its control information. Shannon capacity is used to asymptotically mea-
sure the achievable rate Rmax(εbl, Nbl), when the packet error probability εbl can be
arbitrarily small due to the infinite block-length [79].
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For an additive white Gaussian noise (AWGN) channel, the Shannon capacity can be
expressed as

C = lim
εbl→0,Nbl→∞

Rmax(εbl, Nbl)

= log(1 + γ), (bits/second/Hz), (2.16)

where γ is the signal-to-noise ratio (SNR). In wireless communications, the asymp-
totic achievable rate by Shannon capacity is given as

Rlong−bl = B log(1 + γ), (bits/second). (2.17)

Short Block-Length Channel Coding

In the short block-length regime, the control information in a short packet is no longer
negligible in size compared to its information payload. Any inefficient encoding of
control information may lead to the deterioration in the overall transmission [80].

To gain an accurate estimate of the achievable capacity in a short block-length regime,
[20] derived Rmax(εbl, Nbl) with εbl as

Rshort−bl = B

(
C −

√
V

Nbl
f−1
Q (εbl)

)
, (bits/second), (2.18)

where V = 1 − (1 + γ)−2 is the channel dispersion, f−1
Q (·) is the inverse function of

the Q-function fQ(x) =
∫∞
x

1√
2πe
−t2/2dt. Compared with (2.16), (2.18) indicates that

a penalty on Shannon capacity is added to ensure a certain packet error probability
εlb in the short block-length regime.

We denote the number of bits in a packet as b. With the given transmission duration
T and TRshort−bl = b, the decoding error probability can be expressed by

εbl =
∫ ∞

0
fQ


√
BT

V

[
ln(1 + γ)− b ln 2

BT

] fg(x)dx, (2.19)

where fg(x) is the probability density function of the small-scale channel gain g.
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2.2 Optimization Solvers

In this section, we will introduce the solvers used to obtain near-optimal solutions for
NP-hard problems, ranging from optimization algorithms to machine learning ones.

2.2.1 Belief Propagation

BP is a graph-based message-passing algorithm which, by computing and propagating
the marginal distribution of the variable node over the observations for the other
variable nodes, is used to obtain a near-optimal solution for an objective function Q
with discrete optimization variables β = [β1, ..., βK ]. Taking a maximization problem
as an example, the objective function Q can be decomposed into K sub-objective
functions, given by

Q(β) = max
β

∑
k∈K

Qk(β). (2.20)
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Figure 2.4 – Factor graph for belief propagation

We begin our introduction by building a factor graph, consisting of K variable nodes
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and K factor nodes, as in Fig. 2.4. The edges connecting variable nodes and fac-
tor nodes, drawn as dotted lines, indicate the information communications between
corresponding factor and variable nodes. The dashed boxes indicate that each node
k consists of one variable node and one factor node, which represent optimization
variable βk and factor objective function Qk(β), respectively.

To explain the messages flowing in the factor graph, n(t)
k→k′(βk) and m

(t)
k′→k(βk) denote

messages from/to variable nodes to/from factor nodes in iteration t, shown as arrows
in red and green in Fig. 2.4, respectively. These messages represent the estimates
of the sub-objective function Qk(β) with the used states of variable βk at factor and
variable nodes. The message n(t)

k→k′(βk) is sent out by variable node k to factor node
k′ at iteration t. The equation (2.21) interprets the fact that the message depends on
all messages coming into variable node k from neighboring factor node i, except for
the one coming in from the target factor node k′.

n
(t)
k→k′(βk) = δ(t− 1)

∑
i 6=k′m

(t−1)
i→k (βk). (2.21)

Then, the message n(t)
k→k′(βk) is used as an input to calculate the message m(t)

k′→k(βk)
sent by factor node k′ to variable nodes in iteration t. The message m(t)

k′→k(βk) is
obtained by summing all messages coming from variable nodes i into factor nodes k′

(except for the factor node k), with the objective function Qk′(β) of factor node k′.

m
(t)
k′→k(βk) = δ(t)

(∑
β\βk

Qk′(β) +
∑

i 6=k n
(t)
i→k′(βi)

)
, (2.22)

To prevent the computation overflow at each node, the messages flowing in factor
graph at iteration t are normalized by the constant δ(t). We can calculate δ(t) =
1/
√∑K

k=1 m̄
(t)
k at each variable node, where m̄(t)

k = ∑
βk∈β

(
m

(t)
k′→k(βk)

)2
. The value

of m̄(t)
k is obtained from factor node k by summing all outgoing messages m(t)

k′→k(βk).
The above steps are repeated in parallel until the following stopping criterion is met:

‖m(t)
k′→k(βk)−m

(t−1)
k′→k(βk)‖ ≤ ε. (2.23)
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The belief of variable node can be obtained as pk(βk) = ∑
k′∈Km

(t)
k′→k(βk), which

represents the likelihood estimates of the optimization variables after the stopping
criterion is met. The optimized β̂k is then selected to achieve the maximum pk(βk),
that is β̂k = arg maxβkp

k(βk).

We can use results from [81] to determine the convergence of BP algorithm.

Theorem 2.1. [81, eq. (19)] With the independent variables in messages of BP
algorithm, β, the message m(t)

k′→k converges to a fixed point ε when t→∞.

To execute the BP algorithm, each node calculates its messages passing to the others
simultaneously and computes the optimal solutions. Thus, the computation can be
done in parallel at each node level. Considering the discrete variable βk hasM possible
values, the message in (2.22) requires combinations of all the possible values. This
computation grows exponentially in M .

2.2.2 Deep Learning

DL is a family of machine learning methods with the aid of DNN. The learning
process can be categorized into supervised, unsupervised and reinforcement learning.
In this thesis, we only focus on supervised deep learning.

In supervised DL, deep neural networks can be applied to infer a function from a
set of labeled data, comprising inputs and desired outputs [82]. The deep neural
networks can be tailored to the learning task by adjusting their weights and bias,
with the purpose of minimizing a loss function representing the difference between
the outputs of neural networks and the labeled outputs. As indicated in the Universal
Approximation Theorem [62], any deterministic continuous function defined over a
compact set can be approximated arbitrarily well with a neural network.

A DNN consists of multiple layers of neurons, as shown in Fig. 2.5. The set of all the
weights and biases of the DNN is denoted as θ = {W [l], b[l], l = 1, ..., LDNN}, where
LDNN is the number of layers, and W [l] and b[l] are the weights and the biases in the
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Figure 2.5 – The illustration of deep learning with deep neural networks

lth layer, respectively. The relation between the input and output of the lth layer
can be expressed as

y[l] = fδ
(
W [l]x[l] + b[l]

)
, (2.24)

where x[l] and y[l] are the input and output of the lth layer, and the activation
function, fδ(x) is an element-wise operation of a vector.

Denoting the inputs of DNN are X and the labeled outputs are Y ∗; the DNN is
used to approximate the function, mapping the relation X → Y ∗. The outputs of
the DNN is Ỹ = fθ(X), where fθ(·) is the approximator function with the DNN
parameter θ.

The loss function is to measure the difference between Y ∗ and Ỹ , normally defined in
the form of L(fθ(X),Y ∗). For example, for discrete variables, a typical loss function
is cross entropy L = (Y ∗)T log(Y ∗)+ (1 − Ỹ )T log(1 − Ỹ ) [83]. When the variables
are continuous, quadratic loss L = 1

2(Y ∗ − Ỹ )2 is used [84, 85].

By applying the chain rule of Calculus, the parameters of DNN θ at each layer is
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updated through back propagation, given as

θ(t+1) = θ(t) − η∇L(fθ(t)(X),Y ∗), (2.25)

where η is the learning rate to control the steps of parameter update.

2.2.3 Deep Transfer Learning

Authors in [86] pointed out one of the most serious problems in deep learning is
insufficient data. It has been found that the scale and the accuracy performance of
the model has a linear relationship to the size of the required amount of data. It is
desirable to obtain as much data as possible to train a model. However, the data
collection in some domains can be complex and expensive, thus it is difficult to build
a large-scale data set.

In transfer learning, the requirements of training data and training time are relieved
significantly, because the model in a target domain does not need to train from scratch,
but transfers the knowledge learned from a source domain to the target domain.
Before we introduce deep transfer learning, we will first clarify some notations and
define transfer learning.

The learning process is to accomplish a learning task based on a data domain. Ac-
cording to the definitions in [87], a domain consists of a feature space and the cor-
responding marginal probability distribution, e.g., D = {χ, P (X)}, where X ∈ χ.
A task, i.e., T = {Y ∗, f(X)}, consists of a label space and an objective predictive
function f(X) that maps from X to Y ∗.

Definition 2.1. (Transfer Learning) [86, def. 1] For a learning task Tt and its data
domain Dt, a related learning task Ts with Ds can assist by discovering and transfer-
ring its latent knowledge, whereDs 6= Dt and/or Ts 6= Tt. In this way, the performance
of predictive function fT (·) for learning task Tt can be improved. In most cases, the
size of Ds is much larger than that of Dt.
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Deep transfer learning is to apply deep neural networks to transfer the learned knowl-
edge from a source domain to a target domain, for the purpose of saving the training
time and training data. A formal definition is given by [86] as below.

Definition 2.2. (Deep Transfer Learning) [86, def. 2] For a transfer learning task
{Ds, Ts,Dt, Tt, fT (·)}, it is deep transfer learning when fT (·) is reflected by a deep
neural network.

It is an interesting phenomenon that the first few layers of DNN can capture the
general features of a domain and the last few layers map some more specific features.
It motivates researchers to use the method of fine-tuning in deep transfer learning.
By fixing the parameters of the first few layers of DNNs, the back propagation is
activated only in the last few layers. In this way, only the parameters of DNN in
the last few layers will be updated and fine-tuned to adjust to the target task Tt and
domain Dt.



Chapter 3

Design of Low Complexity

Algorithm in Full-Dimension

Massive MIMO Networks

3.1 Introduction

The cooperative beamforming designs in FD massive MIMO systems can be catego-
rized into two groups based on the type of channel state information (CSI). In the
first group, instantaneous CSI was assumed in [65, 66, 67, 48, 49, 50], where several
cooperative beamforming designs were proposed to maximize the network capacity.
In [65], authors for the first time proposed a novel optimization method and an align-
ment method to cancel the interference, which can guarantee the secure transmissions
of users in cognitive radio networks. However, instantaneous CSI is challenging to
acquire when large-scale antenna arrays are employed at the BSs. To alleviate the
instantaneous CSI requirement, the second group of existing works exploits the sta-
tistical CSI (e.g., spatial channel correlation matrices between the users and BSs) for
the cooperative beamforming design [51, 52].

In addition to cooperative beamforming approaches, the concept of user association
has also been introduced in cellular massive MIMO networks to improve spectral

30
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efficiency [68]. User association brings additional degrees of freedom in communi-
cation between BSs and users, where the latter can be dynamically associated with
the BS, which provides a higher SINR and indirectly further suppresses ICI. The
association between users and BSs is generally indicated by a binary user association
factor (UAF) [53, 41, 42, 43, 54, 56, 88]. In [53], the user association is performed such
that the data transmissions from BSs introduce the least interference in a multi-cell
network, which therefore improves the network performance. In the current literature,
a heuristic algorithm has been developed to solve user association problems in massive
MIMO networks [44], where beamforming vectors are designed based on statistical
CSI before user association decisions, i.e., a decoupled design is considered. The joint
beamforming design and user association has also been widely studied to maximize
the network capacity for conventional MIMO cellular networks [47, 45, 46, 55, 89].
Nevertheless, these existing works are designed for a 1-D antenna array and are inca-
pable of capturing beams in both horizontal and vertical directions simultaneously,
when FD MIMO arrays are employed at the BSs.

In this chapter, we focus on FD massive MIMO cellular networks and propose a joint
cooperative beamforming and user association algorithm to maximize the downlink
network capacity, subject to the SINR target of each user based only on statistical
CSIs. The considered joint optimization problem is well known as a non-convex and
NP-hard problem [90, 91, 92] due to the discrete association indicators. To obtain a
feasible solution with a low computational cost, we first approximate statistical CSIs
by using DFT matrices, where the eigenvectors represent the potential beam direc-
tions that each user can select and the eigenvalues indicate the channel weights in
these beam directions, respectively. Building upon this model, we introduce a binary
indicator to represent the association between a user and a specific beam from a BS,
defined as the BAF. Accordingly, we transform the joint optimization problem into
a problem on the BAFs only, such that the low-complexity distributed algorithm in-
troduced in the following can be employed. The reformulated optimization problem
is still non-convex due to the binary values of BAFs. To tackle this, we develop a
three-step GaBP-based approach to obtain feasible and near-optimal BAFs in parallel
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with a linear complexity. To be more specific, in the first step, by proving that max-
imizing the network capacity is approximately equivalent to maximizing the number
of connected users in the network, we relax the binary BAFs into continuous values
and further transform the optimization problem into a linear programming (LP) op-
timization. In the second step, the GaBP method is employed to obtain the solution
of the LP in parallel with linear complexity. In the third step, we further propose two
mapping algorithms to map these means back to binary forms such that the original
user association constraint is satisfied. The central idea is to choose the largest con-
tinuous BAF by treating the continuous solutions from GaBP as incentive measures;
i.e., a specific beam is more likely to be assigned to a user if the corresponding channel
is in a better condition and the interference to the other users is smaller than in the
other solutions. The first mapping scheme heuristically searches the largest BAFs
that meet the constraints of the original optimization for all users, whose complexity
is only linear to the number of users. The second mapping algorithm aims to directly
find the binary BAFs that return the largest network capacity, whose complexity
is polynomial to the number of BSs and users. Different performance-complexity
trade-offs will be observed for the above two mapping algorithms.

The detailed notations and definitions used in this chapter are summarized in Table
3.1. The remainder of this chapter is organized as follows: Section 3.2 introduces
the system model. The optimization problem of joint cooperative beamforming and
user association is presented in Section 3.3. Section 3.4 demonstrates the three-
step GaBP based distributed solver. In Section 3.5, the computational complexity is
discussed. The simulation results are shown in Section 3.6, and Section 3.7 concludes
this chapter.

3.2 System Model

We consider an FD multi-cell massive MIMO downlink in FDD mode with a total
number of N BSs and K omni-directional single-antenna users, as shown in Fig.
3.1. We assume a 2D antenna array with a total number of A antenna elements at
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Table 3.1 – Notations

Notation Definition
x scalar
x vector
X matrix
IN N ×N identity matrix
(·)T transpose of a matrix
(·)H conjugate-transpose of a matrix
� component-wise inequality between two vectors
N(i) neighboring nodes of node i in Section 3.4
⊗ Kronecker product of two matrices
� Hadamard product of two matrices
bXca ath column of matrix X
[X]p,q (p, q)th element of matrix X
vec(·) vectorization operation
diag(·) diagonal matrices
E expectation
C complex
CN complex Gaussian distribution
N total number of BSs
K total number of users
A total number of antenna elements at each BS
Nv, Nh number of antenna elements in the vertical , horizontal direction
gnk channel vector between BS n and user k
αnk large-scale fading coefficient
hnk small-scale channel coefficient vector
H̃nk Nh ×Nv random matrix with each entry following CN(0, 1)
Ωnk,v, Ωnk,h vertical , horizontal channel correlation matrices
Unk,v , Unk,h vertical , horizontal unitary matrix
Λnk,h, Λnk,v vertical , horizontal eigenvalue matrix
λnk eigenvalue of channel coefficient
wnk unit-norm beamforming vector of user k from BS n
βnk user association factor between user k and BS n
Γk SINR of user k
Γ̄k minimum required SINR for user k
Fv , Fh vertical , horizontal DFT matrix
γk SLNR of γk
γ̄k lower bound of the expected SLNR γk
θnak beam association factor between user k and a-th beam of BS n
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each BS and A = NvNh, where Nv and Nh are the number of antenna elements in
the vertical and horizontal direction, respectively. To guarantee only one main lobe
for each beamforming pattern, we assume half-wavelength antenna spacing for both
horizontal and vertical directions [69]. The users are randomly distributed in both
horizontal and vertical directions.
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Figure 3.1 – Full Dimension Massive MIMO Deployment Scenario

3.2.1 Channel Model

Assuming no line-of-sight propagation, we express the channel vector between BS n
and user k as

gnk = √αnkhnk, (3.1)

where αnk is the large-scale fading coefficient, and hnk ∈ CA×1 represents the small-
scale channel coefficient vector between the antenna elements of BS antenna array
and users. According to [69], hnk can be written as

hnk = vec(Ω
1
2
nk,hH̃nkΩ

1
2
nk,v). (3.2)
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In (3.2), H̃nk is an Nh × Nv random matrix with each entry following CN(0, 1).
Ωnk,h ∈ CNh×Nh and Ωnk,v ∈ CNv×Nv are the horizontal and vertical channel cor-
relation matrices between single-antenna user k and the antenna elements of BS n,
respectively. Throughout this chapter, following [69, 93], we assume BSs have the
information of Ωnk,h and Ωnk,v. With the eigen decomposition, the horizontal and
vertical channel correlation matrices can be written as

Ωnk,h = Unk,hΛnk,hUH
nk,h,

Ωnk,v = Unk,vΛnk,vUH
nk,v,

(3.3)

where Unk,h and Unk,v are unitary matrices and Λnk,h = diag{λ1
nk,h, . . . , λ

Nh
nk,h},

Λnk,v = diag{λ1
nk,v, . . . , λ

Nv
nk,v}, This eigendecomposition reveals the fact that the

channel vectors between BSs and users in (3.1) are composed of multiple horizon-
tal and vertical directions, represented by unitary matrices Unk,h and Unk,v, and the
corresponding weights at these directions, indicated as Λnk,h and Λnk,v, respectively.

3.2.2 System Model

In the considered multi-cell network, we assume BS n has only the statistical CSI of
each user k, i.e., Ωnk,h and Ωnk,v, whereas perfect CSI is assumed for each user [69].
We denote the unit-norm beamforming vector of user k from BS n as wnk ∈ CA×1

[69, 93] and the UAF as βnk, respectively. βnk = 1 if user k is connected to BS n,
otherwise βnk = 0. We assume that the data symbol sk for user k is transmitted only
by a single BS. Accordingly, the received signal at user k is expressed as

yk =
N∑
n=1

βnkgHnkwnksk +
N∑
n=1

K∑
j=1,j 6=k

βnjgHnkwnjsj + zk, (3.4)

where zk is the normalized complex additive white Gaussian noise with CN (0, σ2
k).

Based on (3.4) we obtain the expression of SINR of user k, given by

Γk =
∑N
n=1 βnk‖gHnkwnk‖2

σ2
k +∑N

n=1
∑K
j=1,j 6=k βnj‖gHnkwnj‖2 . (3.5)
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Subsequently, the ergodic achievable rate of user k can be expressed as

Rk = E[log2(1 + Γk)], (3.6)

and the ergodic sum rate of the network is

R =
∑K

k=1Rk. (3.7)

Accordingly, we construct the optimization problem that maximizes the network ca-
pacity on the UAF and the beamforming vectors as

max
β,W

R(β,W) (3.8)

s.t. E[Γk(β,W)]


≥ Γ̄k, if

∑N
n=1 βnk = 1,

= 0, otherwise,
(3.8.1)

∑N

n=1 βnk ≤ 1, (3.8.2)

βnk ∈ {0, 1}, (3.8.3)

where Γ̄k is the minimum required SINR for user k, β = [βT1 , . . . ,βTK ]T represents
a column vector with βk = [β1k, . . . , βNk]T , and W = [w11, . . . ,w1K ,w21, . . . ,wNK ]
represents the beamforming matrix. The constraint (3.8.1) is to guarantee that each
associated user meets its minimum SINR requirement, and the constraint (3.8.2)
indicates that each user k can be associated with at most one BS.

3.3 Optimization Problem Formulation

The formulated optimization problem (3.8) on the network capacity by jointly op-
timizing the beamforming vectors and the user association factors is well-known to
be a non-convex and NP-hard problem [90, 91, 92]. Directly solving this non-convex
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problem in our scenario with a large number of optimization variables is impossi-
ble in practice. To develop a practical solution for (3.8), we propose a distributed
solver based on GaBP with low computational complexity and fast convergence speed.
To enable the distributed GaBP algorithm, firstly the original optimization problem
needs to be transformed into linear programming whose objective function will reflect
and represent the network capacity, as detailed below. While the transformation into
a linear problem inevitably leads to a sub-optimal result, this transformation allows
us to implement the low-complexity and distributed GaBP-based algorithm for the
considered scenario, which will be introduced in Section 3.4. The numerical results
will also show that the proposed scheme is promising in terms of both performance
and complexity, compared to the benchmark schemes in the literature.

In the following, we show how (3.8) is transformed into an optimization on UAF βnk

only. Firstly, we represent the wireless channel vector as DFT matrices by employing
the asymptotic analysis. Then, we use the average signal-to-leakage-and-noise ratio
(SLNR) metric to derive the optimal wnk with respect to βnk.

3.3.1 Asymptotic Analysis For Massive MIMO Channel

We assume a large number of antennas at BSs, i.e., A � 1, which is equivalent to
Nv � 1 and Nh � 1. According to [70], the correlation matrices of a large-scale
FD antenna array can be asymptotically approximated as DFT matrices. A similar
result has also been adopted in [69, 93]. With very large Nv and Nh, the horizontal
and vertical channel correlations of user k to BS n have the following properties:

lim
Nh→∞

[Ωnk,h − FhΛnk,hFHh ]pq = 0,

lim
Nv→∞

[Ωnk,v − FvΛnk,vFHv ]pq = 0,
(3.9)

where Fh is the horizontal DFT matrix with

[Fh]p,q = 1√
Nh

e−j2π(p−1)(q−1−Nh/2)/Nh , p, q = {1, ..., Nh} (3.10)
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and Fv is the vertical DFT matrix with

[Fv]p,q = 1√
Nv

e−j2π(p−1)(q−1−Nv/2)/Nv , p, q = {1, ..., Nv}. (3.11)

Substituting (3.9) into (3.1), the asymptotic approximation of the channel vector can
be transformed into

gnk ≈
√
αnkFΛ

1
2
nkh̃nk, (3.12)

where h̃nk = vec(H̃nk) and
Λnk = Λnk,h ⊗Λnk,v (3.13)

is an A×A diagonal matrix with Λnk = diag{λ1
nk, . . . , λ

A
nk}. In (3.12), F is an A×A

matrix obtained as
F = Fh ⊗ Fv. (3.14)

Each column of F is an eigenvector corresponding to a specific orthogonal beam
direction generated from the massive MIMO BSs. The elements of the diagonal matrix
Λnk are eigenvalues representing the channel weights of user k in these orthogonal
beam directions generated by BS n.

3.3.2 SLNR Based FD Beamforming

Based on the SINR expression in (3.5), it is observed that an update of the beam-
forming vector wnk for one user k leads to the variations in the SINR for other users,
which further results in variations in the beamforming designs wnj for them. To avoid
the above described interdependency between users’ beamforming vectors wnk and
wnj, j 6= k, we adopt a SLNR metric instead, which is defined as

γk(β,W) =
∑N
n=1 βnk‖gHnkwnk‖2

σ2
k +∑N

n=1
∑K
j=1,j 6=k βnj‖gHnjwnk‖2 , (3.15)

where the second term ∑N
n=1

∑K
j=1,j 6=k ‖gHnjwnk‖2 in the denominator represents the

total power leaked from user k’s beamforming direction to other users’ channel direc-
tions. By using the SLNR formulation (3.15) to approximate (3.5), the dependency
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between users’ beamforming vectors in the optimization problem is removed. How-
ever, changing the performance metric from SINR to SLNR results in loss of capacity.
This is because the objective network capacity for the minimization of the interference
is converted to that for minimizing signal leakage. Note that in previous beamforming
design work [69, 70, 94, 93], the SLNR criterion has been used to achieve the trade-off
between complexity and network capacity.

Based on the SLNR metric, we derive the beamforming vector of user k as a function
of UAF β. First, we obtain the lower bound of the expected SLNR γk defined in
(3.15) as

E[γk](β,W)

= E
[ ∑N

n=1 βnk‖gHnkwnk‖2

σ2
k +∑N

n=1
∑K
j=1,j 6=k βnj‖gHnjwnk‖2

]
,

(a)
≥

E
[∑N

n=1 βnk‖gHnkwnk‖2
]

E
[
σ2
k +∑N

n=1
∑K
j=1,j 6=k βnj‖gHnjwnk‖2

] ,
(b)
≥

∑N
n=1 βnkαnkwH

nkFΛnkFHwnk

σ2
k +∑N

n=1
∑K
j=1,j 6=k βnjαnjwH

nkFΛnjFHwnk

∆= γ̄k,

(3.16)

where step (a) is derived by applying Mullens inequality [95], i.e., E[X/Y ] ≥ E[X]/E[Y ]
if X and Y are independent random variables. Step (b) is obtained by substituting
(3.12) into (3.16.a), where E[h̃nkh̃

H

nk] = IA.

Without loss of generality, we denote the index of the BS chosen by user k for a given
β by ñ, and we can rewrite γ̄k in (3.16) with a given β as

γ̄k(β|n = ñ) = βñkαñkwH
ñkFΛñkFHwñk

σ2
k +∑K

j=1,j 6=k βñjαñjwH
ñkFΛñjFHwñk

. (3.17)

For the condition of βk = 0, i.e., βñk = 0, which means that user k does not connect
to any BSs, (3.17) still holds. Based on the revised expression for γ̄k in (3.17), we
rewrite γ̄k(β|n = ñ) in (3.17) in a matrix format as

γ̄k(β|n = ñ) = wH
ñkFdiag(Lk(β|n = ñ))FHwñk, (3.18)



3.3 Optimization Problem Formulation 40

where diag(Lk(β|n = ñ)) is a diagonal matrix with eigenvalue entries on the diagonal
representing the weights for different eigenvectors. The entry of Lk(β|n = ñ) =
[l1k(β|n = ñ), ..., lak(β|n = ñ), ..., lAk (β|n = ñ)] is given by

lak(β|n = ñ) = βñkαñkλ
a
ñk

σ2
k +∑K

j=1,j 6=k βñjαñjλ
a
ñj

,∀a ∈ {1, . . . , A}. (3.19)

Subsequently, in view of the Rayleigh-Ritz quotient result [96], the optimal beam-
forming vector wñk that maximizes γ̄k(β|n = ñ) is the eigenvector corresponding to
the largest entry of Lk(β|n = ñ), i.e. λmaxk . The index of λmaxk is a function of β,
given as

xk(β) = max
a

(lak(β|n = ñ)), ∀a ∈ {1, . . . , A} (3.20)

and the corresponding eigenvector is the xk(β)-th column of F. As a result, the
optimal beamforming vector that leads to γ̄k = λmaxk is written as

wñk(β|n = ñ) = bFcxk(β). (3.21)

By substituting (3.21) and (3.17) into (3.16), the maximum lower bound of the ex-
pected SLNR can be updated as

E[γk](β) ≥
βñkαñkbFcHxk(β)FΛñkFHbFcxk(β)

σ2
k +∑K

j=1,j 6=k βñjαñjbFcHxk(β)FΛñjFHbFcxk(β)

= βñkαñkλ
xk(β)
ñk

σ2
k +∑K

j=1,j 6=k βñjαñjλ
xk(β)
ñj

.

(3.22)

By substituting wñk(β|n = ñ) = bFcxk(β) into (3.5) and (3.6), we can rewrite the
ergodic achievable rate of user k as

Rk =E[log2 (1 + Γk(β))]
(a)
≤ log2 (1 + E[Γk(β)])

= log2

1 + E

 βñkαñkλ
xk(β)
ñk

σ2
k +∑K

j=1,j 6=k βñjαñkλ
xj(β)
ñk

 ,
(3.23)



3.4 Proposed Gaussian Belief Propagation-based Algorithms 41

where step (a) uses the property of E[log(x)] ≤ log(E[x]). With the above trans-
formations, the optimization on both the beamforming weights in W and UAF β is
transformed into an optimization problem on UAF β only, given as

max
β

K∑
k=1

Rk(β) (3.24)

s.t. E[Γk(β)] ≥


Γ̄k, if

∑N
n=1 βnk = 1,

0, otherwise,
(3.24.1)

∑N

n=1 βnk ≤ 1, (3.24.2)

βnk ∈ {0, 1}. (3.24.3)

The optimization problem (3.24) can be solved in parallel by the standard BP method
with discrete variables β as in [50]. To implement the BP algorithm, a factor graph
needs to be developed with factor and variable nodes, where the BSs iteratively
calculate the messages flowing between these nodes for each user k simultaneously and
obtain the optimal solutions. However, the practical implementation of the above BP
algorithm in a dense network can be challenging, due to the significant computational
costs in calculating these messages, which grow exponentially in N and K.

3.4 Proposed Gaussian Belief Propagation-based

Algorithms

To obtain a low-complexity solver, the BAF θnak is introduced to indicate the as-
sociation between different beams and users. Subsequently, we propose a three-step
GaBP based distributed optimization solver to solve non-convex NP-hard problems,
where we first perform the binary relaxation and formulate a linear programming,
followed by the GaBP algorithm to obtain the optimal continuous BAFs, and finally
map these continuous BAFs into binary values. Two mapping algorithms are further
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proposed to map the obtained BAFs into binary forms.

3.4.1 Binary Relaxation and Linear Programming Formula-

tion

Based on the description in Section 3.3 that the beamforming vector can be repre-
sented by a specific beam generated by massive MIMO BSs, by adding one more
dimension to UAF, we introduce the BAF, i.e., θnak, where a ∈ A denotes the a-th
beam as well as a-th column of F. The BAF θnak = 1 and θnak = 0 represent whether
user k is associated with a-th beam of BS n or not, respectively. With the introduced
BAF, each θk in θ = [θT1 , . . . ,θTK ]T is further expressed as θk = [θT1k, . . . ,θTNk]T with
θnk = [θn1k, . . . , θnAk]T , and the SINR can be expressed as

E[Γk(θ)] =
∑N
n=1 αnk

∑A
a=1 θnakλ

a
nk

σ2
k +∑N

n=1
∑K
j=1,j 6=k αnk

∑A
b=1 θnbjλ

b
nk

. (3.25)

Subsequently, we approximate the maximization on the network capacity to that on
the number of connected users. With the expression of the expected SINR in (3.25),
the ergodic achievable rate of user k in (3.6) can be rewritten as

Rk =E[log2 (1 + Γk(θ))]
(a)
≤ log2 (1 + E[Γk(θ)])

(b)=
N∑
n=1

A∑
a=1

θnak log2 (1 + E[Γk(θ)]) .

(3.26)

In (3.26), step (a) uses the property of E[log(x)] ≤ log(E[x]). The equivalence of step
(b) of (3.26) holds with the summation term ∑N

n=1
∑A
a=1 θnak representing the binary

association decision of user k, since each user can be associated with at most one BS
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at a time. The ergodic achievable rate for the network can be written as

R =
K∑
k=1

Rk

≤
K∑
k=1

N∑
n=1

A∑
a=1

θnak log2 (1 + E[Γk(θ)]) .
(3.27)

Observing (3.27), we can find that both the summation term ∑K
k=1

∑N
n=1

∑A
a=1 θnak

and the logarithmic function log2 (1 + E[Γk(θ)]) are functions of BAFs. By applying
the monotonic increasing property of the logarithmic function, we observe that the
decreasing speed of the logarithmic function is much slower than the increasing speed
of the summation term outside the logarithmic function, which represents the number
of connected users. Thus, the ergodic sum rate increase is mainly reflected by the
increase in the number of connected users; i.e., for a given SINR target, the increase
in ∑K

k=1
∑N
n=1

∑A
a=1 θnak leads to the increase in R. Therefore, we can approximate

the optimization problem (3.24) as a maximization on the number of connected users
subject to SINR constraints, given by

max
θ

N∑
n=1

K∑
k=1

A∑
a=1

θnak, (3.28)

s.t. E[Γk(θ)] ≥


Γ̄k, if

∑N
n=1

∑A
a=1 θnak = 1,

0, otherwise,
(3.28.1)

∑N

n=1

∑A

a=1 θnak ≤ 1, (3.28.2)

θnak ∈ {0, 1}. (3.28.3)

It is worth mentioning that the proposed approximation from (3.27) to (3.28) chang-
ing the objective function from maximizing the network capacity to maximizing the
number of connected users will lead to performance loss. This is because the new
objective function pursues the maximum number of connected users. As a result, the
solver tends not to select the user in a good channel condition if it interferes with
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others.

However, optimization problem (3.28) is still difficult to solve due to the binary form
of BAFs. To obtain a feasible solution, we propose the binary relaxation of (3.28.3) as
0 ≤ θnak ≤ 1, ∀n ∈ N,∀a ∈ A,∀k ∈ K. We now rewrite (3.28) as linear programming
as

min
θ
−1Tnakθ (3.29)

s.t. ρTθ � Γ̄� z, (3.29.1)
N∑
n=1

A∑
a=1

θnak ≤ 1, (3.29.2)

θnak ∈ [0, 1], (3.29.3)

where 1nak = [1, 1, ..., 1]T ,∈ CNAK×1, Γ̄ is a K × 1 vector of Γ̄k,∀k ∈ K and z is a
K×1 vector with the entry of noise zk in (3.4). The entry of the matrix ρ ∈ RNAK×K

is defined as

ρkj =


−Γ̄k

[
α1jλ

1
1j, . . . , αnjλ

b
nj, . . . , αNjλ

A
Nj

]T
,for θnbj, j 6= k,[

α1kλ
1
1k, . . . , αnkλ

a
nk, . . . , αNkλ

A
Nk

]T
,for θnak, j = k.

(3.30)

From the optimization (3.29), we observe that optimality is achieved when all the
users in the network are associated with different beams of BSs, i.e., ∑N

n=1
∑K
k=1

∑A
a=1

θnak = K, with SINR constraints satisfied. The constraint in (3.29.1) with equality
is to represent that the SINRs for all the users in the network are exactly equal to
their SINR thresholds. Consequently, the user association decision will allocate the
resources in beams and BSs until the balance in transmission SINRs for all users is
achieved, which is equivalent to ρTθ = Γ̄� z.
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3.4.2 Gaussian Belief Propagation

GaBP is widely used to solve the linear programming with continuous variables [97,
98]. Based on an undirected graphical model, GaBP consists of variable nodes and
edges, where the variable nodes that represent the continuous BAFs are connected
by edges. The implementation of GaBP does not involve the complicated direct
matrix inversion but allows the parallel messages passing in a system. The linear
programming, in a general form Ay = b, is therefore shifted from an algebraic to
a probabilistic domain, where A is a covariance matrix, b is a shift vector and y is
the variable vector. Instead of solving a vector-matrix linear problem, with GaBP an
inference problem is solved efficiently and distributively by using a graphical model
describing a Gaussian distribution function.

The formulation ρTθ = Γ̄ � z allows us to construct the covariance matrix and the
shift vector as in

A =

INAK ρ

ρT ΨK

 ∈ R(NAK+K)×(NAK+K), (3.31)

b =

0NAK
Γ̄� z

 ∈ R(NAK+K)×1, (3.32)

where INAK is a NAK × NAK identity matrix and ΨK is a K ×K noise diagonal
matrix to guarantee the convergence of GaBP. According to [99, Claim 4], if the
matrix A is strictly diagonally dominant, i.e., |Aii| >

∑
j 6=i |Aii|, ∀i, GaBP converges

and the marginal means converge to the true means. Based on the observation in
[98], the diagonal dominance of the matrix A can be guaranteed by the diagonal
noise matrix ΨK , with each element satisfying Ψk > NAK/

√
K. Therefore, the

convergence of proposed GaBP algorithm can be guaranteed.

By defining a new variable as y = [θT ,nT ]T , we can form the GaBP equation as

Ay = b, (3.33)
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where n ∈ RK×1 is an auxiliary hidden vector and θ is the solution vector that we
seek. As shown in [98], solving the problemAy = b and taking the first NAK entries
of the corresponding solution vector y is equivalent to solving ρTθ = Γ̄� z.

Figure 3.2 – Graphical Model for Gaussian Belief Propagation.

Given the covariance matrix A and the shift vector b, we can write the Gaussian
density function as

p(y) ∼ exp
(
−1/2yTAy + bTy

)
, (3.34)

and construct a corresponding undirected graphical model G in Fig. 3.2. We let
G = (X , E), where X is the set of nodes that each of which corresponds to the
variable y and E is a set of undirected edges connecting between nodes. The graph
G consists of edge potentials ψij that represent the posterior probabilities between
two nodes, and self potentials φi that represent the posterior probabilities of the
nodes themselves, respectively. According to the following pairwise factorization of
the Gaussian density function (3.34),

p(y) ∝
K∏
i=1

φi(yi)
K∏

i=1,j=1
ψij(yi, yj), (3.35)

these graph potentials are determined by φi(yi) = exp(biyi−Aiiy2
i /2) and ψij(yi, yj) =

exp(−yiAijyj). The set of edges {i, j} corresponds to the set of non-zero entries in
A.
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To solve the linear equation (3.33), we can infer the marginal densities, which must
also be Gaussian, given by

p(yi) ∝ N
(
µi = {A−1b}i, P−1

i = {A−1}ii
)
, (3.36)

where µi and Pi are the marginal mean and inverse variance, respectively.

In Fig. 3.2, each node i is associated with a variable yi and self potential φi, which is
a function of this variable yi. The edges between every two nodes are associated with
the pairwise (symmetric) potentials ψi,j between nodes i and j. Messages propagate
along the edges on both directions, which are given as

Ξi,j(yj) ∝
∫
yi
ψij(yi, yj)φi(yi)

∏
k∈N(i)\j

Ξk,i(yi)dyi, (3.37)

where N(i) represents the set of neighbor nodes of node i. According to (3.37), node
i needs to first calculate the product of all incoming messages, except for the message
coming from node j.

Since p(y) in (3.35) is jointly Gaussian, the factorized self potentials φi(yi) ∝ N (µii, P−1
ii )

and all messages Ξki(yi) ∝ N (µki, P−1
ki ) are of Gaussian forms. Subsequently, as the

product of the incoming messages ∏k∈N(i)\j Ξki(yi) and the self potential φi(yi) are
both a function of the same variable yi, then we can conclude that

φi(yi)
∏

k∈N(i)\j
Ξk,i(yi) ∝ N (µi\j, P−1

i\j ). (3.38)

Within each iteration, the inverse variance Pi\j in (3.38) can be updated by

Pi\j = Pii +
∑

k∈N(i)\j
Pki, (3.39)

where Pii = Aii is the inverse variance a-priori in node i and Pki is the inverse variance
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of the message Ξki(yi). The update rule for the mean µi\j is given by

µi\j = P−1
i\j

Piiµii +
∑

k∈N(i)\j
Pkiµki

 , (3.40)

where µii = bi/Aii is the mean of the self potential and µki is the mean of the incoming
message.

Following [97], we observe the message Ξij(yi) is proportional to normal distribution,
i.e., Ξij(yi) ∝ N

(
µij, P

−1
ij

)
, where

µij = −P−1
ij Aijµi\j, (3.41)

Pij = −A2
ijPi\j. (3.42)

These two scalars µij and Pij represent the messages propagated in the GaBP algo-
rithm. The propagation of these messages is executed in parallel until the stopping
criteria are met, which are defined as

‖Pij[t]− Pij[t− 1]‖ ≤ ε, (3.43)

‖µij[t]− µij[t− 1]‖ ≤ ε. (3.44)

In (3.43) and (3.44), t is the index of iteration.

Substituting µij and Pij in (3.41) and (3.42) into (3.36) the precision Pi and mean µi
can be expressed as

Pi =
Pii +

∑
k∈N(i)

Pki

 , (3.45)

µi = P−1
i\j

Piiµii +
∑

k∈N(i)
Pkiµki

 , (3.46)

respectively. The inferred mean µ = [µ1, ..., µK ] is identical to the optimal y∗, and the
corresponding θ∗ in y∗ is the desired solution of (3.29). A summary of the proposed
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process is given in Algorithm 3.1.

Algorithm 3.1: Gaussian Belief Propagation
Data: A,b

1 Set the neighbor nodes as N(i) to include ∀k 6= i, k ∈ K ;
2 Set the scalar Pii = Aii and µii = bi/Aii ;
3 Set the initial messages from node k to node i, where k ∈ N(i), Pki = 0 and

µki = 0 ;
4 Set a convergence threshold ε and initialize the iteration t = 1 ;
5 while ‖Pij[t]− Pij[t− 1]‖ > ε or ‖µij[t]− µij[t− 1]‖ > ε do

6 Broadcast the aggregated sum messages Pi and µi in (3.45) and (3.46),
∀k ∈ N(i),∀i ;

7 Compute µij and Pij by replacing (3.39) and (3.40) into (3.41) and (3.42) ;
8 Compute the marginal means µi = y∗i by (3.45) and (3.46) ;
9 t = t+ 1;

10 end

Result: Continuous y∗ ⇒ θ∗ as in y = [θT ,nT ]T

3.4.3 Binary Mapping

Once we obtain the continuous θ∗, we need to map them to binary values to satisfy
the original user association constraint. In the literature, there are mainly two kinds
of binary mapping solvers. The first one is to iteratively map the continuous solutions
to discrete forms and feed them back as parts of the input until the solver reaches its
convergence criteria, which achieves a near-optimal performance [100, 101]. However,
this cannot be applied to our proposed GaBP method because the outputs of GaBP
for each iteration cannot be fed back as the inputs at the next iteration.

The second group of mapping algorithms is first to obtain continuous solutions and
then map these solutions iteratively via algorithms such as a branch-and-bound pro-
cedure until a sub-optimal feasible binary form is found [102, Chap9]. Such method
exhibits prohibitive computational complexity during the mapping procedure, since
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it partitions variables into feasible subdivisions sequentially. Due to the fact that
the dimensions of the variable BAF in GaBP are largely based on the considered
network configuration, it is essential to design feasible mapping schemes such that
the mapping performance and the complexity are well maintained in an acceptable
region.

Inspired by the inflation procedure in [101], we propose two mapping schemes for
different performance-complexity trade-offs. In particular, we rely on the solution
of Algorithm 3.1 based on GaBP as an incentive measure to decide on the binary
value of θ∗. Intuitively, the a-th beam from BS n is more likely to be assigned to
user k if the corresponding channel is in a better condition and the interference to the
other users is smaller than the other solutions, which is mathematically equivalent to
finding a higher θ∗nak. Based on the above intuitive observations, we propose iterative
procedures to determine the set of selected users and their BS-beam-user association
based on θ∗.

Binary Mapping Scheme 1

The mapping process starts with an initialization where there is no association be-
tween users and the beam of a BS, i.e., the set of connected pairs {n, a, k} in
U tselected = ∅. Before the iteration starts, (3.29) is solved by GaBP in Algorithm

3.1 with a continuous output θ∗, and we define a set U tnext to store the potential so-
lution pairs {n, a, k} ∈ θ∗. In each iteration, the BS-beam-user association with the
largest θ∗nak is activated and the set of connected pair {n, a, k} is updated in U tselected,
which is given as

U tselected = U t−1
selected

⋃
{n∗, a∗, k∗ =n,a,k θ

∗}. (3.47)

The feasibility of U tselected will be checked following constraints in (3.29). If U tselected
meets the constraints, then the set U t+1

next is updated by removing the connected user
k ∈ U tselected along with the corresponding beam and BS pair {n, a} such that the
constraint (3.29.2) is met. If not, the iteration ends and U t−1

selected is the optimal
solution which meets the constraints and returns the maximum value of the objective
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function. This mapping algorithm is presented in Algorithm 3.2.

Algorithm 3.2: Binary Mapping 1
Data: A,b

1 Solve continuous θ∗ with GaBP in Algorithm 3.1 ;
2 Initialize t = 1 and the sets U tselected = ∅ and U tnext = {n, a, k ∈ θ∗};
3 for t = 1 to K do

4 Update U tselected = U t−1
selected

⋃{n∗, a∗, k∗ = arg max
n,a,k

θ∗} ;

5 if U tselected meets the constraints in (3.24) then
6 Update U t+1

next = U tnext\U tselected ;
7 else

8 U t−1
selected is the optimal solution;

9 end

10 end

Result: Binary output θ∗

Binary Mapping Scheme 2

Different from Mapping Scheme 1, Mapping Scheme 2 takes into account of the ob-
jective network capacity in (3.24) by searching for the optimal associating BS for each
user that returns the largest network capacity. With the similar initiating steps, the
optimal continuous θ∗ is obtained by GaBP, U tselected = ∅ and U tnext = {n, a, k} ∈
θ∗. In each iteration, the BS-beam-user association with the largest {n, a∗, k∗} =
arg max

a,k
θ∗nak,∀n ∈ N is activated, and the set of connected pair {n, a∗, k∗} is updated

in U tselected(n), which is given as

U tselected(n) = U t−1
selected

⋃
{n, a∗, k∗ =a,k θ

∗}. (3.48)

The index of the maximal Rt(n) between BSs n ∈ N based on (3.24) is computed as

n∗ = arg max
n

Rt(n), (3.49)
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and then compared within the iteration t, following the feasibility check for constraints
in (3.29). If the set U tselected(n∗) meets the constraints, U tselected is updated to be

U tselected = U t−1
selected

⋃
U tselected(n∗). (3.50)

We then compare Rt(n∗) and Rt−1(n∗) corresponding to the set U tselected and U t−1
selected,

respectively. If Rt(n∗) ≥ Rt−1(n∗), we remove the connected user k ∈ U tselected along
with the corresponding beam and BS pair {n, a} from the set U t+1

next and proceed to
the next iteration. For the above cases where the set U tselected(n∗) does not meet the
constraints or where Rt(n∗) < Rt−1(n∗), the iteration ends and the U t−1

selected is the
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optimal solution. The overall algorithm is presented in Algorithm 3.3.

Algorithm 3.3: Binary Mapping 2
Data: A,b

1 Solve continuous θ∗ with GaBP in Algorithm 3.1 ;
2 Initialize t = 1, the sets U tselected = ∅, U tnext = {n, a, k ∈ θ∗} and Rt = 0 ;
3 for t = 1 to K do

4 for n = 1 to N do

5 Update U tselected(n) = U t−1
selected

⋃{n, a∗, k∗ = arg max
a,k

θ∗} and compute

the corresponding network capacity Rt(n) based on (3.24)
6 end

7 Choose BS n∗ = argmaxnRt(n) ;
8 if the set U tselected(n∗) meets the constraints in (3.24) then
9 Update U tselected = U t−1

selected

⋃U tselected(n∗) ;
10 if Rt(n∗) ≥ Rt−1(n∗), corresponding to the set U tselected and U t−1

selected

respectively then

11 Update U t+1
next = U tnext\U tselected ;

12 else

13 U t−1
selected is the optimal solution ;

14 end

15 else

16 U t−1
selected is the optimal solution;

17 end

18 end

Result: Binary output θ∗

3.5 Computational Complexity Analysis

The computational complexity of our proposed algorithms is evaluated and compared
with other algorithms in terms of numerical operations (including multiplications and
additions) [103], which is summarized in Table 3.2 as follows:
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Table 3.2 – Complexity Comparison

Complexity To N and K
GaBP+M1 τG[NAK +K] +K Linear
GaBP+M2 τG[NAK +K] +NK2(NK + 3) Polynomial
BP τB[(2N − 1)K−1(NK + 3) + 2N + 2K] Exponential
ES (2N − 1)KK(NK + 3) Exponential

The exhaustive search (ES) method

The optimal result of ES is exhaustively searched over all possible states of β in the
optimization function (3.24) and computed for each user at the BSs. The number
of possible states of β for one user is (2N − 1) and subsequently the number of all
possible states for all K users is (2N − 1)K . For each of these states, ES computes
(3.24) which consists of K(NK + 3) operations. Accordingly, the overall complexity
of ES is OES = (2N − 1)KK(NK + 3).

The BP method with discrete variables in [50]

Within the BP method, the optimization problem of (3.24) is decomposed into sub-
functions that represent the capacity of each user k. A local indicator function is
defined to represent each sub-function such that the capacity of each user is estimated
in parallel at user level only if the constraints in (3.24) hold. A factor graph is then
developed to represent the sub-functions as factor nodes and their corresponding
variables as variable nodes. The estimate of user capacity is the message iteratively
exchanged between the variable node and its neighboring factor nodes, with each
message corresponding to the used states of variable βk. This process is repeated until
the message values at each factor node converge to a fixed value. The complexity of
the BP algorithm mainly depends on the factor node computation. The complexity
consists of the product of (2N − 1)K−1 and (NK + 3) and [(K − 2) + 1] operations.
The outer normalization constant needs [(K + 1) + (2N − 1)] operations. Denoting
τB as the number of iterations, the overall complexity of BP method is OBP =
τB[(2N − 1)K−1(NK + 3) + 2N + 2K].
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The GaBP method in Algorithm 3.1

As the propagating messages of GaBP are the means and variances after continuous
relaxation, we evaluate the complexity from the number of operations required to
generate a propagating message Pij and µij at each iteration, which is (NAK + K).
There are in total (NAK + K) messages propagating in the graph, broadcasted
by (NAK + K) nodes in the graph. Since each node only broadcasts its messages
in parallel, the total complexity of the GaBP method is significantly reduced to
OGaBP = τG[NAK +K], where τG is denoted as the number of iterations needed for
convergence.

In addition, we need to take account of the complexity of the binary mapping schemes
within the GaBP method. In Algorithm 3.2, only one user is selected to connect
to a BS in Step 3-10 of each iteration. Accordingly, only K iterations are required
for all K users. The complexity of Binary Mapping Scheme 1 is OM1 = K. In
Algorithm 3.3, one user is selected to connect to a BS in Step 3-18 of each iteration.
Similar to Mapping Scheme 1, there are K iterations needed for the mapping scheme.
Since only one BS is selected from N ones and the corresponding sum rate Rt(n) is
computed in each iteration, the complexity of Binary Mapping Scheme 2 is OM2 =
NK(K(NK + 3)) = NK2(NK + 3).

Table 3.2 shows the detailed comparisons on the computational complexities within
the proposed algorithms and exhaustive search. It is worth mentioning that the value
of A, corresponding to the number of antennas at massive MIMO BSs, is large but
finite in practice. Compared to the exponential increase in N and K as in BP and
exhaustive search, the complexity of GaBP increase linearly or polynomially in N

and K. The numerical complexity with different system configurations will be shown
in Section 3.6.
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3.6 Simulation Results

We consider a network with K = 6 users and N = 2 BSs, unless mentioned otherwise.
Each BS is equipped with A = 64 antennas, where Nv = 8 and Nh = 8. The position
of 2 BSs is set on a 1 × 2 rectangular grid, as in [81], operating at frequency 2GHz
and the system bandwidth is 10MHz. A BS is placed in the center of each grid, with
a distance of 500 m between BSs. Users are uniformly distributed within the same
area. The channel model is set as in (3.1) and the channel correlation matrix between
BSs and users is set as Ωnk = Ωh

nk ⊗Ωv
nk, where Ωh

nk and Ωv
nk are the horizontal and

vertical correlation matrices that are generated according to [70, eq.(3)]. The large-
scale fading coefficient is generated based on a distance-dependent path-loss model,
i.e., αnk = d−γnk , where dnk is the distance in meters between user k and BS n and γ
is set as 3.76. The noise level of K users is set the same, i.e., σ2

k = σ2 = −174dBm.
All results are tested over 1000 independent trials.

For simplicity, the following abbreviations are employed throughout this section:

• ‘BP’: The traditional BP method in [50] to directly solve (3.24).

• ‘GaBP-w-Mapping1’ (‘GaBP-w-Mapping2’): The GaBP method in Algorithm

3.1 with mapping scheme 1 in Algorithm 3.2 (with mapping scheme 2 in
Algorithm 3.3).

• ‘FD-w/t-Coop’: The scheme in [69] where the FD beamforming design for the
massive MIMO network is designed for single-cell scenarios.

• ‘1D-Coop-w-UA’: The scheme in [44] where 1-D cooperative beamforming vec-
tors and user association factors are designed sequentially for the massive MIMO
network.

• ‘ES’: The exhaustive search method that compares all possible solutions in (3.8).
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3.6.1 Convergence and Computational Complexity

The required number of iterations and the network capacity with respect to the values
of the stopping criteria are shown in Fig. 3.3, depicted in blue and red respectively.
For the ‘BP’ algorithm, we set µ = 5 to guarantee its performance following [81]. By
increasing the accuracy of stopping criteria ε, the network capacities with both ‘BP’
and ‘GaBP’ methods increase while cost an increasing average number of iterations.
Even though the average number of iterations grows almost linearly with respect to
the logarithmic accuracy of ε, the network capacity improved slightly. Accordingly,
we set ε = 0.01 and ε = 0.001 for ‘BP’ and ‘GaBP’ respectively in the subsequent
simulations.
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Figure 3.3 – Number of Iterations and Sum Capacity of BP and GaBP respect to ε
with N = 2, K = 6 and SINR threshold of 5dB.

Table 3.3 reveals the computational costs for our proposed schemes for various system
configurations, where we observe that the complexity of both ‘ES’ and ‘BP’ schemes
present exponential increases in N and K. Based on the simulation results as in Fig.
3.3, it is observed that τB is around 4.2 for the considered system configuration and
‘BP’ costs 23.4% of the computational complexity of ‘ES’. The complexity gain be-
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Table 3.3 – The Complexity Analysis with Various System Configurations

No. of BSs N 2 3 4
No. of users K 6 10 6 10 6 10

‘GaBP-w-Mapping1’ τG · 7.8× 102 + 6 τG · 1.3× 103 + 10 τG · 1.2× 103 + 6 τG · 1.9× 103 + 10 τG · 1.5× 103 + 6 τG · 2.6× 103 + 10

‘GaBP-w-Mapping2’
τG · 7.8× 102

+
1.1× 103

τG · 1.3× 103

+
4.6× 103

τG · 1.2× 103

+
2.3× 103

τG · 1.9× 103

+
9.9× 103

τG · 1.5× 103

+
3.9× 103

τG · 2.6× 103

+
1.7× 104

‘BP’ τB · 3.7× 103 τB · 4.5× 105 τB · 3.5× 105 τB · 1.3× 109 τB · 2.1× 107 τB · 1.7× 1012

‘ES’ 6.6× 104 1.4× 107 1.5× 107 9.3× 1010 1.9× 109 2.5× 1014

comes more significant with an increase in the number of BSs and users. In contrast,
‘GaBP’ methods illustrate a linear increase with respect to N and K, and accord-
ingly exhibit significant complexity reduction compared to ‘ES’ and ‘BP’. Taking into
account τG = 8 as in Fig. 3.3, ‘GaBP-w-Mapping1’ and ‘GaBP-w-Mapping2’ cost
only 8.3 × 10−9% and 1.5 × 10−8% of the computational complexity of ‘ES’ when
N = 4 and K = 10. The above observations validate the superiority of the proposed
distributed ‘GaBP’ algorithm in terms of computation costs.

3.6.2 Capacity Performance Comparisons
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Figure 3.4 – The Average Network Capacity for N = 2 BSs and K = 6 users.

Fig. 3.4 shows the network capacity with different levels of SINR thresholds (varying
from 0dB to 8dB). It is evident that ‘ES’ achieves the optimal network capacity with
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Figure 3.5 – The Average Number of Connected users for N = 2 BSs and K = 6 users.

around 19.5 bit/s/Hz, while the BP algorithm achieves around 83% of the capacity
of ‘ES’. Performance losses are observed for the proposed GaBP methods compared
to the optimal ‘ES’ result, where ‘GaBP-w-Mapping 1’ and ‘GaBP-w-Mapping 2’
present 31% and 24% network capacity losses compared to the ‘ES’ method, respec-
tively. The superiority of ‘GaBP-w-Mapping 2’ over ‘GaBP-w-Mapping 1’ results
from the optimal capacity search between BSs in each iteration in Algorithm 3.1.
The performance loss of GaBP-based methods compared to the BP-based scheme is
caused by the binary relaxation in ‘GaBP’ and binary mapping errors. Overall, all
proposed algorithms outperform ‘FD-w/t-Coop’ by 9.8 times and ‘1D-Coop-w-UA’
by 2 times. The outperformance is the result of using joint cooperative FD beamform-
ing and UAF to mitigate the inter-cell interference in both horizontal and vertical
directions for a multi-cell network. This validates the importance of cooperation be-
tween BSs. We can also observe that with the increasing SINR threshold, the average
network capacity of all schemes varies only slightly, which is due to the joint effect of
a decrease in the average number of connected users and an increase in the received
SINR for each user. As observed from (7), the network capacity depends on both the
number of connected users and the received SINR of each connected user. For a given
total transmit power available at the BS, when the SINR target increases, the total
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number of connected users has to be decreased to reduce multi-user interference, so
that the increasing SINR threshold can be met for each connected user. Meanwhile,
the spectral efficiency for each connected user increases due to the increase in the
received SINR. These two effects jointly lead to a relatively stable network capacity
performance.

Fig. 3.5 shows the average number of connected users with the SINR threshold varying
between 0 − 8dB. When the SINR threshold increases, the number of connected
users decreases with a different level of the gradient for all schemes. While the ‘ES’
method delivers the optimal performance, ‘BP’ presents a slightly outperformance
over ‘GaBP-w-Mapping 1’ and ‘GaBP-w-Mapping 2’ by 6.2% in terms of the number
of connected users. Meanwhile, ‘GaBP-w-Mapping 1’ and ‘GaBP-w-Mapping 2’ result
in 15% and 20% performance loss compared to the ‘ES’ method in terms of the average
number of connected users. Without surprises, the network can accommodate at least
1.9 / 6.5 times more users by our proposed algorithms over ‘1D-Coop-w-UA’ and ‘FD-
w/t-Coop’.

6 8 10

Number of Users in the Network

0

5

10

15

20

25

30

A
v
e
ra

g
e
 N

e
tw

o
rk

 C
a
p
a
c
it
y
 (

b
it
/s

/H
z
)

BP

GaBP-w-Map1

GaBP-w-Map2

ES

FD-w/t-Coop

1D-Coop-w-UA

Figure 3.6 – The Average Network Capacity for N = 2 BSs and K = 6/8/10 users.

The effect of the number of users on the network capacity and the average connected
users is shown in Fig. 3.6 and 3.7 when the SINR threshold is set to be 5dB, re-
spectively. ‘BP’ has the closest performance to the optimal ‘ES’ in terms of the
average network capacity, followed by ‘GaBP-w-Mapping 1’ and ‘GaBP-w-Mapping
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Figure 3.7 – The Average Number of Connected users for N = 2 BSs and K = 6/8/10
users.

2’. With the increase in the total number of users, the inter-cell interference in the
network becomes more severe. Hence, without proper cooperative beamforming and
user association scheme, the network capacity of ‘FD-w/t-Coop’ decreases due to the
impact of inter-cell interference. For ‘1D-Coop-w-UA’, even though the cooperation
is performed between BSs, its network capacity is still worse than that with FD beam-
forming. It is because the beams on horizontal directions cannot differentiate users
with the same location with different altitudes. We can also observe that the network
capacity (in Fig. 3.6) and the numbers of connected users (in Fig. 3.7) of the proposed
‘BP’ and GaBP algorithms increase with the total number of users in the network.
When the total number of users in the network increases, there is a higher proba-
bility that more users will experience better channel conditions. Accordingly, under
the same total transmit power constraint at the BS as well as the same SINR thresh-
old, this means that the probability that more users will satisfy the required SINR
threshold increases, which then leads to an improved system performance. From Fig.
3.7, it is seen that both ‘BP’ and ‘GaBP’ with different mapping schemes can achieve
more than 76% of the number of connected users of ‘ES’. However, the computational
complexity of ‘ES’ is much higher especially for a dense network. Thus, compared
to ‘ES’, the proposed distributed ‘GaBP’ with mapping schemes algorithms are more
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practical.
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Figure 3.8 – The Average Sum Rate for N = 1/2/3/4 BSs and K = 6 users.

The effect of the number of BSs on the network capacity and the average connected
users are plotted in Fig. 3.8 and Fig. 3.9, where the SINR threshold is set to be
5dB. With ‘ES’ achieving the optimal performance, there are growing gaps between
‘BP’ / ‘GaBP-w-Mapping1’ / ‘GaBP-w-Mapping2’ and ‘ES’ when the number of BSs
increases for both performance metrics of average network capacity and the number
of connected users. This implies a performance trade-off between the computation
complexity and the network capacity. ‘BP’ costs 2.8% computation while achieving
above 77% performance of ‘ES’ when N = 4 and K = 6. For GaBP algorithms,
‘GaBP-w-Mapping1’ / ‘GaBP-w-Mapping2’ can achieve 67% / 74% network capacity
with only around 8.3 × 10−11 / 1.5 × 10−10 computation of ‘ES’ with respect to
K = 6 and N = 4, respectively. With the increasing number of BSs, the performance
of both network capacity and the number of connected users for all schemes but
‘FD-w/t-Coop’ have significant improvements. It again validates the importance of
cooperation between BSs. With no doubt, ‘1D-Coop-w-UA’ has inferior performance
to the proposed schemes due to the lack of vertical interference cancellation.
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Figure 3.9 – The Average Number of Connected users for N = 1/2/3/4 BSs andK = 6
users.

3.7 Chapter Summary

In this chapter, we studied the cooperative full-dimension beamforming in massive
MIMO network, and jointly designed the beamforming vectors and user association
decisions to maximize the network capacity. By using the SLNR metric, the con-
structed problem was transformed into an optimization on UAFs only, followed by
the introduction of beam association factor. A three-step GaBP-based algorithm was
employed to obtain a feasible solution on BAF, which was shown to be convergent
within only a few iterations and exhibit linear complexity in the size of network con-
figuration. Simulation results showed that the proposed algorithms significantly out-
performed the existing literature, and the distributed GaBP-based method achieved
a similar performance to the traditional BP-based scheme with a much reduced com-
putational cost.



Chapter 4

Design of Deep Learning in Mobile

Edge Computing Systems

4.1 Introduction

In 5G communication systems, there are diverse applications ranging from high data
rate delay-tolerant services to URLLC [4]. By achieving ultra-low E2E delay and
ultra-high reliability, URLLC lies the foundation for emerging latency-critical appli-
cations, such as factory automation, autonomous vehicles, and virtual/augmented
reality [3]. Devices in these applications will generate some tasks that require pro-
cessing within a short time. To reduce processing time at the local server of each
device and to avoid delays in backhauls and core networks, MEC is one promising
solution [72]. However, when a task is packetized in a short packet and offloaded
to a MEC server via a wireless link, the packet may be lost when the channel is in
deep fading [104]. Besides, short block-length channel codes will cause the none-zero
decoding error rate, even for an arbitrarily high SNR [105, 106]. Thus, achieving
ultra-high reliability and ultra-low latency is very challenging in MEC systems.

On the other hand, mobile devices have only limited battery capacities. Improving
the battery lifetime or EE of users is an urgent task [72, 107, 59]. By offloading tasks

64
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to MEC servers, we can save energy consumption at the local servers (equipped at
mobile devices), but extra energy is consumed for data transmissions. To minimize the
total energy consumption of each user, we need to optimize the offloading probability.
In a MEC network with multiple MEC servers and multiple users, the problem that
optimizes user association [108], resource allocation, and offloading probabilities is
non-convex and complicated. How to improve EE by solving a non-convex problem
in the scenario with both URLLC services and delay-tolerant services remains an
open problem.

To find the optimal solution to the problem, there are two kinds of approaches:
optimization algorithms and machine learning algorithms. Since optimization algo-
rithms need to search the optimal solution when channels change, they are suitable
for small-scale problems, such as resource allocation in a single access point (AP)
scenario [59, 60]. When the scale of the problem grows, DL algorithms have the
potential to find a near-optimal solution in real time [61]. Based on the universal
approximation theorem of DNN [62], a DNN can be used as an approximator of an
optimal policy. The state-action pairs obtained from the optimal policy can be used
as labeled samples to train the DNN. Once the training of the DNN is finished, we
can compute the resource allocation from it with different channel realizations.

To train a DL algorithm, we first need to obtain optimal policies from simplified
system models. However, optimal policies may not be available in practical systems.
Thus, some other techniques are needed to enable DL algorithms. One approach that
does not require labeled training samples is deep reinforcement learning [109]. By
learning from the feedback of real-environment, deep reinforcement learning is widely
used to maximize the long-term rewards of Markov decision processes. This approach
is not suitable for URLLC services due to the following two reasons. First, maximizing
the long-term reward cannot guarantee the delay and reliability requirements in each
time slot. Second, to check whether the packet loss probability satisfies the reliability
requirement from the feedback of real network environment, a user needs to transmit
a large number of packets. If the required packet loss probability is 10−7, a user needs
to transmit more than 107 packets, which may be larger than the total number of
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packets that will be generated within the service time of the user. To handle this
issue, we need to compute the packet loss probability with the help of theoretical
results that are obtained with model-based methods.

To merge the model-free deep learning algorithms with model-based theoretical re-
sults, we establish a digital twin of the real network environment. As shown in [110],
a digital twin is a virtual digital model of the real network that consists of data from
the real network (e.g., network topologies, schedulers, and channels) and fundamental
rules from theoretical studies (e.g., trade-offs in information and queueing theories).
With the help of a digital twin, we can compute the energy consumption, delay, and
packet loss probability of a certain decision on user association and resource allo-
cation. In addition, by monitoring the variations of the real network environment,
the system can update the digital twin for training the DNN. As such, it is possible
to implement deep learning algorithms in non-stationary environment. Nevertheless,
how to apply a digital twin in the DL architecture for hybrid 5G services in MEC
systems remains unclear.

Motivated by the above issues, we will answer the following questions in this chapter:
1) How to improve EE for URLLC and delay-tolerant services in MEC systems; 2)
How to establish the digital twin that mirrors the real network environment; 3) How
to train a DNN based on the digital twin when the optimal policy is not available.

4.2 Related Work

How to improve EE of mobile devices in MEC systems subject to the delay constraint
has been widely studied in existing literature [60, 59, 107, 111, 112]. To study the
trade-off between EE and latency, a weighted sum of energy consumption and latency
was minimized in a single-AP scenario [59]. EE was maximized subject to the delay
constraint in single-AP scenarios and multi-AP scenarios in [60] and [107], respec-
tively. The authors of [111] analyzed the EE and latency with stochastic geometry
and provided some useful guidelines to network provision and planning. The above
studies mainly focused on one kind of services, and neglected the heterogeneities of
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services. To address this issue, a game theory approach was proposed in [112], where
resource management and user association were optimized in multi-access MEC sys-
tems.

How to apply machine learning algorithms for user association or task offloading
in MEC systems was also studied in some recent works [113, 114, 115, 83]. Deep
Q-learning was used to minimize the task execution cost by optimizing offloading
decisions according to channel state information, queue state information, and energy
queue state of the energy harvesting system [113]. A similar method was also applied
for energy harvesting of IoT devices in [114]. The authors of [115] proposed an
efficient reinforcement learning-based resource management algorithm to incorporate
renewable energy into MEC systems. More recently, a deep reinforcement learning
framework for task offloading was studied in a single-AP scenario [83].

The above studies provided useful insights and promising machine learning algorithms
in MEC systems, but they did not consider 5G services. Supporting URLLC in
MEC systems was studied in [116] and [117]. In [116], the long-term average power
consumption of mobile devices is minimized subject to the latency and reliability
constraints. The weighted sum of delay and reliability is minimized in [117] for a
single-user. Nevertheless, how to serve hybrid 5G services in MEC systems remains
unclear, and deserves further study.

4.3 System Model

4.3.1 MEC System

We consider a MEC system shown in Fig. 4.1, whereM APs serveKu URLLC services
and Kb delay-tolerant services, which are indexed by Ku = {1, ..., Ku} and Kb =
{Ku + 1, ..., Ku + Kb}, respectively. For notational simplicity, we use a superscript
ξ = {u, b} to represent the types of services in this chapter. If ξ = u, a parameter
is used in URLLC services. Otherwise, it is used in delay-tolerant services. All the
notations used in this chapter are listed in Table 4.1.
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Table 4.1 – Notations
Notation Definition Notation Definition
x scalar x vector
E expectation (·)T transpose operator
M number of APs ξ =

{u, b}
superscript representing URLLC
and delay-tolerant services

Kξ, Kξ number of users and set of users Ts duration of each slot
Sm service rate of the mth MEC server Cξ

k service rate of the kth user
Cmax,ξ
k maximum computing capacity of the

kth user
λξk average task arrival rate generated

by the kth user
bξk number of bits of each task cξk number of CPU cycles required to

process each task
βξm,k =
{0, 1}

user association indicator N ξ
m,k number of allocated subcarriers

W bandwidth of each subcarrier αξm,k large-scale channel gain
gξm,k small-scale channel gain P t,ξ

k transmit power
Φ SNR loss coefficient N0 single-side noise spectral density
f−1
Q inverse of Q-function εd,u

k decoding error probability
xξk offloading probability eloc,ξ

k energy consumption per CPU cycle
Eloc,ξ
k energy consumption per packet at

the local server
Dlc,u
k processing delay on local server

Dlq,u
k queueing delay on local server Dmax,u maximum delay

εlq,uk queueing delay violation probability
in local server

εmax,u maximum queueing delay violation
probability

εmc,u
k processing delay violation probabil-

ity in MEC server
ρmc
m workload of the MEC server

c̄b
k average number of required CPU cy-

cles
b̄b
k average number of bits in a packet

Dmc,u
k processing delay on MEC server ηξk normalized energy consumption

Nmax total number of subcarriers Pmax,ξ
k maximal transmit power

β̂ direct output of the DNN β̃ the best user association scheme ob-
tained from the digital twin

The APs are connected to the MME that is in charge of user association. To establish
the digital twin, the MME sends some parameters and models of the network to a
central server, where the user association scheme is explored in the digital twin. We
use a DNN to approximate the best user association scheme, where the DNN is trained
in the digital twin off-line. After the training phase, a DNN for user association is sent
to the MME. With a given user association scheme, the network can be decomposed
into single-AP problems.1 For each single-AP problem, the AP optimizes resource
allocation and task offloading for users that are associated with it.

1Frequency reuse factor is less than one that different bandwidth is allocated to adjacent APs.
As such, there is no strong interference, and weak interferences are considered as noise.
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Figure 4.1 – System model

Each AP is equipped with a MEC server and each user has a local server. Time is
discretized into slots. The duration of each slot is Ts. The service rates of the mth
MEC server and the kth user are denoted as Sm (CPU cycles/slot) and Cξ

k (CPU
cycles/slot), respectively. The kth user can adjust Cξ

k within the regime [0, Cmax,ξ
k ],

where Cmax,ξ
k is the maximum computing capacity of the user.

Without loss of the generality, non-stationary parameters in a system can be classified
into two categories. The first category of parameters is highly dynamic, such as the
large-scale channel gains and the average task arrival rates. The other category of
parameters varies slowly, such as the density of users in a certain area. For the first
category of parameters, we include them in the input of the DNN. For the second
category of parameters, the system monitors their values and updates them in the
digital twin. Then, the DNN learns from the updated digital twin. Rather than
training a new DNN, the previous well-trained DNN will be used to initialize the new
one. In this way, the output of the DNN changes with non-stationary parameters.
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4.3.2 Computation Tasks and Communication Packets

The computation tasks of the kth user are characterized by (λξk, b
ξ
k, c

ξ
k), where λξk

(packets/slot) is the average task arrival rate generated by the kth user, bξk (bits/-
packet) is the number of bits of each task (i.e., the size of a packet), and cξk (cycles/-
packet) is the number of CPU cycles required to process each task. We assume that
each task is conveyed in one packet, and the relation between bξk and cξk is given by
cξk = k1b

ξ
k, where k1 > 0 (cycles/bit) depends on the computational complexity of the

task [76, 118, 119].

For URLLC services, we assume that the packet size and the number of CPU cycles
required to process each packet are constant (e.g., 32 bytes [4]), and the packet arrival
process follows a Bernoulli process. In each slot, a user either has a packet to transmit
or stays silent. For delay-tolerant services, both the inter-arrival time between packets
and the packet size may follow any general distributions. The only assumption is that
the packet size of delay-tolerant services is much longer than that of URLLC services.
In the rest of the chapter, the tasks of URLLC services and delay-tolerant services
are referred to as short and long packets, respectively.

4.3.3 Achievable Data Rate over Wireless Links

The users can offload tasks to one of the MEC servers via wireless links. Let β be the
user association vector with entry βξm,k denoting whether the kth user is associated
with the mth AP. If the kth user is associated with the mth AP, then βξm,k = 1.
Otherwise, βξm,k = 0. We assume that each user can only offload packets to one of
the APs, i.e., ∑m∈M βξm,k = 1, whereM = 1, ...,M is the set of indices of APs.

Achievable Rate for URLLC

We consider orthogonal frequency division multiple access (OFDMA) systems. The
number of subcarriers allocated to the kth user is denoted as N ξ

m,k. Since the packet
size of URLLC services is small, it is reasonable to assume that the bandwidth of
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Nu
m,k subcarriers is smaller than the coherence bandwidth and the transmission time

is smaller than channel coherence time as well. Thus, each packet is transmitted over
a flat fading quasi-static channel. If the kth user is accessed to the mth AP, the
achievable rate of the kth URLLC user, k ∈ Ku, can be approximated by [120]:

Ru
k ≈

Nu
m,kW

ln 2 (4.1)ln
(

1 +
αu
m,kg

u
m,kP

t,u
k

ΦNu
m,kWN0

)
−
√√√√ V u

k

TsNu
m,kW

f−1
Q (εd,u

k )
 (bits/s),

whereW is the bandwidth of each subcarrier, αu
m,k is the large-scale channel gain, gu

m,k

is the small-scale channel gain, P t,u
k is the transmit power, Φ is a SNR loss coefficient,

which reflects the gap between the achievable rate of practical channel codes and
the approximation, N0 is the single-side noise spectral density, f−1

Q is the inverse of

Q-function, εd,u
k is the decoding error probability, and V u

k = 1−1
/(

1 + αu
m,kg

u
m,kP

t,u
k

ΦNu
m,k

WN0

)2
.

Data Rate for Delay-tolerant Services

For delay-tolerant services, the packet size is long, and Shannon’s capacity is a good
approximation of the achievable rate. If the kth user is accessed to the mth AP, the
ergodic capacity of the kth user, k ∈ Kb, can be expressed as

Egb
m,k

(
Rb
k

)
= Egb

m,k

Nb
m,kW log2

1 +
αb
m,kg

b
m,kP

t,b
k

Nb
m,kWN0

 (bits/s), (4.2)

where αb
m,k is the large-scale channel gain, gb

m,k is the small-scale channel gain, and
P t,b
k is the transmit power.
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4.3.4 Offloading Policies

Offloading Policy of URLLC Services

Considering that feedback from receivers to transmitters may cause large overhead
and extra delay, we assume that only 1 bit CSI is available at each transmitter, which
indicates whether the small-scale channel gain is above a certain threshold, gth,u

k . If
the small-scale channel gain is above the threshold, then the packets are offloaded to
the MEC with probability one. Otherwise, the offloading probability is zero. Thus,
the overall offloading probability, xu

k, equals the probability that gu
m,k ≥ gth,u

k , i.e.,

xu
k = Pr{gu

m,k ≥ gth,u
k } =

∫ ∞
gth,u
k

e−gdg = e−g
th,u
k , (4.3)

where Rayleigh fading is considered.

Offloading Policy of Delay-tolerant Services

For each long packet, the transmission duration may exceed the channel coherence
time. We consider an offloading policy that does not depend on the current small-
scale channel gain. When the kth user, k ∈ Kb, has a packet to process, the packet
is offloaded to the MEC server with probability xb

k ∈ [0, 1] and processed on the local
server with probability (1− xb

k).

4.3.5 Queueing Model

The queueing models of the local servers and the MEC servers are illustrated in
Fig. 4.2. In the local servers, packets are served according to the FCFS order. The
difference between URLLC and delay-tolerant services lies in the queueing model
before uplink transmission. For URLLC services, each packet is transmitted in one
slot. Since the packet arrival process follows a Bernoulli process, the peak arrival rate
is one packet per slot, which is equal to the transmission rate of the wireless link. As
a result, there is no queue before uplink transmission. For delay-tolerant services, the
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Local server

Communication queue MEC server

Local server

Arrivals of

short packets

Arrivals of 

long packets

Figure 4.2 – Queueing model

peak arrival rate can be higher than the transmission rate, and hence some packets
may wait in a communication queue before uplink transmission.

In the MEC servers, there are short and long packets. If the packets are served
according to FCFS order, short packets arriving at the MEC servers after a long
packet need to wait for the processing of the latter. To avoid long queueing delay,
a PS server is adopted at each AP [121]. On the PS server, the service rate of the
server is equally allocated to all the packets in the server. When there are i packets
in the mth server, the service rate of each packet is Sm/i. As shown in [122], when
there are short and long packets, the PS server outperforms the FCFS server.

4.3.6 Energy Consumption and Processing Rate at Local

Server

Let eloc,ξ
k be the energy consumption per CPU cycle of the kth user. According to

the measurements in [75, 76], eloc,ξ
k = k0(Cξ

k)2 (J/cycle), where k0 is a coefficient
depending on the chip architecture. The typical value of k0 is 10−15. The energy
consumption per packet at the local server is

Eloc,ξ
k = eloc,ξ

k cξk = k0(Cξ
k)2cξk, (J/packet), (4.4)
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which indicates that the energy consumption for processing one packet increases with
the processing rate Cξ

k .

4.4 Problem Formulation and Deep Learning Frame-

work

In this section, we first analyze the QoS constraints of two different services. Then, we
formulate an optimization problem to minimize the maximum energy consumption per
bit of all the users by optimizing user association, resource allocation, and offloading
probabilities subject to the QoS requirements. Finally, we introduce the deep learning
framework.

4.4.1 QoS Constraints of URLLC Service

The E2E delay of a packet is defined as the interval between the arrival time of a
packet and the time when the processing of the packet is finished. For URLLC service,
we denote Dmax,u and εmax,u as the required delay bound and the maximal threshold
of the tolerable delay bound violation probability, respectively.

QoS Constraints on Local Servers

If a packet is executed locally, the processing delay is

Dlc,u
k = cu

k

Cu
k

(slots). (4.5)

When the channel is in deep fading, i.e., gu
m,k < gth,u

k , all the packets of a user
are served by the local server and the arrival process is a Bernoulli process with
average arrival rate λu

k. Given a constant service rate, Cu
k , the queueing model

is a Geo/D/1/FCFS model. The complementary cumulative distribution function
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(CCDF) of queueing delay, Dlq,u
k , in the Geo/D/1/FCFS model is given by [123] as

in (4.6).

Pr{Dlq,u
k > i} =1− 1− (1− xu

k)λu
kD

lc,u
k

(1− (1− xu
k)λu

k)
i+1

j∑
l=0

(
(1− xu

k)λu
k (1− (1− xu

k)λu
k)
Dlc,u
k
−1
)l

(−1)l
(
i+ l − lDlc,u

k

l

)
, if jDlc,u

k ≤ i ≤ (j + 1)Dlc,u
k − 1.

(4.6)

The constraint on E2E delay can be expressed as follows:

Dlc,u
k +Dlq,u

k ≤ Dmax,u. (4.7)

The queueing delay violation probability should satisfy

εlq,uk = Pr{Dlq,u
k > (Dmax,u −Dlc,u

k )} ≤ εmax,u, (4.8)

which can be computed according to (4.6).

QoS Constraints When Offloading to a MEC Server

When there are long and short packets in a PS server, an accurate approximation of
the CCDF of the processing delay of short packets is given by [122],

εmc,u
k = (ρmc

m )

(
SmD

mc,u
k
cu
k

−1
)
, (4.9)

where ρmc
m is the workload of the mth MEC server, defined as follows,

ρmc
m =

∑
k∈Ku xu

kλ
u
kc

u
k +∑

k∈Kb xb
kλ

b
k c̄

b
k

Sm
, (4.10)

where c̄b
k is the average number of CPU cycles required to process a packet of delay-

tolerant services. The E2E delay of a packet when offloading to the MEC server
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should satisfy the following constraint:

1 +Dmc,u
k ≤ Dmax,u, (4.11)

where data transmission occupies one slot.

Due to decoding errors and processing delay violation, the overall packet loss prob-
ability can be expressed as εuk = 1 − (1 − εmc,u

k )(1 − εd,uk ) ≈ εmc,u
k + εd,uk , where the

approximation is accurate since εmc,u
k and εd,uk are extremely small. Then, the con-

straint on the reliability of the kth user can be expressed as, εmc,u
k + εd,uk ≤ εmax,u. We

set the upper bound of the decoding error probability and the upper bound of the
processing delay violation probability to be equal, i.e.,

εmc,u
k ≤ 0.5εmax,u, εd,uk ≤ 0.5εmax,u. (4.12)

As shown in [104], setting different packet loss probabilities to be equal leads to minor
power loss. By substituting the processing delay violation probability in (4.9) into
constraint εmc,u

k ≤ 0.5εmax,u, we can derive the constraint on the workload as follows:

ρmc
m ≤ (0.5εmax,u)

[
cu
k

Sm(Dmax,u−1)−cu
k

]
, ρth. (4.13)

4.4.2 Stability of Delay-tolerant Services

For delay-tolerant services, we only need to ensure the queueing system is stable, i.e.,
the average service rate is equal to or higher than the average arrival rate.

Rate Constraint of Local Servers

To ensure the stability of the queueing system on local servers, we need to guarantee
that the processing rate is higher than the average data arrival rate:

Cb
k ≥ (1− xb

k)λb
k c̄

b
k, (cycles/slot). (4.14)
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Besides, the processing rate should not exceed the maximal computing capacity of
the server, Cb

k ≤ Cmax,b
k .

Rate Constraint of Wireless Link

To ensure the stability of the communication queue in Fig. 4.2, we need to guarantee
that the average transmission rate of the wireless link is equal to or higher than the
average data arrival rate, i.e.,

Egb
m,k

(
Rb
k

)
≥ xb

k b̄
b
kλ

b
k/Ts, (4.15)

where b̄b
k is the average number of bits in a long packet.

Workload Constraint on the MEC Server

In the case that only delay-tolerant services offload packets to the mth MEC server,
xu
k = 0, ∀k ∈ Ku, the stability of the PS server can be satisfied if the workload meets

the following constraint:

ρmc
m =

∑
k∈Kb xb

kλ
b
k c̄

b
k

Sm
≤ 1. (4.16)

Otherwise, constraint (4.13) should be satisfied.

4.4.3 Objective Function: Normalized Energy Consumption

Our goal is to minimize the normalized energy consumption, defined as the energy
consumption per bit.

URLLC Services

For URLLC services, the circuit power at the local server and the average transmit
power for packets offloading are λu

kE
loc,u
k and λu

kP
t,u
k Ts (J/slot), respectively. Since
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the average data arrival rate is λu
kb

u
k (bits/slot), the normalized energy consumption

is

ηu
k = (1− xu

k)λu
kE

loc,u
k + xu

kλ
u
kP

t,u
k Ts

λu
kb

u
k

= (1− xu
k)E

loc,u
k

bu
k

+ xu
kP

t,u
k Ts

bu
k

(J/bit). (4.17)

Delay-tolerant Services

If a packet is processed at the local server, the average energy consumption is Eloc,b
k =

k0(Cb
k )2c̄b

k, which is obtained from (4.4). Then, the energy consumption per bit is
ηloc,b
k = Eloc,b

k /b̄b
k. If the packet is offloaded to a MEC server, the energy consumption

and the average amount of data transmitted in each slot can be expressed as P t,b
k Ts and

xb
kλ

b
k b̄

b
k, respectively. Then, the energy consumption per bit is ηmec,b

k = P t,b
k Ts/x

b
kλ

b
k b̄

b
k.

Therefore, the normalized energy consumption of user k, k ∈ Kb, can be expressed
as follows:

ηb
k = (1− xb

k)η
loc,b
k + xb

kη
mec,b
k

= (1− xb
k)
Eloc,b
k

b̄b
k

+ xb
k

P t,b
k Ts

xb
kλ

b
k b̄

b
k

(J/bit). (4.18)

4.4.4 Optimization Problem

To avoid users with bad channel conditions or high task arrival rates experiencing
high energy consumption, we take fairness among all the users into consideration by
minimizing the maximal normalized energy consumption of the Ku + Kb users. If
there is a central control plane that manages user association and resource allocation,
the optimization problem can be formulated as follows:

P1 : min
βξ
m,k

,P t,ξ
k
,Nξ
m,k

,xξ
k

max
k∈Kξ

ηξk (4.19)

s.t. xξk ∈ [0, 1], ∀k ∈ Kξ, (4.19a)
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∑
k∈Kξ

N ξ
m,k ≤ Nmax,m = 1, ...,M (4.19b)

∑
m∈M

βξm,k = 1, (4.19c)

ρmc
m ≤


1, if xu

k = 0,∀k ∈ Ku;

ρth, otherwise,
(4.19d)

Cξ
k ≤ Cmax,ξ

k ,∀k ∈ Kξ, (4.19e)

P t,ξ
k ≤ Pmax,ξ

k ,∀k ∈ Kξ, (4.19f)

(4.1), (4.2), (4.7), (4.8), (4.11), (4.12), (4.14) and (4.15),

where Nmax is the total number of subcarriers of each AP and Pmax,ξ
k is the maximal

transmit power of the kth user. Constraint (4.19d) is obtained from (4.13) and (4.16).
Since the required transmit power is determined by the bandwidth allocation and
the offloading probability, it can be removed from the optimization variables. The
relation between the optimal solution and the inputs, i.e., large-scale channel gains
and average task arrival rates, is denoted as π1 := α,λ → β∗,N ∗,x∗, where α =
(αu

1, ...,α
u
Ku ,αb

1, ...,α
b
Kb)T, αξk = (αξ1,k, ..., α

ξ
M,k)T, λ = (λu

1, ..., λ
u
Ku , λb

1, ..., λ
b
Kb)T, β =

(βu
1, ...,β

u
Ku ,βb

1, ...,β
b
Kb)T, βξk = (βξ1,k, ..., β

ξ
M,k)T, N = (Nu

1, ...,N
u
Ku ,Nb

1, ...,N
b
Kb)T,

N ξ
k = (N ξ

1,k, ..., N
ξ
M,k)T, x = (xu

1, ..., x
u
Ku , xb

1, ..., x
b
Kb)T, and (·)T denotes the transpose

operator.

In practice, a user can subscribe to both kinds of services. If the kth user subscribes
to both kinds of services, λu

k and λb
k are referred to as the average task arrival rates

of URLLC and delay-tolerant services, respectively. The large-scale channel gains of
the two kinds of services are the same, i.e., αu

k = αb
k. In the local server of the kth

user, the packets from different services are waiting in two separated FCFS queues.
The energy consumption per packet in (4.4) becomes Eloc

k = k0(Ck)2(cu
k + cb

k). The
transmit power constraint of the kth user becomes P u

k + P d
k ≤ Pmax

k . The rest of the
constraints remain the same.

Note that user association is managed by MME, but resource allocation and offloading
probabilities are determined by each AP. The problem P1 is decomposed into two
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subproblems that are solved in two timescales at MME and APs, respectively. In the
first subproblem, each AP optimizes resource allocation and offloading probabilities
with given user association scheme. In the second subproblem, the MME optimizes
user association scheme with a DL algorithm, where the behavior of each AP (i.e.,
the optimal resource allocation and task offloading policy) is taken into account.

• Problem P2: The problem that optimizes subcarrier allocation and offloading
probability can be formulated as follows:

P2 : min
Nξ
m,k

,xξ
k

max
k∈Kξ

ηξk, (4.20)

s.t. (4.19a), (4.19b), (4.19d), (4.19e), (4.19f),

(4.1), (4.2), (4.7), (4.8), (4.11), (4.12), (4.14) and (4.15).

The relation between the optimal (N ∗,x∗) and (α,λ,β) is denoted as π2 :=
α,λ,β → N ∗,x∗. The minimal normalized energy consumption achieved with
π2 is denoted as Q∗2(α,λ,β|π2), which indicates that the normalized energy
consumption depends on the user association.

• Problem P3: The problem that optimizes user association scheme can be for-
mulated as follows:

P3 : min
βξ
m,k

Q∗2(α,λ,β|π2), (4.21)

s.t. (4.19c)

The relation between the optimal β∗ and α,λ is denoted as π3 := α,λ→β∗.
The minimal normalized energy consumption achieved with π3 is denoted as
Q∗3(α,λ|π2, π3), which also depends on π2.
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4.4.5 Structure of Deep Learning

It is worth noting that both P2 and P3 are non-convex. We will propose an optimiza-
tion algorithm to solve problem P2 and apply the deep learning algorithm to solve
problem P3.
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Figure 4.3 – Digital twin enabled DL algorithm

The framework of the digital twin-enabled DL algorithm is illustrated in Fig. 4.3.
The inputs of the DNN are the large-scale channel gains from users to APs and the
average task arrival rates of all the users, while the output of the DNN is the user
association scheme. The direct output of the DNN is denoted as β̂, based on which
we explore user association schemes. For a user association scheme, we can obtain
the related normalized energy consumption from the digital twin. From its feedback
we find the best user association scheme, β̃, that minimizes the normalized energy
consumption among the user association schemes randomly generated according to
exploration policies. Finally, the inputs α,λ and the best output β̃ are saved in the
memory and will be used to train the DNN.
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4.5 Algorithm to Solve Problem P2

In this section, we propose a method to find the optimal solution of problem P2.
Note that when the user association scheme is given, problem P2 can be decomposed
into multiple single-AP problems. In this section, we omit index m for notational
simplicity.

4.5.1 Outline of the Algorithm

From problem P2 we can see that only constraints (4.19b) and (4.19d) depend on the
optimization variables of all the users, and the other constraints only depend on the
resource allocation and offloading probability of a single user. To solve problem P2, we
first remove constraints (4.19b) and (4.19d) and decompose the problem into multiple
single-user problems. After solving these, we check whether constraints (4.19b) and
(4.19d) are satisfied or not. The algorithm is summarized in Table 4.2.

To remove constraint (4.19b), we first find the minimum of the maximal normalized
energy consumption via binary search. For a given value of ηth, we minimize the total
number of subcarriers that is required to guarantee maxk∈Kξ ηξk ≤ ηth, i.e.,

min
Nξ
k
,xξ
k

∑
k∈Ku

Nu
k +

∑
k∈Kd

Nd
k , (4.22)

s.t. max
k∈Kξ

ηξk ≤ ηth, (4.22a)

(4.19a), (4.19d), (4.19e), (4.19f),

(4.1), (4.2), (4.7), (4.8), (4.11), (4.12), (4.14) and (4.15).

If the required bandwidth is larger than Nmax, ηth cannot be achieved, and the min-
imum of maxk∈Kξ ηξk is higher than ηth. Otherwise, the minimum of maxk∈Kξ ηξk is
lower than ηth. Via binary search, ηth converges to the minimum of maxk∈Kξ ηξk, and
the corresponding bandwidth allocation and offloading probabilities are the optimal
solution of problem P2 (see proof in Subsection 4.5.3.).
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Table 4.2 – Offloading and Subcarrier Allocation Algorithm

Require: Large-scale channel gains, α, the user association scheme, β, and the
required searching precisions of normalized energy consumption, number of sub-
carriers, and offloading probability, ση, σN , and σx.

1: Initialize ηlb = 0 and ηub = E , where E is the maximal normalized energy con-
sumption when the equalities in constraints (4.19e) and (4.19f) hold, ση = 10−10,
σN = 10−3.

2: while ηub − ηlb > ση do
3: ηth = (ηub + ηlb)/2.
4: Initialize N lb,ξ

k = 0, Nub,b
k = Nmax and Nub,u

k = Ñu
k .

5: for k ∈ Kξ do
6: while Nb,ξ

k −N
lb,ξ
k > σN do

7: N th,ξ
k = (Nub,ξ

k +N lb,ξ
k )/2.

8: Minimize ηξk by optimizing x̂ξk(N
th,ξ
k ) according to the method in Section

4.5.2.
9: if x̂ξk(N

th,ξ
k ) == 0 then

10: N th,ξ
k = 0; Break;

11: else
12: if ηξk < ηth then
13: Nub,ξ

k = N th,ξ
k ;

14: else
15: N lb,ξ

k = N th,ξ
k .

16: end if
17: end if
18: end while
19: if ηk > ηth then
20: ηlb = ηth; Break. (problem P2 is infeasible)
21: end if
22: end for

23: if ∑k∈Kξ N
th,ξ
k ≤ Nmax and ρmc

m ≤

1, if ∑k∈Ku Nu
k = 0.

ρth, if ∑k∈Ku Nu
k 6= 0.

then

24: ηub = ηth; (problem P2 is feasible)
25: else
26: ηlb = ηth. (problem P2 is infeasible)
27: end if
28: end while
29: return If ηth = E , the problem is infeasible. Otherwise, η∗ := ηth, N ξ∗

k := N th,ξ
k

and xξ∗k := x̂ξk(N
th,ξ
k )
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In the second step, we remove constraint (4.19d), and decompose problem (4.22) into
multiple single-user problems. For each single-user problem, we search the minimum
number of subcarriers allocated to each user via binary search. For a given value of
N th,ξ
k , we minimize ηξk subject to N ξ

k = N th,ξ
k , i.e.,

min
xξ
k

ηξk, (4.23)

s.t. N ξ
k = N th,ξ

k , (4.23a)

(4.19a), (4.19e), (4.19f),

(4.1), (4.2), (4.7), (4.8), (4.11), (4.12), (4.14) and (4.15),

If ηξk ≤ ηth, then N ξ∗
k ≤ N th,ξ

k . Otherwise, N ξ∗
k ≥ N th,ξ

k (see proof in Subsection 4.5.3).
Thus, N th,ξ

k either converges the minimum of N ξ
k or Nmax (i.e., ηξk > ηth even with

N ξ
k = Nmax ).

After obtaining the solutions of the single-user problems, we have to check whether
constraints (4.19b) and (4.19d) are satisfied or not in Line 23 of the algorithm in
Table 4.2.

If constraints (4.19b) and (4.19d) cannot be satisfied by the end of the binary search,
problem P2 is infeasible and the AP cannot guarantee the QoS requirements of all the
users associated with it. In this case, the normalized energy consumption of the user
association scheme will be set as infinite in the learning framework in Fig. 4.3. This
user association scheme will not be used to train the DNN since the QoS requirements
cannot be satisfied.

4.5.2 Optimal Offloading Probability

In this subsection, we show how to solve problem (4.23). Since the offloading proba-
bility depends on bandwidth allocation, we denote the optimal offloading probability
as x̂ξk(N

th,ξ
k ).
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URLLC Services

For URLLC services, the offloading probability is determined by the threshold of
small-scale channel gain gth,u

k . To find the optimal offloading probability, we optimize
gth,u
k by the following three steps to meet all the constraints in problem (4.23).

In the first step, we find the minimal energy consumption per packet at the local
server. Since the normalized energy consumption increases with the service rate, we
first find the minimal service rate that is required to satisfy the constraints on the
E2E delay and the queueing delay violation probability, i.e., (4.7) and (4.8). By
substituting Dlc,u

k = cu
k

Cu
k
into (4.8), we have εlq,uk = Pr{Dlq,u

k > Dmax,u− cu
k

Cu
k
}. From the

CCDF of the queueing delay in (4.6), the minimal service rate can be obtained when
εlq,uk = εmax,u. We denote the minimal service rate that is required to satisfy Dlq,u

k and
εlq,uk as Cu∗

k . According to (4.4), the minimal energy consumption per packet at the
local servers is Eloc,u∗

k = k0(Cu∗
k )2cu

k (J/packet).

In the second step, we find the minimal value of gth,u
k that can satisfy the constraints

on decoding error probability and maximal transmit power, i.e., εd,uk ≤ 0.5εmax,u in
(4.12) and (4.19f). The decoding error probability can be obtained from (4.1) by
setting TsR

u
k = bu

k. Then, the required transmit power that satisfies εd,uk = 0.5εmax,u

can be expressed as follows:
P t,u
k = 1

gth,u
k

%, (4.24)

where

% =N
th,u
k WN0

αu
k

×exp
√√√√ 1

TsN
th,u
k W

f−1
Q (0.5εmax,u) + bu

k ln 2
TsN

th,u
k W

− 1
 , (4.25)

and the approximation V u
k ≈ 1 is applied, which is accurate when the receive SNR is

higher than 5 dB [124, 125]. To satisfy the maximal transmit power constraint, we
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can obtain the minimal gth,u
k by substituting (4.24) into P t,u

k = Pmax,u, i.e.,

gmin,u
k = 1

Pmax,u%. (4.26)

In the third step, we derive the closed-form expression of the optimal threshold, ĝth,u
k ,

that minimizes the normalized energy consumption. Substituting xu
k = e−g

th,u
k and

P t,u
k = 1

gth,u
k

% into the expression of ηu
k in (4.17), we can derive the derivative of ηu

k on
xu
k as follows:

ηu′
k = e−g

th,u
k

bu
k

Eloc,u∗
k − %Ts

gth,u
k

− %Ts(
gth,u
k

)2

 . (4.27)

From (4.27), we can see that the sign of ηu′
k is the same as f(gth,u

k ) , Eloc,u∗
k − %Ts

gth,u
k

−
%Ts

(gth,u
k )2 . When gth,u

k → 0, f(gth,u
k ) < 0. When gth,u

k → ∞, f(gth,u
k ) > 0. Moreover,

f(gth,u
k ) strictly increases with gth,u

k . Therefore, ηu
k first strictly decreases and then

strictly increases with gth,u
k , and there is a unique solution of gth,u

k that minimizes ηu
k

(i.e., f(gth,u
k ) = 0). The solution of f(gth,u

k ) = 0 can be derived as follows:

g̃th,u
k = 1

2

 %Ts

Eloc,u∗
k

+

√√√√( %Ts

Eloc,u∗
k

)2

+ 4 %Ts

Eloc,u∗
k

 . (4.28)

If gmin,u
k ≤ g̃th,u

k , then g̃th,u
k is the optimal threshold that minimizes ηu

k subject to
the transmit power constraint. Otherwise, since ηu

k increases with gth,u
k in the region

(g̃th,u
k ,∞), gmin,u

k is the optimal threshold. Thus, we have

ĝth,u
k = max

{
gmin,u
k , g̃th,u

k

}
. (4.29)

By substituting ĝth,u
k into (4.3), we can obtain the optimal offloading probability,

x̂u
k(N

th,u
k ) = e−ĝ

th,u
k .
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Delay-tolerant Services

We apply the binary search to find the optimal offloading probabilities of delay-
tolerant services that meet the constraints of problem (4.23). Given N th,b

k , the upper
bound of the offloading probability that satisfies the constraints on average data rate
and maximal transmit power in (4.15) and (4.19f) can be obtained by substituting
P t,b
k = Pmax,b

k and Egb
k

(
Rb
k

)
in (4.2) into Egb

k

(
Rb
k

)
= xb

k b̄
b
kλ

b
k/Ts. The lower bound of

the offloading probability that satisfies the service rate constraint at the local server in
(4.14) can be obtained by substituting Cb

k = Cmax,b
k into Cb

k = (1−xb
k)λb

k c̄
b
k. Let x

ub,b
k

and xlb,b
k be the upper and lower bounds of the offloading probability, respectively. If

xlb,b
k > xub,b

k , the problem is infeasible, which may happen when the average packet
arrival rate λb

k is large. When the problem is feasible, to find the optimal offloading
probability, x̂b

k(N
th,b
k ) in [xlb,b

k , xub,b
k ], we need the following proposition:

Proposition 4.1. ηb
k in (4.18) is convex in xb

k.

Proof. See proof in Appendix A.1.

Then, the optimal offloading probability x̂b
k(N

th,b
k ) that minimizes ηb

k can be obtained
via binary search.

4.5.3 Convergence of the Algorithm

In this subsection, we first prove that for a given threshold of the normalized energy
consumption, ηth, the algorithm in Table 4.2 can find the minimum bandwidth that
is required to achieve the threshold (from Line 4 to Line 22 in Table 4.2). To prove it,
we only need to prove that the normalized energy consumption decreases with N th,ξ

k .

Property 4.1. The minimum of the objective function (4.23) decreases with N th,ξ
k in

the region [Nub,ξ
k , N lb,ξ

k ].

Proof. See proof in Appendix B.2.



4.5 Algorithm to Solve Problem P2 88

The above property indicates that the binary search converges to the minimal N th,ξ
k

that can guarantee ηk ≤ ηth, unless it is infeasible (as shown in Line 20 of Table 4.2).

To find out whether problem P2 is feasible or not, we minimize the total number of
subcarriers and see whether it is less than the total number of subcarriers of an AP.
Besides, we also need to minimize the total offloading probability and see whether it
satisfies the constraint in (4.19d).2 The following property indicates that minimizing
the offloading probability of the kth user is equivalent to minimizing the number of
subcarriers allocated to it.

Property 4.2. The optimal offloading probability x̂ξk(N
th,ξ
k ) increases with N th,ξ

k .

Proof. See proof in Appendix B.3.

Therefore, by minimizing the sum of the numbers of subcarriers, we also obtained the
minimum of the sum of the offloading probabilities. In other words, both the sum of
the numbers of subcarriers and the workload at the MEC server are minimized with
the algorithm from Line 4 to Line 22 in Table 4.2. As a result, problem P2 is feasible
if and only if constraints (4.19b) and (4.19d) are satisfied with N th,ξ

k and x̂ξk(N
th,ξ
k ),

i.e., the condition in Line 23 in Table 4.2.

If problem P2 is feasible when the normalized energy consumption equals ηth, then ηth

is achievable and the minimal normalized energy consumption η∗ ≤ ηth. Otherwise,
η∗ > ηth. Therefore, with the binary search (i.e., Lines 2,3 and Lines 23 to 27),
ηth converges to η∗. The corresponding N th,ξ

k and x̂ξk(N
th,ξ
k ) converge to the optimal

solution N ξ∗
k and xξ∗k .

4.5.4 Complexity Analysis

Given the required searching precision of the normalized energy consumption ση, it
takes O

(
log2(ηub

ση
)
)
steps to obtain the minimum of the maximal normalized energy

consumption of all the users. To achieve a target ηth, (Ku +Kb)O
(

log2(N
ub,ξ
k

σN
)
)
steps

2The rest of the constraints are satisfied with the solution of problem (4.23).
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are needed to obtain the required numbers of subcarriers of Ku +Kb users, where σN
is the required searching precision of the number of subcarriers. For a given number
of subcarriers, it takes O

(
log2( 1

σx
)
)
steps to obtain the optimal offloading probability

that minimizes the normalized energy consumption of the delay-tolerant user in the
region [0, 1], where σx is the required searching precision of offloading probability. For
URLLC services, the optimal offloading probability can be obtained in the closed-form
expression in (4.29). Therefore, the complexity of the algorithm can be expressed as
(Ku +Kb)O

(
log2(ηub

ση
) log2(N

ub,ξ
k

σN
) log2( 1

σx
)
)
, which increases linearly with (Ku +Kb).

4.6 Deep Learning for User Association

In this section, we discuss how to explore user association schemes and how to train
the DNN.

The set of all the weights and biases of the DNN is denoted as Θ = {W [l], b[l], l =
1, ..., Ldnn}, where Ldnn is the number of layers, W [l] and b[l] are the weights and the
biases in the lth layer, respectively. The relation between the input and output of
the lth layer can be expressed as

Y [l] = fδ
(
W [l]X [l] + b[l]

)
, (4.30)

where X [l] and Y [l] are the input and output of the lth layer, and the activation
function, fδ(x), is an element-wise operation of a vector. In this chapter, we use
ReLU function as the activation function, i.e., fδ(x) = max(0, x).

In each learning epoch, the large-scale channel gains, α, and the average task arrival
rates, λ, are estimated by the system, and are used to calculate β̂ from the DNN with
parameters Θ. With the output β̂, user association schemes are generated according
to the exploration policies. Then, we find the best user association scheme that
minimizes the normalized energy consumption. The pair of inputs α,λ and the best
user association scheme, denoted as β̃, are saved in the memory, and will be used to
train the DNN. By the end of the epoch, Nt training samples, (α,λ, β̃), are randomly
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selected from the memory to train the DNN. After the training, Θ is updated for the
next epoch.

4.6.1 Exploitation and Exploration of the DNN

With ReLU function, the outputs of the DNN are continuous variables, i.e., β̂ξk =
(β̂ξ1,k, ..., β̂

ξ
M,k)T. We first discuss how to explore user association schemes based on

the outputs, and validate the impacts of exploration policies on the normalized energy
consumption with simulation.

Highest Value (Exploitation)

For the kth user, a direct way to map the continuous variables β̂ξk to a discrete
user association scheme is to access to the AP with the highest output. We denote
the index of the AP with the highest output as m∗k = arg maxm∈M β̂ξm,k. Then,
βξm∗

k
,k(0) = 1 and β̂ξm,k(0) = 0,∀m 6= m∗k. The user association scheme is denoted as

β(0).

One Step Exploration

Based on β(0), we change the association scheme of one of the Ku +Kb users, while
that of the other users remains the same as β(0). Since only one user changes the
scheme, this method is referred to as one step exploration. With this exploration
policy, each user may access to M − 1 APs, and hence there are µOS = (Ku +
Kb)(M − 1) possible user association schemes, which are denoted as β(1), ...,β(µOS).
Different from β(0), the [(k− 1)(M − 1) +m∗k]th of element of β[(k− 1)(M − 1) +m]
is zero. Besides, if m < m∗k, β

ξ
m,k[(k − 1)(M − 1) + m] = 1. If m > m∗k, β

ξ
m+1,k[(k −

1)(M − 1) +m] = 1.
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Random Exploration

With the random exploration policy, each user randomly selects one of M APs with
probability 1/M . The user association schemes generated with this method are de-
noted as β(µOS + 1), ...,β(µOS +µRE), where µRE is the number of schemes generated
with the method.

4.6.2 The DNN Training

From the 1 + µOS + µRE user association schemes, we choose the one that minimizes
the normalized energy consumption, β̃ = arg mini=0,1,...,µOS+µRE Q

∗
2(α,λ,β(i)|π2), and

save it in the memory. The memory is empty at the beginning of the first epoch, and
the initial values of parameters in Θ follow a zero-mean normal distribution. When
the memory is full, the newly obtained training set, (α,λ, β̂), replaces the oldest one.

We adopt the experience replay technique in [126] to train the DNN using Nt training
samples. The parameters in Θ are updated by using the Adam algorithm [127] to
reduce a training loss function, defined as L(Θ) = − 1

Nt

∑Nt
nt=1[(β̃nt)T log(β̂nt)+ (1 −

β̃nt)T log(1 − β̂nt)]. When the value of L(Θ) is below a required threshold, σL, the
training phase is finished. After the training phase, MME can use the DNN to
calculate user association scheme for any α,λ.

4.7 Simulation Results

4.7.1 Simulation Setup

The real network topology that will be used in our simulation is illustrated in Fig.
4.4. We vary the user distribution ratio, defined as the user density in region 1 to the
user density in region 2, to see the impacts of user distribution on normalized energy
consumption. The path loss model is 35.3 + 37.6 log10(d), where d is the distance
(meters) between an AP and a user [128]. The shadowing is lognormal distributed
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with 8 dB standard deviation. The small-scale channel fading follows Rayleigh fading.
The packet arrival rate of delay-tolerant users, λb

k, is uniformly distributed between 5
and 10 packets/s. The packet arrival rate of URLLC users, λu

k, is 500 packets/s [129].
Simulation parameters are summarized in Table 4.3, unless mentioned otherwise.

Region 1 Region 2Region 1 Region 2

AP

400 m 400 m

4
0

0
 m

200 m

Figure 4.4 – Network topologies in our simulation

When using a single-layer neural network to approximate a certain policy, the required
number of neurons increases exponentially with the required accuracy [130]. By
increasing the number of layers, a smaller number of neurons is required to achieve the
target accuracy. During simulation, we tried different numbers of hidden layers and
neurons in each hidden layer, and found that by using 4 hidden layers with 100 neurons
in each of them, a good performance could be achieved by the DNN. To achieve a
better performance of the DL algorithm, we do not use α and λ as the input of
the DNN. Instead, the vector [10 log( e

λ
ξ
1−1
αξ1,1

+1), ..., 10 log( e
λ
ξ
1−1

αξM,1
+1), ..., 10 log( e

λ
ξ
K−1
αξ1,K

+

1), ..., 10 log( e
λ
ξ
K−1

αξM,K
+ 1)]T with the size of M(Ku +Kb)× 1 is used as the input. The

element 10 log( e
λ
ξ
k−1

αξ
m,k

+ 1) reflects the impacts of α and λ on each user’s transmit
power (dB), which is dominant in the objective function of the normalized energy
consumption. The numbers of neurons in the input and output layers are equal to
M(Ku + Kb) and the dimension of β, respectively. We set the learning rates of the
DNN as 0.001. The number of training samples in each epoch is Nt = 128 and the
memory can save up to 1024 training samples [83]. The DL algorithm is implemented
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in Python with TensorFlow 1.11.

4.7.2 Optimal Bandwidth Allocation and Offloading Proba-

bilities

In this subsection, we show the normalized energy consumption achieved by the op-
timal bandwidth allocation and offloading probability with a given user association
scheme. In this case, we only need to consider single-AP scenarios. The users are
randomly distributed around the AP. Since there is no existing method that optimizes
bandwidth allocation and offloading probability for both URLLC and delay-tolerant
services, we compare the proposed method (with legend ‘Proposed’) with two base-
lines. In the first baseline, the bandwidth allocation is the same as the optimal
solution, but all the packets are offloaded to the MEC (with legend ‘MEC’). In the
second baseline, all the packets are processed at the local servers (with legend ‘Local’).
The normalized energy consumption depends on the location of users and shadowing.
In this subsection, we generate 200 inputs, α, λ, and calculate the average normalized
energy consumption.

The normalized energy consumption is shown in Fig. 4.5, where the number of
URLLC users equals the number of delay-tolerant users Kb = Ku. The total num-
ber of users increases from 10 to 26. The results show that the normalized energy
consumption with the ‘MEC’ scheme increases rapidly as the total number of users

Table 4.3 – Parameters in Simulation
Notation Description Value
Sm Computation capability of the mth MEC server 1.6 GHz
Pmax,ξ
k Maximal transmit power of each user 23 dBm
Ts Duration of one time slot 0.125ms
W Bandwidth of each subcarrier 120 KHz
Nmax Maximal number of subcarriers of each AP 128
N0 Single-sided noise spectral density −174 dBm/Hz
Cmax,b
k Computation capability of a local server 5000 cycles/slot

bb
k Number of bytes in a long packet [50, 100] KB
bu
k Number of bytes in a short packet 32 bytes
k1 Number of CPU cycles required to process one byte of information [76] 330 cycles/byte
Dmax,u
k Delay requirement of URLLC services 1 ms

εmax,u
k Maximal tolerable packet loss probability of URLLC services 10−7
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Figure 4.5 – Normalized energy consumption v.s. total number of users

increases. The normalized energy consumption of ‘Local’ scheme, however, remains
the same as expected. Our proposed scheme can save around 89% of normalized
energy consumption compared with the ‘MEC’ scheme and 87% compared with the
‘Local’ scheme.

4.7.3 DL Algorithm for User Association

In this subsection, we show the normalized energy consumptions of different user
association schemes, where Nmax = 48, S = 0.4 GHz, and Kb = Ku = 5. We
compared our DL algorithm (with legend ‘DL’) with the optimal user association
scheme (with legend ‘Optimal’) obtained by exhaustively searching for all possible
user association schemes. To show the impacts of non-stationary environment on the
performance of the DL algorithm, we also provide the performance of a well-trained
DNN that will not be updated when the user density varies (with legend ‘DL Fixed
DNN’). With this scheme, there is no exploration and the output of the DNN will
be used as the user association scheme. Some similar studies focused on offloading
and resource allocation with a single AP [60, 83]. The implicit assumption on the
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user association is that the users are served by the nearest AP or the one with the
highest large-scale channel gain. In addition, a game theory approach was proposed
to optimize resource management and user association in [112]. Thus, we compared
the proposed method with three baselines: With the first baseline method, users
are served by the nearest AP (with legend ‘Nearest AP’). With the second method,
users are connected to the AP with the highest large-scale channel gain (with legend
‘Highest α’). With the third baseline, the game theory approach based on a coalition
game in [112] is used to iteratively optimize user association (with legend ‘Game’).
Following [112], we set the number of the coalitions as M (the number of APs) and
the users are randomly chosen to perform Merge, Split and Exchange operations by
preferring a smaller objective function as in (4.21).

We provide the simulation results in scenarios with different numbers of APs: M = 2
and M = 3. When M = 2, the optimal scheme can be obtained with the exhaustive
searching method. However, whenM = 3, the complexity of the exhaustive searching
method is too high, and we cannot obtain the optimal scheme.
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Figure 4.6 – Training loss function v.s. number of learning epoch

To show the convergence of the deep learning algorithm, we provide the values of the
training loss function, L(Θ), as the number of learning epochs increases in Fig. 4.6,
where the user distribution ratio is set to be 6 : 4. The results with two hidden layers
indicate that the DNN does not converge if the number of layers is too small. To find
the proper structure of the DNN, we start from the case with one hidden layer and
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increase the number of layers until the DNN can converge, i.e., four hidden layers.
When M = 2, L(Θ) is around 0.1 after 4000 epochs. When M = 3, L(Θ) decreases
slower than the scenario M = 2 since the algorithm needs to explore a larger feasible
region when M = 3. For both scenarios, L(Θ) decreases gradually and approaches
zero.
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Figure 4.7 – Normalized energy consumption v.s. user distribution ratio, whereM = 2
and Kb = Ku = 5

The averages of the normalized energy consumption in the last 1000 epochs are
shown in Fig. 4.7, where the numbers of user association schemes generated by
the two exploration policies are shown in the legends; e.g., ‘DL{10, 100}’ means
µOS = 10, µRE = 100. The results in Fig. 4.7 show that our proposed method
can achieve much smaller normalized energy consumption than the three baseline
methods, and perform close to the optimal scheme. For the ‘Game’ scheme, it con-
verges after 100 iterations on average. As indicated in [112], this scheme needs to
evaluate the objective function twice in each iteration, which means around 200 times.
However, our proposed algorithm ‘DL{10, 100}’ only needs to explore (10 + 100) user
association schemes, i.e., evaluating the objective function 110 times, which is less
than the ‘Game’ scheme. Therefore, our proposed algorithm can achieve a lower nor-
malized energy consumption with less computation complexity. We can also observe
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that directly exploiting the output of DNN without any exploration can save around
30 % normalized energy consumption compared with ‘Highest α’. With a few more
explorations, the performance can be further improved as shown by ‘DL{10, 100}’.
Moreover, the one step exploration policy ‘DL{10, 0}’ can achieve lower normalized
energy consumption with less explorations compared with the random exploration
policy ‘DL{0, 100}’. These results indicate that the output of the DNN can help
improve the efficiency of the exploration policy.

In Fig. 4.8, we study the impacts of the variation of the user density on the proposed
DL algorithm. In the digital twin, the user distribution ratio is set to be 5 : 5.
After 1000 tests with 5 : 5 user distribution, the user distribution ratio in the real
network becomes different, i.e., 9 : 1. The MME needs to update DNN according to
the variation of the user distribution. The legends of DL algorithms with the user
distribution variation are followed by (5 : 5 → 9 : 1). For the other curves, the user
distribution ratio is constant. The normalized energy consumptions are the average
ones over 500 tests. In each test, the large-scale channel gains and the average task
arrival rates of the users are generated randomly. From the results in Fig. 4.8, we can
observe that our proposed DL algorithm ‘DL{10, 100}(5 : 5 → 9 : 1)’ can adjust the
DNN once the network user distribution ratio changes (after 2000 tests) and obtain
a satisfactory performance compared to the ‘Optimal(5 : 5)’ and ‘Optimal(9 : 1)’. To
further evaluate the importance of the digital twin, we include the legend ‘DL Fixed
DNN’ representing a well-trained DNN being used to make user association decisions
without updating its parameters Θ. The results show that when the density of users
varies, a fixed DNN can be worse than the baseline method ‘Highest α’. These results
indicate that updating DNN according to the non-stationary environment is necessary.

The normalized energy consumptions achieved with different schemes in the scenario
with 3 APs are provided in Table 4.4. We compare the average of the normalized
energy consumptions in the last 1000 epochs with the ‘Nearest AP’, the ‘Highest α’
and the ’DL’ schemes. The results in Table. 4.4 show that the ‘DL’ scheme can save
around 72 % and 59 % normalized energy consumption compared with the ‘Nearest
AP’ and the ‘Highest α’ schemes, respectively. This observation indicates that our
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Figure 4.8 – Normalized energy consumption with uncertain user distribution ratios,
where M = 2 and Kb = Ku = 5

proposed framework can find an efficient user association scheme when M = 3.
Table 4.4 – Performance Comparison When M = 3 and Kb = Ku = 5

Schemes Nearest AP Highest α DL
Average normalized energy efficiency (J/Mbit) 0.50 0.34 0.14

Normalized energy consumption compared with ‘Nearest AP’ 100% 68% 28%

4.8 Chapter Summary

In this chapter, we studied how to reduce the normalized energy consumption of
users with URLLC and delay-tolerant services in a MEC system. We proposed a DL
architecture for user association, where a digital twin of network environment was
established at the central server for training the algorithm off-line. After the training
phase, the DNN was sent to the MME that manages user association. With a given
user association scheme, we proposed a low-complexity optimization algorithm that
optimized resource allocation and offloading probabilities at each AP. Simulation
results indicated that by optimizing resource allocation and offloading probability,
our low-complexity algorithm can save more than 87 % energy compared with the
baselines. Besides, with the DL algorithm, our user association scheme can achieve
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lower normalized energy consumption with less computing complexity compared with
an existing method and approach the global optimal solution.



Chapter 5

Deep transfer learning for resource

allocation for new applications

with diverse QoS requirements

5.1 Introduction

5.1.1 Background

The 5G cellular networks are expected to support various emerging applications
with diverse QoS requirements, such as enhanced mobile broadband services, massive
machine-type communications, and URLLC [4]. To guarantee the QoS requirements
of different types of services, existing optimization algorithms for radio resource allo-
cation are designed to maximize spectrum efficiency or energy efficiency by optimizing
scarce radio resources, such as time-frequency resource blocks and transmit power,
subject to QoS constraints [131, 132, 133, 134, 135, 136, 57].

There are two major challenges for implementing existing optimization algorithms
in practical 5G networks. First, QoS constraints of some services, such as delay-
sensitive and URLLC services, may not have closed-form expressions. To execute an

100
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optimization algorithm, the system needs to evaluate the complicated non-closed form
QoS constraints, and thus suffers from a long processing delay [57, 58]. Second, even if
the closed-form expressions of QoS constraints can be obtained in some scenarios, the
optimization problems are non-convex in general [58, 137, 136]. The system also needs
to update resource allocation by solving non-convex problems to accommodate the
time-varying channel and traffic conditions, leading to very high computing overhead.
Even for some convex optimization problems that can be solved by well-developed
methods, like the interior-point method, the computing complexity is still too high
for real-time implementation [138].

Deep learning is a promising approach to find the optimal resource allocation in real-
time [139, 140, 141, 142, 143]. The basic idea is to use an artificial NN to approximate
the optimal resource allocation policy that maps the system states to the optimal re-
source allocation. The system first trains the NN off-line with a large number of
labeled samples. After the training phase, the optimal resource allocation can be
obtained from the output of the NN for any given input. According to the Univer-
sal Approximation Theory, if the optimal policy is a deterministic and continuous
function, then the approximation can be arbitrarily accurate [62].

It is worth noting that the application of deep learning in wireless networks is not
straightforward. For some discrete optimization variables, such as the number of
subcarriers, antennas and the user association decisions, the approximation of the
NN can be inaccurate due to the quantization of these discrete variables. As a result,
the solution obtained from the NN cannot fully guarantee the QoS requirements
of different types of services. In addition, deep learning requires a large number of
labeled training samples. To obtain labeled training samples, we should first design an
optimization algorithm to solve the formulated optimization problem. Even if a large
number of labeled training samples are obtained with the optimization algorithm,
the pre-trained NN is not accurate when the wireless network is non-stationary. For
example, the distribution of wireless channel and the types of services in the network
may vary. These non-stationary parameters that are not included in the input of the
NN are referred to as hidden variables [63]. During the training phase, we assume that
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the hidden variables are fixed. However, in practical systems, these hidden variables
drift over time. As discussed in [63], the dynamic hidden variables can be pernicious
in deep learning.

5.1.2 Related Works

Improving resource utilization efficiency for different kinds of services has been exten-
sively studied in the literature. For delay-tolerant services, the QoS requirement is
formulated as an average data rate requirement in OFDMA systems [144], where the
subcarrier and transmit power allocation and antenna configuration were optimized.
To guarantee the queueing delay bound and the delay bound violation probability of
real-time services, effective capacity was adopted in [145, 146] to optimize bandwidth
allocation and power control schemes. In URLLC, to reduce transmission delay, the
block-length of channel codes is short, and the fundamental relation between decod-
ing error probability and block-length was derived in [120]. This relation was used to
optimize resource allocation for short packet transmissions in URLLC [135, 147, 136].
For most of these problems, the QoS constraints do not have closed-form expressions
and the optimization algorithms cannot be executed in real time.

Approximating optimal resource allocation policies with NNs has been studied in [139,
148, 140]. The authors of [139] proved that an iterative algorithm for power control in
wireless networks can be accurately approximated by a fully-connected neural network
(FNN). In [148] and [143], convolutional neural networks were used to approximate
the power control policy and the content delivery policy, respectively. To improve
energy efficiency, [140] proposed an online deep learning approach to approximate
the energy-efficient power control scheme obtained from the monotonic fractional
programming framework in [149]. When the optimal optimization algorithm is not
available, unsupervised deep learning can be applied [150, 151]. In [150, 151], the
parameters of a NN are trained to satisfy the Karush-Kuhn-Tucker (KKT) conditions
of the optimization problem. However, for problems with integer variables that are
not defined over a compact set, the KKT conditions do not exist.
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Considering that wireless networks are highly dynamic, NNs trained offline may not
achieve good performance in non-stationary networks. To handle this issue, deep
transfer learning was used in some existing works. For example, when data arrival
processes [152], traffic patterns [153], or the size of the network [154, 155] changes,
deep transfer learning can be used to fine-tune the pre-trained NNs.

5.1.3 Chapter Outline

Motivated by the above issues, we will answer the following questions in this chapter:
1) How to design an optimization algorithm that can find the optimal resource al-
location subject to diverse QoS requirements; 2) How to improve the approximation
accuracy of the NN when there are quantization errors of discrete optimization vari-
ables; and 3) How to adapt the pre-trained NN according to non-stationary wireless
networks.

The rest of the chapter is organized as follows. In Section 5.2, we formulate the
system models. The cascaded NNs for ensuring the QoS requirement are presented in
Section 5.3. In Section 5.4, we apply deep transfer learning in non-stationary wireless
networks. We provide simulation results in Section 5.5 and conclude the work in
Section 5.6. All the notations used in this chapter are listed in Table 5.1.

5.2 System Model and Problem Formulation

5.2.1 System Model

We consider an OFDMA system, where one multi-antenna BS servesK single-antenna
users that request different kinds of services, including delay-tolerant, delay-sensitive
and URLLC services. The corresponding sets of users are denoted by Kt, Ks, and
Ku, respectively. For notational simplicity, we use a superscript ξ ∈ {t, s, u} to
represent delay-tolerant, delay-sensitive and URLLC services. The bandwidth of each
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Table 5.1 – Notations
Notation Definition Notation Definition
x scalar x vector
X matrix E expectation
(·)T transpose operator K total number of users
ξ =
{t, s, u}

superscript representing delay-
tolerant, delay-sensitive and
URLLC services

Kξ set of users

W bandwidth of each subcarrier Ts duration of each slot
Tc channel coherence time Dq,s

k delay bound
NT number of antennas at the BS εq,sk maximal tolerable delay bound viola-

tion probability
εmax,u threshold of decoding error prob-

ability
αξk large-scale channel gain

gξk,n small-scale channel gain on the n-
th subchannel

P ξ
k transmit power

N0 single-side noise spectral density āk average data arrival rate
N ξ
k number of allocated subcarriers νa inter-arrival time between packets

νs size of each packet θs
k QoS exponent

εd,uk decoding error probability V u
k channel dispersion

bu
k number of bits in one packet ε̄d,uk average decoding error probability
ρ power amplifier efficiency P ca power consumption by each antennas
P c

0 fixed circuit power consumption cξk feature of the packet arrival process

subcarrier and the duration of one transmission time interval (TTI) in the OFDMA
system are denoted by W and Ts, respectively.

Channel Model

We assume that channels are block fading in both time and frequency domains. Chan-
nel gains on different blocks are independent and identically distributed (i.i.d.). Chan-
nel coherence time is denoted by Tc, which is much longer than the duration of a TTI
Ts. We consider downlink transmissions and assume that CSI is only available at
users to avoid the high overhead for channel estimations at the BS.

Queueing Model

For all kinds of services, packets in the buffer of the BS are served according to a
first-come-first-served basis. For delay-tolerant services, we only need to ensure the
stability of the queueing system. For delay-sensitive services, a delay bound, Dq,s

k , and
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a maximal tolerable delay bound violation probability, εq,sk , should be satisfied. To
avoid queueing delay for URLLC, packets should be served immediately after arriving
at the BS. The decoding error probability of packets should not exceed a required
threshold, εmax,u.

5.2.2 Delay-Tolerant Services

For delay-tolerant services, the block-length of channel code can be sufficiently long,
and the average data rate of each user approaches Shannon’s capacity, i.e.,

R̄t
k = N t

kEgt
k,n

[
W ln

(
1 +

αt
kg

t
k,nP

t
k

N0NTN t
kW

)]
(bits/s), (5.1)

where αt
k is the large-scale channel gain, gt

k,n is the small-scale channel gain on the
n-th subchannel, P t

k is the transmit power, N0 is the single-side noise spectral density,
NT is the number of antennas at the BS, and N t

k is the number of subcarriers allocated
to the k-th delay-tolerant user. Since CSI is not available at the BS, the transmit
power is equally allocated on different antennas and subcarriers.

To ensure the stability of the queueing system, the average service rate should be
equal to or higher than the average data arrival rate of the user, i.e.,

R̄t
k ≥ āk, (5.2)

where āk is the average data arrival rate of the k-th delay-tolerant user.

5.2.3 Delay-Sensitive Services

For delay-sensitive services, the block-length of channel codes is finite. We denote
Φ as the SNR gap between the channel capacity and a practical modulation and
coding scheme as in [156]. The achievable rate of the k-th delay-sensitive user can be
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expressed as

Rs
k =

Ns
k∑

n=1
W ln

(
1 +

αs
kg

s
k,nP

s
k

ΦN0NTN s
kW

)
, (bits/s), (5.3)

where the definitions of αs
k, gs

k,n, P s
k , and N s

k are similar to that in (5.1).

To guarantee Dq,s
k and εq,sk for delay-sensitive services, effective bandwidth and effec-

tive capacity are widely used [157, 158]. We assume that the packet arrival process
of each delay-sensitive user is a compound Poisson process1. The inter-arrival time
between packets and the size of each packet follow exponential distributions with
parameters νa and νs, respectively. Then, the effective bandwidth of the k-th delay-
sensitive user can be written as follows [159]:

EB,s
k = νa

νs − θs
k

, (bits/s), (5.4)

where θs
k is the QoS exponent determining the service rate of a queue, which can be

obtained from

exp
[
−θs

kE
B,s
k (θs

k)D
q,s
k

]
≈ εq,sk . (5.5)

Substituting (5.4) into (5.5), we can derive that

θs
k = νs ln(εq,sk )

ln εq,sk − νaDq,s
k

. (5.6)

Since gs
k,n are i.i.d., the effective capacity can be simplified as follows [158]:

EC,s
k = − 1

θs
kTc

lnEgs
k,n

[exp (−θs
kTcR

s
k)] (5.7)

= − N s
k

θs
kTc

ln
Egs

k,n

(
1 +

αs
kg

s
k,nP

s
k

ΦN0NTN s
kW

)−$k , (bits/s), (5.8)

where $k = θs
kTcW

ln 2 , and (5.8) is obtained by substituting Rs
k in (5.3) into (5.7). To

1For some other kinds of packet arrival processes, the method to compute effective bandwidth
can be found in [159, 160].
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guarantee Dq,s
k and εq,sk , the following constraint should be satisfied:

EC,s
k ≥ EB,s

k . (5.9)

5.2.4 URLLC Services

When transmitting short packets of URLLC, the block-length of channel codes is
much shorter than the previous services. According to the Normal Approximation of
the achievable rate in [120] and the analysis in Appendix E of [104], the achievable
rate over the frequency-selective channel can be approximated by

Ru
k ≈

W

ln 2


Nu

k∑
n=1

ln
(

1 +
αu
kg

u
k,nP

u
k

N0NTNu
kW

)−
√

V u
k

TsW
f−1
Q

(
εd,uk

), (bits/s), (5.10)

where f−1
Q is the inverse of Q-function, V u

k is the channel dispersion, which is given

by V u
k = Nu

k −
Nu
k∑

n=1
1(

1+
αu
k
gu
k,n

Pu
k

N0NTNu
k
W

)2 [104], εd,uk is the decoding error probability, and the

definitions of αu
k, gu

k,n, P u
k and Nu

k are similar to that in (5.1).

In each TTI, a URLLC user either generates a packet or stays silent [161]. Thus, the
packet arrival process can be modeled as a Bernoulli process. To avoid queueing delay,
the transmission duration of a packet should be one TTI. We denote the number of
bits in one packet as bu

k. From TsR
u
k = bu

k, we can derive the average decoding error
probability, i.e.,

ε̄d,uk ≈ Egu
k,n

fQ
√TsW

Nu
k


Nu

k∑
n=1

ln
(

1 +
αu
kg

u
k,nP

u
k

N0NTNu
kW

)− bu
k ln 2
TsW


, (5.11)

where V u
k ≈ Nu

k is applied, which is accurate when the signal-to-noise ratio is higher
than 10 dB.

To guarantee the reliability requirement of URLLC, the following constraint should
be satisfied:

ε̄d,uk ≤ εmax,u. (5.12)
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5.2.5 Problem Formulation

The total power consumption of a BS consists of the transmit power and the circuit
power, given by [162]:

Ptot = 1
ρ

∑
k∈Kξ

P ξ
k + P caNT

∑
k∈Kξ

N ξ
k + P c

0 , (5.13)

where ρ ∈ (0, 1] is the power amplifier efficiency, P ca is the power consumption by
each antenna for signal processing on each subcarrier, and P c

0 is the fixed circuit
power consumption.

To save the power consumption of the BS, we minimize Ptot subject to QoS constraints,
i.e.,

min
P ξ
k
,Nξ
k

Ptot, (5.14)

s.t.
∑
k∈Kξ

N ξ
k ≤ Nmax, (5.14a)

∑
k∈Kξ

P ξ
k ≤ Pmax, (5.14b)

(5.2), (5.9), and (5.12).

where (5.14a) and (5.14b) are the constraints on the total number of subcarriers and
the maximum transmit power of the BS. Problem (5.14) is an MINLP problem, which
is non-convex. Finding the global optimal solution is very challenging.

5.3 Supervised Deep Learning — Cascaded Neural

Networks for QoS Guarantee

In this section, we develop cascaded NNs to approximate the optimal resource al-
location policy that maps the system states to the optimal solution. Training the
cascaded NNs requires a large number of labeled training samples. We first develop
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an optimization algorithm to find the global optimal solutions of the problem. Then,
we illustrate how to train the cascaded NNs.

5.3.1 Preliminary of Deep Learning

A feed-forward NN consists of multiple layers of neurons. Each neuron includes a
non-linear activation function and some parameters to be optimized in the training
phase [163]. We denote the input and output vectors of the l-th layer as x[l] and y[l]

respectively. Then, from the activation function and parameters in the l-th layer, the
output vector can be expressed as follows:

y[l] = δa(W [l]x[l] + b[l]), (5.15)

where Λ = {W [l], b[l], l = 1, ..., L} are the parameters and L is the number of layers.
δa(·) is the activation function. We will use ReLU(·) = max(0, ·) as the activation
function in the rest of this chapter unless otherwise specified.

In problem (5.14), the resource allocation policy depends on the large-scale chan-
nel gains, α = [αξ1, ..., αξK ]T , and the packet arrival processes of different kinds of
services, where (·)T denotes the transpose operator. More specifically, for delay-
tolerant services, the average service rate requirements are determined by the average
arrival rates, ā = [ā1, ..., āK ]T . For delay-sensitive services, the effective capacities
of the service processes should be equal to or higher than the effective bandwidth
of the arrival processes EB,s = [EB,s

1 , ..., EB,s
K ]T . For URLLC services, the numbers

of bits to be transmitted in each TTI depend on the packet sizes of different users
bu = [bu

1, ..., b
u
K ]T . To unify the notations, we use c = [cξ1, ..., cξK ]T to represent the

features of the packet arrival processes of all kinds of services. The optimal policy
of problem (5.14) maps the features of channels and packet arrival processes to the
optimal resource allocation and is denoted by π∗:

π∗ : X → Y ∗, (5.16)
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whereX = [αT , cT ]T , Y ∗ = [P ∗T ,N ∗T ]T , P ∗ = [P ξ∗
1 , ..., P ξ∗

K ]T , andN ∗ = [N ξ∗
1 , ..., N

ξ∗
K ]T .

As indicated in the universal approximation theorem of NNs [62], any deterministic
continuous function defined over a compact set can be approximated arbitrarily well
with an FNN. For our problem, the output of the FNN, denoted by Ỹ , includes
transmit power and bandwidth allocation, P̃ and Ñ , i.e., Ỹ , [P̃ T

, Ñ
T ]T . For our

problem, there are two kinds of errors that will deteriorate the QoS. First, approx-
imation errors are inevitable since Ỹ will not be the same as Y ∗ with probability
one. Second, the output of an FNN is continuous, but the numbers of subcarriers are
integers. The quantization errors will be introduced when mapping the continuous
output to integers.

5.3.2 Cascaded Neural Networks for QoS Guarantee

The first part

é ù
= ê ú
ë û

X
c

a ( )I I,F X L
N

User 1

User k

User K

k

k k

k

N

c

x

x x

x

a

é ù
ê ú

= ê ú
ê ú
ë û

kk
N
k
ùù

k
N
k

X

1

x
X

K

x
X

( )II II,
k

x x xF X L
k
P
x
k
P
k

x

( )II 1 II,x x xF X L

( )II II,
K

x x xF X L

1P
x

1P1

x

K
P
x
K
P
K

x

The second part

…
…

Figure 5.1 – Illustration of the cascaded NNs

To improve the accuracy of the approximation and to ensure the QoS requirements of
an MINLP, we propose a cascaded structure consisting of two parts of NNs in Fig. 5.1.
The first NN maps the system states to the discrete variables, i.e., Ñ = ΦI(X, ΛI),
where ΛI is the parameters of the NN. Like an FNN, the first NN will introduce
quantization errors. To alleviate the effect of quantization errors on the QoS, we train
another NN that maps the obtained discrete variables to the continuous variables that
are required to guarantee the QoS constraint of each user. Specifically, in a system
with K users, the second part of the cascaded structure consists of K NNs. Each of
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them approximates the power allocation policy, P̃ ξ
k = Φξ

II(X
ξ
k, Λ

ξ
II), where the input

of the k-th NN is defined as Xξ
k , [Ñ ξ

k , α
ξ
k, c

ξ
k]T . To obtain labeled training samples,

binary search is applied to find the minimum transmit power that can guarantee the
QoS constraints in (5.2), (5.9) and (5.12). Since the parameters of the second NN,
ΛξII, depend on the type of services and do not rely on the values of αξk and cξk, the
system only needs to train a NN for each type of services.

Denote the accuracy of the approximated power allocation policy as ∆P , which is
defined as a threshold that satisfies the following requirement:

Pr{|Φξ
II(X

ξ
k, Λ

ξ
II)− P

ξ
k (Ñ ξ

k )| ≤ ∆P} ≥ Preq, (5.17)

where Preq is the required probability with QoS guarantee and P ξ
k (Ñ ξ

k ) is the minimum
transmit power that is needed to satisfy the constraint in (5.2), (5.9) or (5.12). If the
BS allocates P̃ ξ

k + ∆P transmit power to the kth user, its QoS requirement can be
satisfied with probability Preq.

The accuracy of the approximated power allocation policy is determined by Φξ
II. The

quantization errors and the approximation accuracy of ΦI has little impact on ∆P . If
an FNN is used to approximate the subcarrier and transmit power allocation policy,
the quantization errors of Ñ and the accuracy of P̃ are intertwined. Therefore,
compared with the FNN, the cascaded NNs can guarantee the QoS of different services
with a higher probability. We will validate their performance via simulation.

5.3.3 Labeled Training Samples

To obtain a large number of labeled training samples, the optimal solutions of an
MINLP problem can be found through some well-known algorithms, such as branch-
and-bound (BnB) [164]. However, BnB requires a very high computational complex-
ity, possibly approaching the exhaustive search for some worst cases [165].

To obtain a large number of training samples, we develop an optimization algorithm
that converges to the global optimal solution of problem (5.14) with acceptable com-
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plexity. First, we validate the feasibility of problem (5.14), i.e., whether the radio
resources, Nmax and Pmax, can guarantee the QoS requirements of all the K users. If
the problem is feasible, then we find the optimal solution of problem (5.14).

Feasibility of Problem (5.14)

To find out whether problem (5.14) is feasible, we minimize the required total transmit
power ∑k∈Kξ P

ξ
k subject to the other constraints; if the required total transmit power

is less than Pmax, then the problem is feasible. Otherwise, it is infeasible. The required
minimum total transmit power can be found by solving the following problem:

min
P ξ
k
,Nξ
k

∑
k∈Kξ

P ξ
k , (5.18)

s.t. (5.14a), (5.2), (5.9), and (5.12),

From (5.1), (5.8) and (5.11), we can see that the left-hand side of constraints (5.2),
(5.9), and (5.12) are monotonous with respect to P ξ

k . Thus, for a given bandwidth
allocation, N ξ

k , the minimum transmit power that is required to ensure constraints
(5.2), (5.9), and (5.12) can be obtained via binary search, and is denoted by P ξ

k (N ξ
k ).

In the sequel, we propose a bandwidth allocation algorithm.

Step 1: Initialize bandwidth allocation with N ξ
k = 1,∀k, and compute ∆P ξ

k (N ξ
k ) =

P ξ
k (N ξ

k )− P ξ
k (N ξ

k + 1),∀k ∈ Kξ.

Step 2: Assign one more subcarrier to the user with the highest power saving, i.e.,

k∗ = arg max
k∈Kξ

∆P ξ
k (N ξ

k ).

Step 3: Update N ξ
k∗ and ∆P ξ

k∗(N
ξ
k∗).

Finally, we execute Step 2 and Step 3 iteratively until ∑k∈Kξ N
ξ
k = Nmax.

The proposed algorithm for problem (5.18) is summarized in Table 5.2. With this
algorithm, we need to compute ∆P ξ

k (N ξ
k ) for K users in Step 1. After that, we only
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Table 5.2 – Bandwidth Allocation Algorithm for Solving Problem (5.18)

Require: Large-scale channel gains αξk and QoS constraints cξk.
1: Initialize N ξ

k = 1,∀k ∈ Kξ.
2: Compute ∆P ξ

k (N ξ
k ) = P ξ

k (N ξ
k )− P ξ

k (N ξ
k + 1), ∀k ∈ Kξ.

3: while ∑
k∈Kξ N

ξ
k ≤ Nmax and ∆P ξ

k∗(N
ξ
k∗) > 0 do

4: k∗ := arg maxk∈Kξ ∆P ξ
k (N ξ

k ).
5: N ξ

k∗ := N ξ
k∗ + 1.

6: Update P ξ
k∗(N

ξ
k∗) and P ξ

k∗(N
ξ
k∗ + 1) according to (5.2), (5.9), and (5.12).

7: ∆P ξ
k∗(N

ξ
k∗) := P ξ

k∗(N
ξ
k∗)− P

ξ
k∗(N

ξ
k∗ + 1).

8: end while
9: return N̂ ξ

k := N ξ
k and P̂ ξ

k (N̂ ξ
k ) := P ξ

k (N ξ
k ), k = 1, ..., K.

need to update ∆P ξ
k∗(N

ξ
k∗) for the k∗-th user in the following Nmax − K iterations.

Thus, the complexity of the algorithm is O(NmaxΩP ), where ΩP denotes the opera-
tions needed to compute ∆P ξ

k∗(N
ξ
k∗). In other words, the complexity of the algorithm

linearly increases with Nmax and does not change with the total number of users.

To update the values of P ξ
k∗(N

ξ
k∗) and P ξ

k∗(N
ξ
k∗ + 1) for ∆P ξ

k∗(N
ξ
k∗) in (5.1), (5.8)

and (5.11), one approach is to compute the multiple integrals and then apply binary
search. Such an approach is time-consuming since the system needs to compute the
multiple integrals in each step of the binary search. To avoid computing the integrals,
we adopt the stochastic gradient descent method to find the minimum transmit power
subject to constraints (5.2), (5.9), and (5.12), respectively.

Let x(τ) be a variable obtained in the τ -th iteration. For delay-tolerant services,
by substituting (5.1) into (5.2), the optimal transmit power with a given bandwidth
allocation can be found through the following iterations:

P t
k(τ + 1) =

[
P t
k(τ) + φ(τ)

(
āk
N t
k

−W log2

(
1 +

αt
kg

t
k,nP

t
k(τ)

N0NTN t
kW

))]+

. (5.19)

where [x]+ = max{x, 0} to ensure a positive result, φ(τ) > 0 is the step size.

For delay-sensitive services, we first transform constraint (5.9) into an equivalent form
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that is linear to the expectation, i.e.:

Egs
k,n

[exp (−θs
kTcR

s
k)]− exp(−θs

kTcE
B,s
k ) ≤ 0. (5.20)

Then, the optimal transmit power with a given bandwidth allocation can be found
through the following iterations:

P s
k(τ + 1) =

[
P s
k(τ) + φ(τ)

(
exp(−θs

kTcR
s
k(τ))− exp(−θs

kTcE
B,s
k )

)]+
. (5.21)

whereRs
k(τ) is the achievable rate in (5.3), which is computed from a set of realizations

of small-scale channel gains on the N s
k subcarriers, {gs

k,1, ..., g
s
k,n, ..., g

s
k,Ns

k
}.

For URLLC services, by substituting (5.11) into (5.12), the optimal transmit power
with a given bandwidth allocation can be obtained from the following iterations:

P u
k (τ + 1)

=
P u

k (τ) + φ(τ)
fQ

√TsW

Nu
k


Nu

k∑
n=1

ln
(

1 +
αu
kg

u
k,nP

u
k (τ)

N0NTNu
kW

)− bu
k ln 2
TsW


− εmax,u

+

.

(5.22)

As indicated in [166], the stochastic gradient descent method can converge to the
unique optimal transmit power with φ(τ) ∼ O(1/τ).

Algorithm for Solving Problem (5.14)

If problem (5.14) is feasible, we first find the optimal subcarrier and transmit power
allocation that minimizes Ptot without the total transmit power constraint in (5.14b).
The algorithm is summarized in Table 5.3.

We first replace ∆P ξ
k (N ξ

k ) in Table 5.2 with

∆P ξ
tot,k(N

ξ
k ) , Ptot([N ξ

1 , ..., N
ξ
k , ..., N

ξ
K ])− Ptot([N ξ

1 , ..., N
ξ
k + 1, ..., N ξ

K ])

= ∆P ξ
k (N ξ

k )− P caNT. (5.23)
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Like the algorithm in Table 5.2, each subcarrier is allocated to the user with the
highest ∆P ξ

tot,k(N
ξ
k ). The solution to this step is denoted by Ň ξ

k and P̌ ξ
k (Ň ξ

k ).

If the equality in constraint (5.14a) holds with this solution, i.e., ∑k∈Kξ Ň
ξ
k = Nmax,

then minimizing ∑k∈Kξ P
ξ
k is equivalent to minimizing Ptot since the second term in

(5.13) is fixed. In other words, the solutions obtained from the algorithms in Tables
5.2 and 5.3 are the same.

If ∑k∈Kξ Ň
ξ
k < Nmax, then we check whether constraint (5.14b) is satisfied or not. If

it is satisfied, the outputs of the algorithm, Ṅ ξ
k and Ṗ ξ

k (Ṅ ξ
k ), are the same as Ň ξ

k and
P̌ ξ
k (Ň ξ

k ), respectively. Otherwise, more subcarriers will be assigned to the users until
the transmit power constraint is satisfied (Lines 13-21 in Table 5.3).

Since the second term in (5.23) is constant, to compute the value of ∆P ξ
tot,k(N

ξ
k ) we

only need to compute ∆P ξ
k (N ξ

k ). Therefore, the complexity of the algorithm in Table
5.3 is the same as that of the algorithm in Table 5.2.

Optimality of Algorithm for Solving Problem (5.14)

In this subsection, we first discuss the optimality conditions of the algorithm in Table
5.2, and prove that the conditions are satisfied with all the three kinds of services.
Then, we prove the optimality of the algorithm in Table 5.3.

The algorithm in Table 5.2 can find the global optimal solution for problem (5.18) if
the following two conditions hold (see proof in Appendix B.1).

Condition 5.1. P ξ
k (N ξ

k ) > P ξ
k (N ξ

k + 1), ∀N ξ
k = 1, ..., Nmax − 1.

Condition 5.1 means the required transmit power decreases with the number of sub-
carriers.

Condition 5.2. ∆P ξ
k (N ξ

k ) ≥ ∆P ξ
k (N ξ

k + 1),∀N ξ
k = 1, ..., Nmax − 1.

To validate whether the two conditions hold with different kinds of services, we relax
the numbers of subcarriers as continuous variables, and then prove the following
proposition.
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Table 5.3 – Bandwidth Allocation Algorithm for Solving Problem (5.14)

Require: Large-scale channel gains αξk and QoS constraints cξk.
1: Check whether problem (5.14) is feasible or not with the algorithm in Table 5.2.
2: Initialize N ξ

k := 1,∀k ∈ Kξ, and Ptot([1, ..., 1]).
3: Compute ∆P ξ

tot,k(N
ξ
k ) := Ptot([N ξ

1 , ..., N
ξ
k , ..., N

ξ
K ]) − Ptot([N ξ

1 , ..., N
ξ
k +

1, ..., N ξ
K ]),∀k ∈ Kξ.

4: while ∑
k∈Kξ N

ξ
k ≤ Nmax and ∆P ξ

tot,k∗(N
ξ
k∗) > 0 do

5: k∗ := arg maxk∈Kξ ∆P ξ
tot,k(N

ξ
k ).

6: N ξ
k∗ := N ξ

k∗ + 1.
7: Update Ptot([N ξ

1 , ..., N
ξ
k∗ , ..., N

ξ
K ]) and Ptot([N ξ

1 , ..., N
ξ
k∗ + 1, ..., N ξ

K ]) according
to (5.2), (5.9), (5.12), and (5.13).

8: ∆P ξ
tot,k∗(N

ξ
k∗) := Ptot([N ξ

1 , ..., N
ξ
k∗ , ..., N

ξ
K ])− Ptot([N ξ

1 , ..., N
ξ
k∗ + 1, ..., N ξ

K ]).
9: end while
10: Ň ξ

k := N ξ
k and P̌ ξ

k (Ň ξ
k ) := P ξ

k (N ξ
k ), ∀k = 1, ..., K.

11: if ∑k∈Kξ P̌
ξ
k (Ň ξ

k ) ≤ Pmax then
12: return Ṅ ξ

k := Ň ξ
k , Ṗ

ξ
k (Ṅ ξ

k ) := P̌ ξ
k (Ň ξ

k ).
13: else
14: Ṅ ξ

k := Ň ξ
k , Ṗ

ξ
k (Ṅ ξ

k ) := P̌ ξ
k (Ň ξ

k ).
15: while ∑k∈Kξ Ṗ

ξ
k (Ṅ ξ

k ) ≤ Pmax do
16: k∗ := arg maxk∈Kξ ∆Ṗ ξ

k (Ṅ ξ
k ).

17: Ṅ ξ
k∗ := Ṅ ξ

k∗ + 1.
18: Update Ṗ ξ

k∗(Ṅ
ξ
k∗) and Ṗ ξ

k∗(Ṅ
ξ
k∗ + 1) according to (5.2), (5.9), and (5.12).

19: ∆Ṗ ξ
k∗(N

ξ
k∗) := Ṗ ξ

k∗(Ṅ
ξ
k∗)− Ṗ

ξ
k∗(Ṅ

ξ
k∗ + 1).

20: end while
21: return Ṅ ξ

k , Ṗ
ξ
k (Ṅ ξ

k ).
22: end if

Proposition 5.1. For a constraint f ξk (P ξ
k , N

ξ
k ) = Ck, P

ξ
k ∈ R+, N ξ

k ∈ R+, if f ξk (P ξ
k , N

ξ
k )

is jointly concave (or convex) in P ξ
k and N ξ

k and increases (or decreases) with P ξ
k and

N ξ
k , then Condition 5.1 and 5.2 hold.

Proof. See proof in Appendix B.2.

Delay-Tolerant Services: As proved in [144], (5.1) is strictly concave in P t
k . If f(x) is

concave, then yf(x/y) is joint concave in x and y [138]. Thus, (5.1) is jointly concave
in P t

k and N t
k. In addition, the Shannon’s capacity increases with transmit power and

the number of subcarriers. Therefore, Condition 5.1 and 5.2 hold for delay-tolerant
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services.

Delay-Sensitive Services: According to the results in [145], we know that effective
capacity is jointly concave in P s

k and N s
k and increases with P s

k and N s
k. Therefore,

Condition 5.1 and 5.2 also hold for delay-tolerant services.

URLLC Services: Unlike the above two types of services, constraint (5.12) for URLLC
is not convex in P u

k and Nu
k in general. To study whether the proposed algorithm

can find the optimal solution, we first consider an asymptotic scenario: NT is large.
When NT is sufficiently large, due to channel hardening, we have [167]

ln
(

1 +
αu
kg

u
k,nP

u
k

N0NTNu
kW

)
→ ln

(
1 + αu

kP
u
k

N0Nu
kW

)
. (5.24)

Then, the minimum transmit power that can satisfy constraint (5.12) can be derived
as follows:

P u
k (Nu

k ) = N0N
u
kW

αu
k

exp
 bu

k ln 2
TsNu

kW
+
f−1
Q (ε̄max ,u)√
TsNu

kW

− 1

 . (5.25)

According to the analysis in [136], P u
k (Nu

k ) first decreases with Nu
k and then increases

with P u
k (Nu

k ). We denote Ńu
k as the optimal number of subcarriers that minimizes

P u
k (Nu

k ). Since ∆P u
k (Ńu

k ) < 0, the number of subcarriers assigned to the k-th URLLC
user will not exceed Ńu

k . Moreover, P u
k (Nu

k ) is convex and decreases with Nu
k in the

region [1, Ńu
k ] [136]. Therefore, Condition 5.1 and 5.2 hold for URLLC services in the

asymptotic scenario. For non-asymptotic scenarios, we will validate Condition 5.1
and 5.2 via numerical results.

The above analysis indicates that the algorithm in Table 5.2 can find the optimal
solution of problem (5.18). In addition, by solving problem (5.18), we know whether
problem (5.14) is feasible or not. If the problem is feasible, the following proposition
shows that the algorithm in Table 5.3 can find the optimal solution to the problem.

Proposition 5.2. The algorithm in Table 5.3 can find the global optimal solution
for problem (5.14) if Conditions 5.1 and 5.2 hold.
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Proof. See proof in Appendix B.3.

5.3.4 Train the Cascaded NNs

With the algorithm in Table 5.3, we can obtain a labeled training sample, N ∗ and
P ∗, for any given input X. To obtain enough labeled training samples, we randomly
generate a large number of inputs and find the corresponding optimal solutions. One
part of the data is used to train the NNs, and the other part of the data is used to
test the performance of the NNs.

The parameters of the NNs are initialized with Gaussian distributed random variables
with zero mean and unit variance. In each training epoch, a batch of training samples
is randomly selected from all the training samples to train the NNs. The parameters of
ΦI are optimized with the Adam algorithm [127] to minimize a loss function, defined
as LI(ΛI) = 1

Mt

∑Mt
mt=1(log(N ∗mt + 1) − log(Ñmt + 1))2, where Mt is the number

of training samples in each batch. Similarly, we optimize the parameters of Φξ
I to

minimize LII(ΛξII) = 1
Mt

∑Mt
mt=1(log(P ∗mt + 1) − log(P̃mt + 1))2. When the value of a

loss function is below a required threshold, the difference between the outputs of the
NNs and the optimal resource allocation is small enough, and the outputs of the NNs
are near-optimal.

5.4 Deep Transfer Learning in Non-StationaryWire-

less Networks

Since the cascaded NNs is trained offline, it only works well in stationary wireless net-
works. However, real-world wireless networks are highly dynamic and non-stationary.
There are a lot of hidden variables that are not included in the input of the cascaded
NNs but have significant impacts on the optimal solution. For example, the optimal
resource allocation for delay-sensitive and URLLC services depends on distributions
of small-scale channel gains as well as the types of services in the network. If these



5.4 Deep Transfer Learning in Non-Stationary Wireless Networks 119

distributions and parameters change, a NN trained offline is no longer a good approx-
imation of the optimal resource allocation policy in the new scenario [63]. Such an
issue is known as the task mismatch problem [87].

A straightforward approach is to train a new NN from scratch in a new scenario.
When the hidden variables change, the system can hardly obtain a large number of
training samples in the new scenario. This is because the algorithm in Table 5.3
cannot be executed in real-time2. To update the NN with a few training samples, we
apply deep transfer learning.

5.4.1 Preliminary of Deep Transfer Learning

The learning process is to accomplish a learning task based on a data domain. Accord-
ing to the definitions in [87], a domain consists of a feature space and the correspond-
ing marginal probability distribution, e.g., X and its distribution. A task consists
of a label space and an objective predictive function that maps from X to Y ∗. The
function is not observed but learned from the training samples, i.e., {X,Y ∗}. The
basic idea of transfer learning is to exploit the knowledge from a well-trained source
task to a new target task [86].

Fine-tuning is the most widely used method in deep transfer learning [168]. The basic
idea is to fix the parameters in the first a few layers and update the parameters in
the last a few layers. In deep transfer learning, parts of the well-trained NN of the
source task are reused in the NN of the target task. In this way, the number of labeled
training samples are needed to fine-tune the new NN is much lower than that needed
to train a new NN with randomly initialized parameters (i.e., learning from scratch).

2To execute Lines 7 and 18 of the algorithm in Table 5.3, the system needs to compute ∆P ξk∗(Nξ
k∗)

with an iterative algorithm.
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Figure 5.2 – Deep transfer learning with non-stationary wireless channels.

5.4.2 Transfer Learning with Non-Stationary Wireless Chan-

nels

In wireless communications, the distribution of small-scale channel gains may change
over time. For example, the BS may switch ON/OFF some antennas. When the
number of active antennas changes, the distribution of gk becomes different. For the
cascaded NNs proposed in the previous section, the system fine-tunes the last few
layers of ΦI as illustrated in Fig. 5.2. Since the power allocation policy depends on
the distribution of wireless channels, the system fine-tunes all the layers of Φξ

II.

5.4.3 Transfer Learning with Different Types of Services

In a wireless network, the service requests are highly dynamic. In other words, the
number of different types of services in the wireless networks varies significantly over
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time. Thus, the system needs to update the NN according to the QoS requirements
of different types of services.
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Figure 5.3 – Deep transfer learning with multiple types of services.

Transfer Learning from Delay-tolerant Services to Another Type of Ser-

vices

For both delay-sensitive and URLLC services, the delay and reliability requirements
depend on specific applications. Training NNs for all kinds of applications is not
possible in practice. To overcome this difficulty, we first train a NN to approximate the
optimal resource allocation policy of delay-tolerant services. Then, we fine-tune the
NN for delay-sensitive and URLLC services. With the cascaded NNs in the previous
section, the system needs to fine-tune the last few layers of ΦI with the method in
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Fig. 5.2. Since the power allocation policy depends on the QoS requirement of each
service, all the layers of Φξ

II should be updated.

Transfer Learning from a Single Type of Services to Multiple Types of

Services

If the total number of different types of services is MT , then there are 2MT possible
combinations with different types of services. In 5G networks, MT will be large, and
it is impossible to train a NN for each combination. If we have a well-trained NN for
each type of services (i.e., source task), then by replacing the last few layers of each
NN, we can construct a new NN as that in Fig. 5.3. With the cascaded NNs, we
only need to update ΦI for bandwidth allocation. The power allocation for each user
is determined by Φξ

II, which is the same as that in the source task. The algorithm is
summarized in Table 5.4.

5.5 Simulation and Numerical Results

In the considered scenario, the coverage of the BS is 200 meters. Users are uniformly
distributed around the BS. The path loss model is 35.3 + 37.6 log10(d), where d is the
distance (meters) between the BS and a user. The shadowing is lognormal distributed
with 8 dB standard deviation. The small-scale channels are Rayleigh fading and the
distribution of the small-scale channel gains follows fg(x) = 1

(NT−1)!x
NT−1e−x. The rest

of the simulation parameters are summarized in Table 5.5, unless specified otherwise.

5.5.1 Validating the Properties of URLLC

In this subsection, we first validate that Conditions 5.1 and 5.2 hold in non-asymptotic
scenarios of URLLC. In Fig 5.4, we randomly select a user and illustrate the mono-
tonicity of P u

k (Nu
k ) and ∆P u

k (Nu
k ). The results show that even when the number of
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Table 5.4 – Deep Transfer Learning for Multiple Types of Services

Require: Large-scale channel gains αξk and QoS constraints cξk.
1: Train a NN for delay-tolerant services.
2: Initialize an empty set ST
3: for the mth type of services, m ∈ {1, ...,MT} do
4: if the mth type of services is requested by some users then
5: ST := ST ∪ {m}
6: Collect a few training samples for themth type of services with the algorithm

in Table 5.3.
7: Initialize parameters of a new NN with the parameters in the well-trained

NN.
8: Fine-tuning the last a few layers of the new NN with the method in Section

5.4.3.
9: end if
10: Stack the NNs for all m ∈ ST according to Fig. 5.3.
11: end for
12: Collect a few training samples for multiple types of services with the algorithm

in Table 5.3.
13: Fine-tune the stacked NNs with the method in Section 5.4.3.
14: return the parameters of the fine-tuned NNs.

antennas is not large, such as NT = 4, 8, 16, Conditions 5.1 and 5.2 hold. The re-
sults indicate that the algorithms in Tables 5.2 and 5.3 can converge to the optimal
solutions.

5.5.2 Performance Evaluation

In this subsection, we evaluate the performance achieved by the deep learning method
in Section 5.3.2. In the scenarios with multiple types of services, the ratio of the
number of users requesting the three types of services is set at 1 : 1 : 1. The algorithm
in Table 5.3 is used to find the optimal solutions of problem (5.14) with 10000 inputs,
where Nmax = 256, NT = 64 and Kξ = 20. The first 9000 samples are used to train
the NNs and the last 1000 samples are used to test their performance. In each epoch,
Mt = 128 training samples are randomly selected from 9000 training samples, and
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Table 5.5 – Parameters in Simulation

Maximal transmit power of the BS Pmax 46 dBm
Duration of one TTI Ts 0.125 ms
Bandwidth of each subcarrier W 120 kHz
Channel coherence time Tc 5 ms
Single-sided noise spectral density N0 −174 dBm/Hz
Number of bytes in a packet bu

k [20, 64] bytes
Average data arrival rate of delay-tolerant users āk [50, 100] KB/s
Packet loss probability of URLLC εmax,u 5× 10−8

Circuit power consumption per antenna NmaxP ca 50 mW
Fixed circuit power P c

0 50 mW
Power amplifier efficiency ρ 0.5
Average packet arrival rate of delay-sensitive ser-
vices νa

[100, 1000] pack-
ets/s

Average packet size of delay-sensitive services 1/νs [1, 20] kbits
Delay bound of delay-sensitive user Dq,s

k 50 ms
Maximal tolerable delay bound violation probabil-
ity of delay-sensitive user εq,sk

10−2
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Figure 5.4 – Validating Condition 5.1 and 5.2 for URLLC services.

the learning rate is set to be 0.001. The DL algorithm is implemented in Python with
TensorFlow 1.11.

Each neural network consists of one input layer, one output layer, and Lξhidden hidden
layers, where each hidden layer has N ξ

neurons neurons. The input and output layers of
the FNN are defined after (5.16). The input and output layers of the cascaded NNs
are defined in Fig. 5.1. The hyper-parameters (i.e., Lξhidden and N ξ

neurons) for different
types of services can be found in Table 5.6. We tried different values of hyper-
parameters, and the values in Table 5.6 can achieve the best performance according
to our experience.

Table 5.6 – Hyper-parameters of NNs

Service type FNN Cascaded NNs
The 1st part ΦI The 2nd part Φξ

II
Lξhidden N ξ

neurons Lξhidden N ξ
neurons Lξhidden N ξ

neurons
Delay-tolerant 4 800 4 800 4 20
Delay-sensitive 5 600 5 600 4 20

URLLC 4 600 4 600 4 20
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Figure 5.5 – Probability without QoS guarantee v.s. extra transmit power reserved
to the users

In Fig. 5.5, we show the QoS achieved by the FNN and the cascaded NNs. Specifically,
the relation between the probability without QoS guarantee and the extra transmit
power reserved to all the Kξ users, ∆PK

ξ, is provided. For each type of service, we
set Kξ = 20. The results are evaluated with 1000 testing samples.

From Fig. 5.5, we can observe that the cascaded NNs can achieve much better
QoS compared with the FNN. For example, the system should guarantee the QoS
requirement of URLLC with a probability higher than 99.9%. By reserving 10% of
Pmax extra transmit power to the 20 users that request URLLC services, the output
of cascaded NNs can satisfy the QoS requirement with the probability of 99.98%.
However, the output of the FNN can only satisfy the QoS requirement with the
probability of 99.2%. For other types of services, the cascaded NNs also outperform
the FNN in terms of achieving better QoS. This validates that the cascaded NNs can
improve the approximation accuracy for all types of services.
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Figure 5.6 – Power consumption v.s. number of users when NT = 64 and Nmax = 256.

The total power consumption and transmit power achieved with different schemes
are illustrated in Fig. 5.6. We compare the performance of the cascaded NNs with
the optimal solutions obtained with the algorithm in Tables 5.2 and 5.3 (with legend
‘Optimal’). For the deep learning method, we train the cascaded NNs when Kt =
Ks = Ku = 20, which is close to the maximal number of users that can be served
with the given radio resources3. In practical systems, the number of users is dynamic.
When the number of users is less than 60, we do not change the dimension of the
input, but set cξk = 0. It means that the required data rates, effective bandwidth
or packet sizes of some users are zero. In this case, no resource will be assigned to
them. The performance with the cascaded NNs is close to the optimal solutions. This
implies the cascaded NNs are a good approximation of the optimal policy.

3The maximal number of users that can be served by a BS depends on the distribution of the
users. We set the user-BS distance equals to the radium of the cell to calculate the maximal number
of users.
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5.5.3 Performance with Transfer Learning

Since NNs are used to approximate the optimal resource allocation policy, the accu-
racy is defined as follows:

η(%) = 1− Error(%) = 1− Ptot(Ñ , P̃ )− Ptot(N ∗,P ∗)
Ptot(N ∗,P ∗)

, (5.26)

which reflects the gap between the outputs of NNs and the optimal solutions.

To show that convergence time of different methods, we provide the relation between
the numbers of training epochs and the accuracy. The transfer learning methods that
fine-tune the well-trained NNs in the source domain and task are compared with the
benchmark that trains new NNs with randomly initialized parameters (with legend
‘Random initialization’ and initializing each parameter with a zero mean and unit
variance Gaussian variable). In this subsection, we only consider the cascaded NNs
since this structure can guarantee the QoS constraints with a high probability.
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)
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Figure 5.7 – Accuracy v.s. the number of training epochs when NT varies, where
Nmax = 256, Ku = 20

Transfer learning with non-stationary wireless channels

The training samples in the source domain and task are obtained when NT = 16. The
training samples in the target domain and task are obtained when NT = 64. With
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different numbers of antennas, the distribution of small-scale channel gains varies.
With transfer learning, the first 3 layers of ΦI are fixed. The last layer of ΦI and
Φξ

II are fine-tuned. The results in Fig. 5.7 show that with transfer learning, only 400
epochs are needed to achieve around 98% accuracy, while 2000 epochs are needed to
achieve the same accuracy with random initialization.
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Figure 5.8 – Accuracy v.s. the number of training epochs, where the target task is
resource allocation for delay-sensitive services, Nmax = 256, NT = 64 and Kξ = 20.
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Figure 5.9 – Accuracy v.s. the number of training epochs, where the target task is
resource allocation for URLLC, Nmax = 256, NT = 64 and Kξ = 20.
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Transfer learning from delay-tolerant services to another type of services

We first train cascaded NNs for delay-tolerant services with 9000 labeled training
samples. Then, we fine-tune the well-trained cascaded NNs with new labeled training
samples of another type of services. Specifically, the first 3 layers of ΦI are fixed and
the NNs in the second part, Φt

II, are replaced with NNs for delay-sensitive services,
Φs

II.

The results in Fig. 5.8 show that the transfer learning method can achieve 90% accu-
racy with around 150 epochs, while it takes 2500 epochs for the random initialization
method to achieve the same accuracy. A similar conclusion can be observed from the
results in Fig. 5.9. By comparing the results in Figs. 5.8 and 5.9, we can see that
the accuracy of transfer learning for URLLC is higher than that for delay-sensitive
services. As shown in Table 5.6, to achieve a good performance for delay-sensitive
services, we need 5 hidden-layers in ΦI. However, for delay-tolerant and URLLC ser-
vices, only 4 hidden-layers are needed in ΦI. Since we use the same hyper-parameter
in the source task and target tasks, deep transfer learning achieves higher accuracy
for URLLC compared with delay-sensitive services.
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Figure 5.10 – Transfer knowledge from networks with a single type of services to
networks with multiple types of services, where the target task is resource allocation
for URLLC, Nmax = 256, NT = 64 and Kξ = 20.
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Transfer knowledge from a single type of services to multiple types of

services

To apply transfer learning in bandwidth allocation, the structure in Fig. 5.3 is
adopted. Specifically, the output layers of the three NNs for the three types of services
are replaced with an output layer with (Kt +Ks +Ku) neurons. With deep transfer
learning, we can either fix the first few layers or fine-tune all the layers, i.e., the curves
with legends ‘Transfer learning (fix first a few layers)’ and ‘Transfer learning (fine-
tune all layers)’, respectively. Their performance is compared with a benchmark that
trains a NN with randomly initialized parameters (with legend ‘Random initializa-
tion’), where the NN includes 4 hidden layers, each with 800 neurons. The results in
Fig. 5.10 show that ‘Transfer learning (fix first a few layers)’ outperforms ‘Transfer
learning (fine-tune all layers)’ in the first 2500 epochs, and they achieve the same
performance after the 2500 epochs. This indicates that there is no need to fine-tune
all the layers of the NN. Compared with the benchmark, transfer learning can achieve
a higher accuracy in the first 8000 training epochs. Even after the 8000 epochs, their
performance is almost the same.

5.6 Chapter Summary

In this chapter, we studied how to use deep learning in resource allocation with
diverse QoS requirements in 5G networks. Specifically, we proposed an optimiza-
tion algorithm that can converge to the optimal solution of an optimization problem
that minimizes the total power consumption for delay-tolerant, delay-sensitive, and
URLLC services. The obtained optimal solutions were used as labeled training sam-
ples to train NNs that approximate the optimal policy. To guarantee the diverse
QoS requirements in non-stationary wireless networks, we designed cascaded NNs
and fine-tuned their parameters with deep transfer learning. Our simulation results
validated that the proposed deep transfer learning framework converges quickly when
the wireless channels or the service requests are non-stationary.



Chapter 6

Conclusion

In this thesis, we focused on resource management by designing low-complexity op-
timization algorithms, and deep learning architectures in different settings for 5G
NR to resolve the optimization problems subject to QoS requirements. This chap-
ter provides a summary of the contributions and results and the potential future
developments.

6.1 Summary of Content and Results

In Chapter 3, we first studied the joint cooperative beamforming and user associa-
tion problem in the FD massive MIMO system, which is well-known for its high data
rate capability, one of the QoS requirements in 5G NR networks. We proposed to
maximize the network capacity by jointly optimizing the beamforming vectors and
a binary vector that represents user association decisions. The binary vectors were
further transformed into binary BAF as indicators of both the beamforming and the
user association decisions. A three-step Gaussian belief propagation-based distributed
solver was proposed to solve this non-convex NP-hard problem with low computa-
tional complexity. By relaxing the binary BAFs, we transformed the optimization
problem into a linear programming. Subsequently, GaBP was used to efficiently
obtain a feasible solution on BAFs in parallel, and two mapping algorithms were
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proposed to achieve different performance-complexity trade-offs. Simulation results
showed that the proposed cooperative beamforming methods significantly outperform
the benchmarks in the literature in terms of network capacity with a low computation
complexity.

In Chapter 4, we considered a MEC system to accommodate the QoS requirements
on low latency and high reliability. Hybrid user types were considered with both
URLLC and delay-tolerant services. We aimed to minimize the normalized energy
consumption, defined as the energy consumption per bit, by optimizing user associa-
tion, resource allocation, and offloading probabilities subject to the quality-of-service
requirements. The user association was managed by the MME, while resource allo-
cation and offloading probabilities were determined by each AP. Due to the ultra-low
E2E requirement of URLLC, real-time implementation for optimization problems is
crucial. We proposed a DL architecture, where a digital twin of the real network
environment was used to train the DL algorithm off-line at a central server. From
the pre-trained DNN, the MME could obtain a user association scheme in real time.
Considering that real networks were not static, the digital twin monitored the varia-
tion of real networks and updated the DNN accordingly. For a given user association
scheme, we proposed an optimization algorithm to find the optimal resource allo-
cation and offloading probabilities at each AP. Simulation results showed that our
method could achieve lower normalized energy consumption with less computation
complexity compared with the existing baselines considered.

In Chapter 5, we extended the scenario of two types of services into multiple types of
services with diverse QoS requirements. BS needs real-time optimization of wireless
network resources in time-varying network conditions in 5G cellular networks. This
brings high computational overheads and long processing delays. To tackle the prob-
lems of adjustment of time-varying channel and traffic conditions, and stringent QoS
guarantees, we developed a deep learning framework to obtain the optimal resource
allocation policy. The algorithm aimed to minimize the total power consumption of a
base station by optimizing subcarrier and transmit power allocation. We proposed a
cascaded structure of NNs, where the first NN approximated the optimal subcarrier
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allocation, and the second NN obtained the transmit power required to ensure the
QoS requirement with given subcarrier allocation. Considering that the distribution
of wireless channels and the types of services in wireless networks are non-stationary,
we applied deep transfer learning to update NNs in these. Simulation results con-
firmed that the cascaded NNs outperform the fully connected NN in terms of QoS
guarantee. In addition, deep transfer learning could significantly reduce the number
of training samples required to train the NNs.

6.2 Future Work

To conclude this thesis, we list a number of promising research directions that follow
from the work conducted herein.

In Chapter 3, cooperative beamforming was designed with an assumption that users’
location does not change when their large-scale channel gains remain unchanged.
This work can be extended to a scenario including user mobility. Taking into account
the mobility of users over a 2-D space can be beneficial for both urban and rural
areas. However, it can also be challenging to achieve as the speed of mobility can
be high. Although a low-complexity GaBP-based algorithm was proposed to solve
such a non-convex NP-hard problem, the optimization method may be too slow to
react to the time-varying channel conditions on time. In this case, the prediction of
user locations can be performed based on their historical trajectories by using deep
learning methods.

In Chapter 4, we decomposed the optimization problems into two stages. The first
sub-problem was to solve a resource allocation problem with a given user association
scheme at the BS through a conventional optimizing tool. The second sub-problem
was to optimize user association decisions at the central server by using DL. Although
the performance of the proposed framework was close to the optimal performance,
a two-stage problem solving inevitably produces computational delays and informa-
tion delays. It would be interesting to replace the two-stage method with a direct
solver based on DL, such that optimization delays are shortened. In return, there
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might be a trade-off between the solver’s performance and computational complexity.
Considering the problem was over both discrete and continuous multiple optimiza-
tion variables, the outputs of a DNN can be less accurate compared with the optimal
solution, as quantization errors are introduced by discrete variables.

The objective considered in Chapter 5 was to minimize the total power consumption
of a BS. Alternatively, the maximum achievable capacity can be taken into account
as an objective function in 5G cellular networks. Unlike the previous considered
MEC system, where power consumption is a major issue for users’ battery-powered
devices, high data rate or high spectrum efficiency can be more critical in 5G wireless
networks. Moreover, the same deep transfer learning framework could be extended
to cellular networks, where user association can be considered to further increase
the network capacity. At a cost, it may make the formulated problem even more
challenging because different association schemes could lead to completely different
resource allocation schemes for individual BSs. The difference between the outputs
of NNs and the optimal solutions for user association decisions may be amplified
to single BS resource allocation optimizations. In this case, extra care with user
association designs by DL should be taken.



Appendix A

Proofs of Chapter 4

A.1 Proof of Proposition 4.1

Proof. Substituting the equality in (4.14) into (4.4), we can obtain that Eloc,b
k =

k0(λb
k)2(c̄b

k)3. Further substituting Eloc,b
k into the first term in (4.18), we can derive

the normalized energy consumption at the local server, i.e.,

ηloc,b
k = (1− xb

k)
Eloc,b
k

b̄b
k

= k0(λb
k)2(c̄b

k)3

b̄b
k

(1− xb
k)3. (A.1.1)

From (A.1.1), we can derive that ∂2ηloc,b
k

∂(xb
k
)2 = 6k0(λb

k)2(c̄b
k)3

b̄b
k

(1 − xb
k) > 0, and hence the

first term in (4.18) is convex in xb
k.

To prove the second term in (4.18) is convex in xb
k, we only need to prove P t,b

k is
convex in xb

k. From (4.15), the required average data rate linearly increases with xb
k.

Thus, we only need to prove P t,b
k is convex in E

(
Rb
k

)
. From (4.2) we can see that

Rb
k increases with P t,b

k , and it is concave in P t,b
k . Since the expectation does not

change the monotonicity and convexity of the function, E
(
Rb
k

)
is an increasing and

concave function with respect to P t,b
k . According to [138], if the original function is

an increasing and concave function, then the inverse function is a convex function.
Therefore, P t,b

k is convex in E
(
Rb
k

)
.
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Since the two terms in (4.18) are convex in xb
k, ηb

k is convex in xb
k. The proof follows.

A.2 Proof of Property 4.1

Proof. For URLLC services, according to [125], we know that the required transmit
power P t,u

k to achieve a certain service rate decreases with N th,u
k when N th,u

k ≤ Ñu
k ,

where Ñ th,u
k can be obtained from ∂P t,u

k

∂Nth,u
k

= 0. As a result, ηu
k = xu

kP
t,u
k
Ts

bu
k

+ (1−xu
k)Eloc,u

k

bu
k

decreases with N th,u
k when the offloading probability xu

k 6= 0 and N th,u
k ≤ Ñu

k .

For delay tolerant services, we need to guarantee the rate constraint of the wireless
link in (4.15). We substitute Egb

k

(
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k

)
in (4.2) into (4.15), i.e., Egb

k

(
Rb
k

)
≥ xb

k b̄
b
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k/Ts,

and obtain the relationship between Egb
k

(
Rb
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and Nb

k when the offloading probability
xb
k 6= 0 as follows

Egb
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k

N0Nb
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)]
Ts

b̄b
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≥ xb
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b
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That is for a given average offloading packet rate xb
kλ

b
k, the transmitting power

P t,b
k decreases with Nb

k when the offloading probability xb
k 6= 0. As a result, ηb

k =
P t,b
k Ts/λ

b
k b̄

b
k + ηloc,b

k also decreases with Nb
k when the offloading probability xb

k 6= 0.
This completes the proof.

A.3 Proof of Property 4.2

Proof. For the URLLC services, % in (4.25) decreases with Nu
k in the region [0, Ñu

k ]
[125]. Substituting % in (4.25) into the close-form of g̃th,u

k in (4.28), we can see that
g̃th,u
k also decreases with Nu

k . From xu
k = e−g̃

th,u
k in (4.3), we know that xu

k decreases
with g̃th,u

k . Therefore, x̂u
k(N

th,u
k ) = e−ĝ

th,u
k increases with N th,u

k , where ĝth,u
k in (4.29)

increases with g̃th,u
k .
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For the delay tolerant services, to prove the property, we only need to prove that ηb′
k

increases with x̂b
k and decreases with Nb

k . Hence, when ηb′
k = 0, x̂b

k increases with Nb
k .

From Proposition 4.1, we know that ηb
k is a convex function in xb

k, and hence ηb′
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k. To prove that ηb′
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k , we first derive the expression

of ηb′
k as follows,
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where the expression of ηb
k in (4.18) is applied. (A.3.1) indicates that to prove ηb′
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Based on (A.3.2), we can see that ∂xb
k

∂P t,b
k

is an increasing function of Nb
k . According to

the characteristic of inverse function (i.e., ∂xb
k

∂P t,b
k

× ∂P t,b
k

∂xb
k

= 1 at any point (xb
k, P

t,b
k )),

we can obtain that ∂P t,b
k

∂xb
k

decreases with Nb
k . As a result, ηb′

k decreases with Nb
k . The

proof follows.
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Proofs of Chapter 5

B.1 Proof of Optimality of the Algorithm in Table

5.2

Proof. We denote the objective function in (5.18) as f(N ) = ∑
k∈Kξ P

ξ
k (N ξ

k ) in this
Appendix, where N = [N ξ

1 , ..., N
ξ
K ]T . The outcome of the algorithm in Table 5.2 is

denoted by N ∗ = [N ξ∗
1 , ..., N

ξ∗
K ]T . To prove the optimality of the proposed algorithm,

we only need to prove that for any bandwidth allocation scheme N ′ = [N ξ′

1 , ..., N
ξ′

K ]T ,
f(N ∗) ≤ f(N ′) holds.

The difference between N ∗ and N ′ is denoted by

∆N = N ′ −N ∗ = [∆N1,∆N2, ...,∆NK ]T . (B.1.1)

We further denote that

N+ = [max(0,∆N1), ...,max(0,∆NK)],

N− = [−min(0,∆N1), ...,−min(0,∆NK)].

Then, we can obtain a bandwidth allocation policy N 0 = N ∗ −N− = N ′ −N+.
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The required transmit power with policy N 0 = [N0
1 , ..., N

0
K ] is f(N 0). Based on

N 0, if we allocate (Nmax−∑K
k=1N

0
k ) extra subcarriers to the users according to N+,

the amount of power saving is f(N 0) − f(N ′). If we allocate (Nmax − ∑K
k=1N

0
k )

subcarriers according to N−, then the amount of power saving is f(N 0)− f(N ∗).

The amount of power saving with the above two approaches can be expressed as the
sum of (Nmax −∑K

k=1N
0
k ) terms, i.e.,

f(N 0)− f(N ′) =
∑

k+∈K+

N
′
k+−1∑

n=N0
k+

∆Pk+(n), (B.1.2)

f(N 0)− f(N ∗) =
∑

k−∈K−

N∗
k−
−1∑

n=N0
k−

∆Pk−(n), (B.1.3)

where K+ = {k|∆Nk > 0} and K− = {k|∆Nk < 0}.

According to Condition 5.1 and 5.2, we have

∆Pk+(N0
k+) ≥ ∆Pk+(N0

k+ + 1) ≥ ... ≥ ∆Pk+(N ′k+ − 1),∀k+ ∈ K+. (B.1.4)

∆Pk−(N0
k−) ≥ ∆Pk−(N0

k− + 1) ≥ ... ≥ ∆Pk−(N∗k− − 1),∀k− ∈ K−. (B.1.5)

With the proposed algorithm, a subcarrier will be assigned to the user with the highest
power saving. Thus, we have

∆Pk−(N∗k− − 1) ≥ ∆Pk+(N0
k+),∀k+ ∈ K+,∀k− ∈ K−. (B.1.6)

Since ∆Pk−(N∗k− − 1) is the last term in (B.1.5) and Pk+(N0
k+) is the first term in

(B.1.4), we can obtain that each term in the right-hand side of (B.1.2) is smaller than
any term in the right-hand side of (B.1.3). Therefore, we have f(N 0) − f(N ′) ≤
f(N 0)− f(N ∗), and hence f(N ∗) ≤ f(N ′). This completes the proof.
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B.2 Proof of Property 5.1

Proof. We first derive the first-order derivatives of the right-hand and the left-hand
sides of f ξk (P ξ

k , N
ξ
k ) = C, i.e.,
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From (B.2.1), we further derive the second-order derivative, i.e.,
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For notational simplicity, we can simplify (B.2.2) as ax2 + 2bx+ c+ d = 0, which can
be re-expressed as follows,
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a
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k is convex in N ξ

k . Therefore, Condition 5.2 holds.
The proof follows.
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B.3 Proof of Optimality of the Algorithm in Table

5.3

Proof. We denote the objective function in (5.14) as f(N ) = 1
ρ

∑
k∈Kξ P

ξ
k (N ξ

k ) +
P caNT

∑
k∈Kξ N

ξ
k + P c

0 in this Appendix, where N = [N ξ
1 , ..., N

ξ
K ]T . The bandwidth

allocation obtained in Line 10 and Line 12 (or 21) in Table 5.3 are denoted by Ň =
[Ň ξ

1 , ..., Ň
ξ
K ]T and Ṅ = [Ṅ ξ

1 , ..., Ṅ
ξ
K ]T , respectively.

Since the algorithm in Lines 2-10 in Table 5.3 is similar to the algorithm in Table 5.2,
with the method in Appendix B.1, we can prove that Ň = [Ň ξ

1 , ..., Ň
ξ
K ]T minimizes

f(N ) when Conditions 5.1 and 5.2 hold.

If ∑k∈Kξ P̌
ξ
k (Ň ξ

k ) ≤ Pmax, then the resource allocation satisfies the transmit power
constraint, and Ň ξ

k and P̌ ξ
k (Ň ξ

k ), k = 1, ..., K, are the optimal solution of problem
(5.14).

If ∑k∈Kξ P̌
ξ
k (Ň ξ

k ) > Pmax, the resource allocation that minimizes the total power
consumption does not satisfies the maximal transmit power constraint. From the
algorithm in Table 5.2, we know whether problem (5.14) is feasible or not. In the cases
that the problem is feasible, we have ∑k∈Kξ Ň

ξ
k < Nmax when ∑k∈Kξ P̌

ξ
k (Ň ξ

k ) > Pmax.
From the condition in Line 4 in Table 5.3, we know that ∆P ξ

tot,k(Ň
ξ
k ) > 0,∀k =

1, ..., K. Thus, the total power consumption increases with N ξ
k when N ξ

k ≥ Ň ξ
k .

Minimizing the total power consumption is equivalent to minimizing the number of
subcarriers that can guarantee the maximal transmit power constraint. In the rest
part of this appendix, we prove that the algorithm in Table 5.3 can find the minimal
number of subcarriers.

The algorithm from Lines 15-20 in Table 5.3 is the same as that in Table 5.2. Thus, the
bandwidth allocation obtained in each iteration minimizes the sum of the required
transmit power. According to the condition in Line 15 in Table 5.3, if the total
number of occupied subcarriers is less than ∑

k∈Kξ Ṅ
ξ
k , then the maximal transmit

power constraint cannot be satisfied. Therefore, ∑k∈Kξ Ṅ
ξ
k is the minimum number

of subcarriers that is required to satisfy the maximal transmit power constraint. This
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completes the proof.
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