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Abstract

Althoughthe use of"text coveragéto measure the intelligibility of reading
materialgs increasing in the field afocabulary teaching and learnirig,date

there have been few studies which address the methodological variables that can
affect reliable text coverage calculations. Tigective of this papes to
investigatehow differingvocabulary size, text length, and sample sieght

affect the stability of text coverage, and to define relevant paramketéngs

study, 23varyingvocabulary sizes taken from the high frequency wordkeof

British National Corpusind26 different text lengths taken from thigne
Almanaccorpuswere analyzed usint0 different sample sizas 1,000 iterations

to calculatdext coverageand the results were analyzed using the distribution of
the mean score and standard deviatidre results of the studympirically
demonstrate that text coverage is more stable when the vocabulary size is larger,
the text length is longer, and more samplesuassl.It was also found thdhe

stability of text coveragés greater frona larger number of shorter samples than
from afewer number of longer sampleAs a practical guideline for educators, a
table showing minimum parameters is included for reference in computing text
coverage calculations.

Keywords text coverage, sample size, text length, vocabulary size, standard
deviation, sampling methodology

Introduction
The importance of vocabulary has bagparticular focus the field of reading comprehension
(Davis, 1972; HirstandNation, 1992Hu andNation, 2000HuckinandBloch, 1993 Klare,

1974-75;Laufer, 1992) As such, there has been continuing interest in whether there is a
language knowledge threshold which marks the boundary between having and not having
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sufficient language knowledge for successful languageBesespussaandLaufer, 1984

Holley, 1973;Hu andNation, 200QNation, 2001). Historically, experienced teachers such as
West (192621) suggested the guideline th@te unknown word in every fifty wordgould be

the minimum threshold necessary for the adequate comprehension of a texts@theas
Finocchiaro (197380) suggested one unknown word in every thirty wpktitori (1979:110

and Johns (1980) considered 95% "coverégﬂ"one unknown word in every twenty words, to
be the threshold, which was later confirmed_byfer (1989)Laufer claimed thatreading
comprehension at an academic level requires 95% lexical coveeagteknowledge of 95%

of word tokens in a given téx(1989 127). Hu and Nation (2000422 concluded that for
largely unassisted reading for pleasure, learners would need to know approximately 98% of the
running words in the text. Currently, the contemporary thinking in the field of vocabulary
teaching and learning puts the threshold of meaningful input at 95% (Nation,12@&)Read,
2000:83).

The idea of using text coveragedeterminehe optimal ratio of known words in a tévdsbeen
commonly used since 1936 whenH.Palmer selected 3,000 words for thieerim Report on
Vocabulary SelectiarSchonell Meddleton, ShawRkRouth,Popham, Gillet al. (956 24-5)tell

us that Bongerg1947]experimentedvith Palmeis 3,000 word list and satisfied himself that
Palmels contentions were correct, namely that such a word list covers 95% of a normal English
text" > HoweverEngels (1968: 215) questioned the tendency of believing frequency lists such
as this could actually produce 95% coverage, stdtirngas become common to pretend that a
frequency-list of 3,000 words covers 95% of the language, that it enables a person to speak and
to understand a foreign language by assimilating those Wokdfew years earlielWest(1953)
hadcombined the Palmer Listith Lorg€'s semantic cour{t.orge, 1937 to produce thé&eneral
Service Lis{GSL), which contained 3,372 words as Nation(2001 11)described it, around

2,000 word families Engels doubted that the GSlould cover 95%of thevocabulary of any

texts and set out to inagtigatewhatpercenageof thevocabulary of ten 1,000-word reading
samples was covered by the G$le pointed outhat in former studiegext samples of varying

text length were taken fromspecialized kind of proseg., literature, to calculate the text
coverageln order to create more careful samplihg chosequallengthedexts at random from
various genredde found thatn the best case, only about 86.6% of the words of the ten texts
werecovered by the GSIEngelsconcluded, ". the claim made by the compilers that their lists
would secure 95% intelligibility for any text proves to be false, at least for the ten different texts
under examinatidh(1968 226).He did allow, howeveltthat the 1,000-word sample size of
investigated material might be too small to get a reliable result, and seadit@€t00 or more
running words for each topic as an adequate length.

Engel's study illustrates thdtlsough many studies have used text coverage to measure the
intelligibility of word lists, there are several methodological issues regarding this approach that
have not been adequately addressed to’datelom samplinghe genre of textshe number of
samplesandthelength of sample textén 1993, Takefuta andChujoconducted a study to

address these issues. They analyzed the stabiligxb€overagéased orthe vocabulary o$ix

levels of Japanese school English textbs@kom junior high school teollege) bycompuing

the mean score and standard deviatioh,200 samples across tiine text samples frora0

different genre®f varying lengths (from 100 to 5,000 wordEhey reported thafa) the

distribution of text coverage dependsthatype of text (b) 1,500-word text samples provide
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relatively stable text coverage of some geraad (Q averaging coverage figures from five

samples providearelativelymore stableesult While Takefuta andChujo's findings are useful,

this small-scale, manually conducted study is limited by the use of only five samples, the use of
only Japanese schdeixtbookvocabulary, and the limited amount of sampling data generated.
Modern random sampling schemeigh-speed computerandthe large-scale datmses now
available provide the means to investigate these issues more thoroughly.

As more and more educators and researchers use text coverage information, it is important to
work toward building an empirical body of knowledge that will support the creation of a set of
criteria to ensure that reliable results are obtained. From a very practical point of view, there are
now excellent software programs such'@smplete Lexical Tutdr(Cobb, 2000and

"Frequency Level CheckefMaedaandHobara, 1999)hat can assist teachers in calculating text
coverage. These software tools are becoming widely available on the Internet and on CD-ROM.
They are used to measure vocabulary levels by comparing the word lists made from the target
text with 1,000-word, 2,000-worénd University-Word-Leveleferencdists (seeCoxhead,

2000) and then counting the overlap betweachlist, i.e., textcoverage Software tools for
measuring the vocabulary levelstbé targeted text witjunior and senior high school English
textbooksword listsare on the marké‘tandthey are sometimes uselmeasure the levels of the

text used irEnglishexaminationsn Japanlt is important to recognize thttese kinds of

softwaredo notaddressheissues otext length, sample sizw vocabularysize and because of

their growing popularity, it is important to clarifige extent of instability of text coverage when

for example small 20- or 50-word samere used in these types of software programs. The
parameters determined by this study will help teachers recognize how to get the best value and
most reliable coverage from these kinds of programs and will provide specific information on
minimal text length, sample size and vocabulary size to use for teachers who wish to calculate
their own text coverage information.

Research questions

This study will examine text length, vocabulary size and sample size using one of the most large-
scale electronic databases available in order to understand what specific impact these variables
might have on text coverage calculatio@pecifically, the following questions were addressed

1. How daesvocabularysize affect the text coverage?

2. What is the minimum length of a text sample required to obtain reliable text
coverage information?

3. How many text samples are necessary to pra@ligbletext coverage

information?

4. What is the relationship between text length and sample size?

5. What specific parameters can be defined as a guide for educators in calculating
reliable text coverage?
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Method

Use of mean and standard deviation

In educational research, we are looking for general tendencies so we can say, for example,
"something does (or does not) tend to affect something else". We can calculate a central
tendency in a number of ways (mean, median, mode), but the most common way is by
calculating the average, or mean score. However, this method of calculation has a weakness: if a
distribution includes extremely high or low scores which are not typical of the distribution, then
the mean is pulled toward the extreme score and does not then accurately represent the
distribution. What is missing is the measure of variability, i.e., showing how the scores are
spread across a distribution. Variability can be described using rateyguartile range and

standard deviation. Range really only gives us the two outermost numbers. If we have a room
full of people and the youngest is 7 and the eldest is 87, we know the range is 80 (87-7) but that
doesn't tell us how old anyone else is, or how many are a givelmigguartile range is the

range of the middle 50% of the data and while this eliminates the problems caused by those
extreme outermost numbers, it only includes half the data. The solution is to use standard
deviation, which measures how far any number is from the middle.

When investigating the relationship between text length, sample size and vocabulary size to text
coverage, it is possible with computers and software programs to examine large numbers of
samples for these variables and to combine them in varying ways. Using standard deviation gives
us the ability to describe relationships because we can explicitly point to the degree of

variability. And of course, the added advantage of using standard deviation is that, unlike other
more complex statistical analyses, this is something that the average educator can calculate and
understand. For all these reasons, standard deviation is the measure used in this study. (For more
information on the use of statistics, $&@wvntree, 1981 or McMillan and Schumacher, 1993.)

Vocabulary

With more than 100 million words, the British National Corpus (BNC) is one of the largest
corpus resources in the worlsince the BNC reflects present day English usage in speech and
publications in the United Kingdom (LeedRaison and Wilsqr2001), this vocabulargrovided

the most adequate frequency &sailable and was therefore chosen as the source for vocabulary.

To obtain a series of frequency lists to compare to text samples, an initial mastet4i908f

words referred to as thBNC High Frequency Word LIEBNC HFWL) was used (seghujo,

2004. This was created by: (a) downloadfngm AdamKilgarriff's Web pagéthe 38,683
unlemmatized words in the BNC which occur 100 times or pfbjeexcluding proper nouns and
numerals to ensure its suitability as a criterionﬁl(si) lemmatizingthe words into base word
categories (for examplmat-catsandgo-goes-went-gone-goimvgere listed under the base word
forms ofcat andgo); * (d) listing each part of speech (POS) form under the same base word (for
exampleanswer(noun) andanswer(verb) would appear only once under the base word
answeb;8 (e) changindritish spellings to American spellingand (f) lising the resulting words

in ascending order of high frequenagcurrence
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From this BNC HFWI,. 23different listsof the most frequently usedords of different

vocabulary size were create@hese lists are comprisedtbie topor most frequently usetO0-
words, 200-words, 300-words, 40Gwords, 500-words, 600-words, 70Gwords, 800-words, 900-
words, 1,000-words, 2,000-words, 3,006words, 4,000-words, 5,006words, 6,000-words, 7,000
words, 8,000-words, 9,000-words, 10,000-words, 11,008words, 12,000-words, 13,000words,

and 14,008vords. In other words, these lists represent the most commonly or frequently used
words in English (based on the BNC), and each list casts a wider net over the number of
frequently used words.

Textsamples

To calculateext coverageyocabulary is measured against a texte Tesearchers chogeitten
language datbor this study sincevritten text is easier to obtagn a larger scale within one
genreascompared tambtainingspoken languageganscriptsBecause of its extensive circulation,
broad topic coverage and, most importantly, large-scale electronic data avail@hiiy,
Magazinewas choseas a source for text samples, andTimeAlmanacCD-ROM provided

the databas@lt contains the entireollection of 14,52&uticlesfor a five-year periodl(989 to
1994, which has an estimateédkencount(i.e., total number of words)f 8,930,699 wordslhe
researchers acknowledge that wHilsmemight not necessarily be "normal reading" for English
learners, the main purpose of this study was to broaden the sampling methodology and to
observe the transition of coverage figures according to the defined variables. Because of its large
size, this database provided statistical stability.

From the originallime Almanaccorpus, 101 articles were randomly extracted to create a sub-
corpus (herein referred to as ti@me Magazinedatabasgasthe basis for the text sampl&sach
word of the text was assigned a POS (part of speech) tag and a lemnvagliieiSTree Tagger
Programi andwascheckednanuallytwice for accurac;}? Next in order to calculate their text
coverage accurately, all proper nouns, pseudo-titiesermsbeginningwith capital letters were
excludedsincetheseare usually excluded from source datdesewordswere identified by

their POS and were deleted manually. Numerals, interjecéonsnymsand abbreviations were
also excluded manually from ti@ne Magazinedatabasarticles for the same reasdrhis
process yielded database of 56,921 word$ie length of the articles averaged 564 words.

Text length

To investigatetext lengthas a variald in text coverage stabilify26varying-length text samples
were taken from théimeMagazinedatabase. Thiextlength of the chosen samples varied as
follows: 10-words, 20words, 25words, 56words, 75words, 100-words, 25@vords, 506words,
750words, 1,000-words, 1,250-words, 1,500-words, 1,750-words, 2000-words, 2250-words,
2,500-words, 2,750-words, 3000-words, 4000-words, 5000-words, 7,500-words, 10000-words,
20,000-word, 30,000-word, 40,000-word, and 50,000-worsl

Samplesize

In order to compare the distributiontbe standarddeviation(SD) amongthe sample sizesthe
number of samples taken at a time was varied from one to ten.
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Sampling procedure and calculation of text coverage

Sampling11 calculating text coverage, and computing both mean score ahdn&Pe done as
follows:

Step 1: Terms were defined dke length of a text sample sample sizé\, and
vocabularyV.

Step 2:Articles were drawn randomly from tAHeme Magazinedatabase, and
additional articles were culled untiile total length (in words) reached L, which
varied from 10 to 50,000 words as described above. Mssome possibility of
drawing the same articlaore than oncd’ If the addition of the final article
caused the total length to exceed L, it was replacealdising of extra words
drawn randomlyirom thatarticleso that theotal length equaled.

Step 3:The coverage adtext samplep, was calculated withespect td/, with V
as one of the top 00, 200,..., 900, 1,000, 2,000, 3,000, ..., and 14800word
lists fromthe BNC HFWL. The coverage was defined asp = (the number of
words covered in the text by the V) / (total number of words in the text).x 100

Step 4:When the sample size N was greater than ones 3tapd 3were
repeated N times and the mean of the coveragesiasated as the coverage of
the N text sampled was varied frononetotenas describedbove

Step 5:Each set of L (text length), V (vocabulary size), and N (sample size) was
sampled randomly 1,000 times from the database and the mean and SD of these
1,000 coverage samples was calculated. There 5y888sets of combinations of

L, V, and N.In other wordsatotal of 5,980,000 different samples (23 vocabulary
sizes, 26 text lengthizes 10 sample sizes, arigO00iteratiors) were taken from

the Time Magazinedatabase and each coverageas computed to obtain the

mean and SD among the coverage indices being viarasttordance witlthe
vocabulary size, text length, and sample size. Accordigrtm andTibshirani
(1993),a maximum oR50iteratiors provide agood estimation with respect to

the SD. In the present study, this particular number of iterat{@r00Q is

adopted to ensur@ high degree of accurasythe estimation of mean and SD
based on the observationtbe convergence of the SD. For the purposes of this
study, we haveset an acceptable parameter®8D of 2.0as an indicator of

stability.

Results and Discussion
Questionl. How deesvocabularysize affect the text coverage?

The data shown ifiable 1 and Figure 1 address this first research questiorablel, the
coveragecalculationsarethe average coverageatisticsof thetop-100 tothe top-14,000BNC
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HFWL overfour sample ata1,000-word textlength iterated 1,000 time@ther text length
results are shown in Table 2, and varying sample sizes are shown in Talhls 8howsthat the
text coverage increases and the SD decreases as the vocabulary size iht@hsesvords,
text coverage reliability is greater with a larger vocabulary.

Tablel: Coverage and Standard Deviation with VaryWfagabulary Size
[Text Length = 1,000 %$ampleSize = 4 / Iteration = 1,00D

Vocabulary Size | Coverage (%) | SD
100 53.1 1.60
200 60.1 1.63
300 63.9 1.67
400 66.8 1.69
500 69.4 1.68
600 71.2 1.68
700 72.9 1.60
800 74.2 1.66
900 75.5 1.62
1,000 76.8 1.61
2,000 84.2 1.35
3,000 87.9 1.23
4,000 90.4 1.08
5,000 92.0 1.00
6,000 93.1 0.87
7,000 94.0 0.77
8,000 94.7 0.77
9,000 95.2 0.69

10,000 95.7 0.72
11,000 96.0 0.61
12,000 96.3 0.58
13,000 96.6 0.55
14,000 96.9 0.51

Figurelis a graphic representation of Talblend offers visual support of telationship

between vocabulary size and the text coverageking at the graph in Figure 1, we can see that
the text coverage increases drastically as the vocabulary size increases up tthas000

BNC HFWL level and after that the amount of rise turns into a gradual one. For example, as
shown in Tablél, thecoverage 0&3,000BNC HFWL vocabulary list is 8.9%; Figure 1
demonstrates thigaches 95% at 9,000 words, and attat18% at 14,000 words.
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Figure 1 Increase irCoveragewith Varying Vocabulary Size
[TextLength =1,000/ SampleSize =4/ Iteration = 1,00D
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From Tablel we also learn that the SD decreases as the vocabulary size incfabs2 and

3 summarizehe relationshippetweenvocabulary size antthe SDat each text lengtand sample
size Theyshowthat theSD decreaseasthe vocabulary size increases (fr800 to 9,000)
regardless of the text lengtimd sample siz&learly, thestability of thetext coverage is affected
by the vocabulary sizas well as the text length and sample sapel, thus can be reliably
obtained by larger vocabulary size.

Table2: VocabularySize, Text Lengthand $andard Deviation
[SampleSize = 4]

Text Length =D
\VVocabulary Size = 3,000| Vocabulary Size = 9,00
1,000 1.23 0.69
2,000 0.95 0.56
3,000 0.72 0.46
4,000 0.65 0.41
5,000 0.61 0.34

http: //nflrc.hawaii.edu/rfl



RFL 17.1 — Understanding the role of text length, sample size and vocabulary size in determining text coxgerage

Table3: VocabularySize, Sample Sizeand $andardDeviation
[Text Length= 1,00Q

Sample Size =D
Vocabulary Size = 3,00q Vocabulary Size = 9,00
1 2.33 141
2 1.73 1.02
3 1.33 0.79
4 1.23 0.69
5 1.09 0.63

Questior2. What is the minimum length of a text sample required to obtain reliable text
coverage information?

To address this question, text coverage calculations were done with taxblengtls (10- to
50,000-word), while both vocabulary size (top 3,000 BNC HFWL) and sample size (one
sample)were fixed In Table 4 calculationf SD lessthan 2.0 are highlightethese indicate

the stabletext coverage figures:romTable4, we can seéhatthe mean score of text coverage is
stableat approximatel\38.1% regardless of the text length, whilee SD showamarked

difference with respect to the text length. We seedhaiter text-length samples have an
extremely largeSD compared to longer text-length sampM&thin the parameters outlined

here, the minimum text length required to obtaimbletext coverage informatiois 1,750
wordsdefined as SD less than 2.1 should be noted that the vocabulary was fixed at 3,000
words because this is the approximate number of words found in Japanese junior and senior high
school textbookd> For teachers of those students, we now understand that to get reliable text
coverage foreading materialske TIME Magazinea minimum text comparison length would
need to be at least 1,750 words.
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Table4: Coverage and Standard Deviation with Varyirext Length
[Vocabulary Size= 3,0003ampleSize = 1/ Iteration = 1,00D

Text Length | Coverage (%) SD
10 88.5 10.51
20 87.8 8.28
25 88.0 7.56
50 88.0 5.83
75 87.9 5.12
100 87.8 4.62

250 87.7 3.54

500 87.8 2.94

750 87.8 2.52
1,000 87.8 2.33
1,250 88.0 2.23
1,500 88.0 2.12
1,750 87.9 1.95
2,000 88.0 1.78
2,250 88.0 1.71
2,500 88.0 1.68
2,750 88.1 1.59
3,000 88.1 1.53
4,000 88.1 1.34
5,000 88.2 1.21
7,500 88.1 0.99
10,000 88.1 0.84
20,000 88.1 0.62
30,000 88.1 0.49
40,000 88.1 0.41
50,000 88.1 0.37

N sp < 2.0

Questior3. How many text samples are necessary to prawligble text coverage information?

To address this next question, text coverage calculations were computed cbahgthg

sample sizgboth vocabulary size and text length were fixed. As Talleows, thergvasalmost

no changamong he mean scosf text coverageavith the change of sample size. Howevbeg
SDdecreased considerably as the sample size incrédsied.a SD of 2.0 as a guideline, and

with vocabulary size fixed at 3,000 words and text length at 1,000 words, a minimum of two text
samples provides reliable text coverage information, and the more samples used, the more
reliable the data becomes. Thus, a teacher can expect to obtain more reliable text coverage when
using more samples. We understood this to be true intuitively, but this finding now supports an
empirical criteria.
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Table5: Coverage and Standard Deviation with Varying Sample Size
[Vocabulary Size= 3,000 / Text Lengtii,000 / Iteration = 1,000

Sample Sizg Coverage (%) SD
1 87.8 2.33
2 87.9 1.73
3 87.9 1.33
4 87.9 1.23
5 87.9 1.09
6 87.8 0.96
7 87.9 0.90
8 87.8 0.84
9 87.9 0.83
10 87.9 0.73

Looking atthesetables, we can say wittfair amount ofcertainty that text coverage is more

stable when vocabulary size is larger, text length is longer, and more samples are taken. It is also
clear that the mean scorethé&text coverage is stable regardless of sample size and text length,
although the SD varies greath.more detailed analysis within the context of the next research
guestion follows.

Questiord. What is the relationship between text length and sample size?

The data shown ifflables4 and5 confirmthat both text length and sample size affect text
coverage. It isvorth examining these issues more clos&liynce bothext length and sample size
contribute reciprocally toward providing text coveratfese issues must be addressed together.

Figure 2 illustrates the relationshigtweertext length, sample size, and the SD. There is a

striking relationshigot only between the SD and text length but also between the SD and

sample size. This graph shows that the SD decreases as the text length increases and/or sample
size increased his means that not only are text length and sample size important, but there is a
strong relationship between them and when one is changed, the other is also (inversely)
impacted.
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Figure 2 Decrease istandardDeviation
[VocabularySize = 3,000
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Finally, Table6 shows the sample sizes and text lengths whichegessary in ordéo obtain
anapproximate SD a2.0.When the sample size is only ordg/50words are required to obtain
a SD of2.0, while asample sizef four requires a 250-word sampiee(, in total 1,000 words)
andasample size ofine requires onla50-word samplei(e., in total 450words).To put it
another wayin order to obtain the same SBhich is to say to obtain reliable text coveraye,
requiredtotal number of words is smaller when the sample size is largisrdemonstratethat
amuch broader representation of word types can be achieved by &d&megr number of
samples which secures wider diversity across a large number of articles, rather thkimypy
longer text samples from fewer articl@herefore,thedegrees oflecrease in the Séregreater
when samples of shorter text length and larger sample size are takemh#msamples of
longer text length and smaller sample siaee takenFor teachers therefqrie is more
advantageous to draw a large number of samples instead of drawing a few longer text samples.

In investigating this relationship, it was noted thatgfeareroot lawapplied in all cases except

when the text length waslativelyshort. For more details on this analysis, please see the
Appendix.
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Table6: TotalNumber ofWordsNecessary t@ecrease the Standard Deviation to
Less Thar2.0
[VocabularySize =3,00q

Sample Size | Text Length | Total Number of Words

1 1,750 1,750
250 1,000
50 450

Question 5. What specific parameters can be defined as a guide for educators in calculating
reliable text coverage?

In order to create a useful guide fducators, the information gleaned from this study has been
organized into Tablé. Note that the vocabulary size is fixed @ words in order to maintain
an acceptable SD. (See Research Question 1 findings for details on the relationship between
vocabulary size and coverage reliability.p use this table, teachers can find the text length that
they wish to use, and then see how many samples are needed in order to produce a stable
calculation. The SD values are color-coded as deaitfor very stable (SD 4.0),light grayfor
stable(1.0< SD< 2.0), and white (no highlighting) as unacceptable or uns(8iale> 2.0).

FromTable 7, we can draw the followimgnclusionsThe average length of oféME
Magazinearticlewas 564 worddJsing SD < 2.0 as an indicator of stabilitye see that three
articles may reliably be uséd obtain stable text coveragiext length 500, 3 sample sizefer a
SD of 1.0, nine or tearticles wouldbe within the acceptable randégsing onlyone or two
articleswould not provide stable resulfs.
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Table7: The Text Length and Sample Sizes Necessary to Obtain Reliabl€dextage
[Vocabulary Size = 3,000]

Sample Size
Text

10 10.51| 7.57 [ 6.01 | 561 | 4.94| 4.65(4.29| 4.07 | 3.67 | 3.43
20 8.28(595|14.67|4.16|3.54|3.29(3.20( 296 | 2.75|2.53
25 7.56|5.48|4.43(3.83|3.37|3.15|290( 2.73| 2.48|2.35
50 5.8313.83|3.38(290|246| 233|216 2.03| 1.94|1.85
75 5121356292 (2.64|230|207|201|1.80]|1.73|1.60
100 462|3.28(262|233|212|1.87(1.79]|1.66| 1.54|1.48
250 35412471209 (1.75|154]|144|1.33(1.34|1.20|1.10
500 2941213|1163(150|138|1.14|1.12|1.06| 1.01

1.15| 1.07

1.09

SD > 2.0 (unstable 1.0 < SD < 2.0 (stable SD < 1.0 (very stable

Conclusion

As text coverage applications gain in popularity among researchers, it is important to understand
which variables affect text coverage. \Weestigated some of the major issues relating to

obtairing reliable text coverage through the analyses of the distribution of mean score and
standard deviation of tegbverageThe results of the studgmpirically demonstrate that text
coverage is more stable when the vocabulary size is larger, the text length is longer, and the
sample size ifarger. As a practical applicatiohthetargeted textor measuringext coverages
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comparable t@imeMagazine with avocabulary size of 3,000 wordsirfilar tothe vocabulary

size ofJapanese junior and senior high school textbpaks! only a single text sample is

extracted, then the text length should be longer 1had0 wordsn order to obtain reliable

coverage. Acceptable variations wouldftier samples o250 words; or nine samples 060

words. Teachers are encouraged to use the data available in Table 7 when calculating their own
text coverage information to ensure minimum criteria are met in order to obtain stable results.

In this study,the use otextfrom asingle genréTimeMagazing ensurd the reliability of the
resuls. From previous studiebpwever t is known that the text coverage also depends on the
text type, andvhile Time providesrather stable data in terms of the SD of text coverage
(TakefutaandChujo, 1993)there is aneed to expanthe scope of this research to includber
genresparticularlyspoken dataAnd yet, even if the results are not conclusive for all types of
written and spoken texts, they providgortant information regardinigow the vocabulary size
text lengthandsample size affect text coverayféith regard to software usegforewe as
educatorgype or paste text into these programs and click "subméheed toensure that
minimumvocabulary size, text length, and samplesae includedn order to obtain reliable
text coverageAt a minimum,a few words in the instructions of such programs or software to
users are called fao avoid misinterpretation.
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Notes

1. The overagds the number of the words known in the terultiplied byl100and then
divided by theatal number of words in the text (Nation, 20Q45)

2. In 1947 Bongers surveyed the field with his careful comparative study of the works of the
most important wordisters such asrhorndike, Palmetdornby, inThe History and Principles

of Vocabulary Contrio(Shonndlet al., 1955 His bookis arguablythe first comprehensive
introductory publication of this field.

3. Fromadifferent viewpointj.e., confirming the length of individual text samples to be
included in a corpudiber (1990) andBiber (1993)bothconducted an experiment in whitttey

used two corpora to determine whether text excerpts provide a valid representation of the
structure of a particular genfiber calculated the frequency of different linguistic items in 110
of 1,000-word samples, and he found that 1,000-word excerpts are lengthy enough to provide
valid and reliable information on the distribution of frequently occurring linguistic items, while
infrequently occurring grammatical constructions and vocabuakmpotbe reliably studied in a
short excerpt and longer excerpts are required.

4. For example, CD-ROM Tango Level Check Ver.4B-Cast,2002)
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5. http://lwww.itri.brighton.ac.uk/~Adam.Kilgarriff/bnc-readme.html

6. Propemouns and numerals amsuallyexcluded from basic word list§or example Coxhead,
200Q JACET, 2003; West, 1953ince"they are of high frequency in particular texts but not in
others, ...andthey could not be sensibly pre-taught because their use in the text reveals their
meaning" (Nation 200119-20).

7. In this study, 'lemma’ was used rather than 'word families' since word families include not
only inflected forms, but also closely related derivative forms suely asess andun-, and as

such, it is much more difficult to draw clear boundaries between what is counted and what is not.
When calculating coverage, if both the base list and text sample list are based on the same
counting criteria, both lemma and word families assumed tgield asimilarresult although

we cart state this empirically untgéxperimental observatioean bemade

8. The researchers recognize the limitations of using base words, however, at this time the
available software programs cannot differentiate these types of words in the aAa\his.
technology improves, it will be interesting to see what imgeeunits of countingnight have

on text coverage applications.

9. Ninety percenbf the BNC and one hundred percenTt¥IE is based on written language.
The existence of spoken data in the BNC might haviesagnificant effect onhe mean score of
thetextcoverageéut wouldn't affectts distribution of standard deviation. The same data
sampling was applied to another separate but concurrent research projezhoindred percent
spoken dataGhujo andUtiyama, 2004) and it was proven thextt type does not affect data
sampling

10. Although the reliability of th&TreeTagger Progratis reported to be approximately 96%, it
is not 100% accurate, therefore, the text samples were checked twice manually with tags.

11. Samplings based on the bootstrap method describdefion andTibshirani (1993).

12. Standard deviation is one of the most commonly used statistical tools in the sciences and
social sciences. It provides a measure of the amount of variation in any group of numbers that
make up an average. The use of the mean and SD is an adequate barometer of reliability of text
coverage figures because these parameters can form a useful picture of the distribution of the
sample coverage figures. SD is a statistic that is used to measure how tightly sample coverage
figures are clustered around the mean coverage. In other words, if sample coverage figures are
close to the average of tpepulation, then we may expect to see a low SD. In contrast, if the
sample coverage figures are spread across a greater range, it may present a high SD. Lower SD
would likely to be an indicator of stabilitand themost consistent sample coverage figures will
usually be the coverage figures with the lowest SD. In this study, we set a SD of 2.0 as the
acceptable parameter which allows that the text coverage may range from the mean coverage
plus or minuK.0%. Of course, a SD of 1.0 is more acceptable data given the importance of
coverage information. The mean and SD were also uskakefuta andChujo’s (1993) study.
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13. There are two ways of random sampling. One is "random sampling without replacement"
andonce an item is selected it cannot be chosen again. The other is "random sampling with
replacement,” antblere each observation in the data set has an equal chance to be selected and
can be selected over and over again. We used the latter, "random sampling with replacement,”
andso there was some possibility of drawing the same article more than once. For more
information on the bootstrap method used here, and ortlvéstandarddeviation can be
computeceven if the extracted text length0,000 wordgis close to the entirdatabas€56,921
wordg, please seEfron andTibshirani (1993).

14. This is predictable because the coverpg@e0.5), increases with the vocabulary size (see
Figure 1) and the SD of the coveraggis approximated by p-p).

15. Here we are looking at the text coverdgea 3006word vocabulary. The merit of

observing the 3000-word is as folloviist, this corresponds tthhe number of different words
used inthe junior and senior high schoektbook serietNew Horizon 1, 2, &ndUnicorn |, 11,
Reading whichareone ofthe most widely used textbooks in Japanese schools from the 7th to
the 12th gradesind which havabout 3,000 words after the proper nouns and numenels
excluded and gcond, the vocabulatgvel of this junior and senior high school textbook
vocabulary isalso represented by the top-3000 words of BsE2Chujg 2004).

16. Random sampling is desirable when drawing multiple samiplesesults of this studgre
based on the observation of randomly sampled data.
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Appendix Is theText Length Long Enough? ---A Square-Root Law Explanation

In order to understand why text length should be long enough to yelebksent the
distribution of word types, vive explored the relationship among sample size, text length, and
SD.

Table8 showsthe relatioship between the sample size and SD at each text length. The first
column lists the text lengths of the samples. The figures in the collBangplesize 1', "Sample
size 4' and"Samplesize 9', are theSDs with respect to the sample sizes 1, 4, and 9,
respectively. The figures in the colurtfRatio A (sample size& / sample sizd)" are the ratios of
the SDs listed irthe column 8mple size £4ompared wittfsample size 1for example, G3in

the 5th column anuh thefirst row was obtained by dividing.23by 2.33 Similarly, the figures
in the columr'Ratio B (sample siz® / sample sizd)" are the ratios of th8Ds listed irSample
size 9,compared wittsample size 1.

Table8: SampleSize and StandarDeviation
[VocabularySize =3,00q

Ratio A Ratio B
(sample size 4{ (sample size 9
sample sizel)| sample sizel)

Text [Sample | Sample| Sample
Length [Size 1 Size 4 | Size 9

1,000 2.33 1.23 0.83 0.53 0.35
2,000 1.78 0.95 0.60 0.53 0.34
3,000 1.53 0.72 0.51 0.47 0.34
4,000 1.34 0.65 0.44 0.49 0.33
5,000 1.21 0.61 0.39 0.50 0.32

It should be clear from this table that the figureRatio A (sample siz&l / sample sizd) are
close to /4 = 0.5andthose inRatio B (sample siz&® / sample sizd) areclose tol~V9 = 0.33
Therefore, these figures follow tequare-root lawwhich says that the SD of a sample is
inverselyproportional to the square-root of the size of the saniplat is,in orderto reduce the
SDbyahalf, it is necessary to increase the sample size by four &nmes order to reduce the
SD by a third, it is necessary to increase the sample size by nineDat@shown in the 2nd,
3rd, and 4th columns of Tab8verify this TheSDs of Sample size hreapparently twice as
much as th&Ds ofSamplesize 4and three times as much as 8i@s ofSample size @t each
text length

Next it is important texaminewhether the text lengthndSD also follows the square-root law.
In Table 9 below,lte figuresshownin the 1st column;Textlength 1, and the 3rd column,
"Textlength2", are the text lengths of the samples. The lengthigxtlength 2 are four times
longer than those iiextlength 1."SD1" in the 2nd columm@and"SD2' in the 4th column
present th&Ds ofthetext coverageorresponding to th&extlergth 1 andTextlength 2
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samples, respectively. The figures'Ratio C (SD2 / SD1I) are the ratios of SD@&mpared to

SD1. So, if thesDsfollow the square-root lavgince the sizes of the sampleslekt length 2

are four times larger than thoseTaxt length 1the Ratio C (SD2 / SD1)should be close tt/

V4 = 0.5 For example, the Ratio C (SD2 / SD1) 0.62 in the 5th column and in the first row was
obtained by dividing 1.54 (the SD of the 100-word text-length) by 2.48 (the SD of 25-word text-
length). This ratio (SD2/SD1), 0.62,gseater than 0.5 bylarge marginHere we notice that

this is true for th&Ds with longer text lengths. However, the law does not hold when the text
lengths are shorter th&90words,as shownn Textlengthl. This is significant since orniEme
Magazinearticle averages 500 words, and a text length this short would not follow the square
root law.

Table9: Text Length and Standai@eviation
[VocabularySize = 3,000/ SampleSize = 9

Text Length 1| SD 1 | Text Length 2| SD 2 (SRSSIOSgl)
25 2.48 100 1.54 0.62
250 1.20 1,000 0.83 0.69
500 1.01 2,000 0.60 0.60
1,000 0.83 4,000 0.44 0.54
2,500 0.55 10,000 0.29 0.52
5,000 0.39 20,000 0.20 0.52
10,000 0.29 40,000 0.14 0.48

The noted discrepandyom thesquarerootlaw is due to the sampling scheme. When the text
length of a single-text sample is relatively lon@e500 words)many randomly selected articles
are included in one single-text sample. Therefore, there wélgneatediversity amonghe

words in the articles, which translaiato a broader representation of waygdeslikely to be

drawn randomly from the wholEme Almanaccorpus. Consequently, the SD of the coverage
follows the square-root law. In contrast, when the text sample is shorter, a text sample tends to
consist of a single article. This means that the words within a text sample are certainly not
selected randomhjgut aretaken from a single topi@and thughe word distributiorwould be

biased and unstable. Accordingly, the decrease in the SD does not follow the law and the degree
of decrease isot as much athat ofthe larger text sampl&herefore text length should be long
enough to reliably represent the distributions of word types.
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