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Electromagnetic fields are commonly used to control small quantities of fluids in microfluidics and digital microfluidics.
Magnetic control techniques are less well studied than their electric counterparts, with only few investigations into
liquid diamagnetism. The ratio of magnetic to surface energy (magnetic Bond number Bm) is an order of magnitude
smaller for diamagnetic drops (Bm ≈−0.3 at 1.2 T applied field) than for paramagnetic drops (Bm ≈ 9.0 at 1.2 T applied
field). This weaker interaction between the magnetic field and the diamagnetic drop has led to the phenomenon being
overlooked in digital microfluidics. Our findings highlight how diamagnetic fluids can be used as a novel tool in the
toolbox of microfluidics and digital microfluidics.

I. INTRODUCTION

The control of small quantities of fluids is important in
microfluidics1 and digital microfluidics (DMF)2–4, where
drops are manipulated. DMF has strong biomedical appli-
cations, such as proteomics, imunoassays, and the study of
cells5–7. While the electromagnetic control of fluids, partic-
ularly for biomedical applications, is dominated by electric
phenomena, research into magnetic phenomena is much less
common and their capabilities have not been fully realised.
Magnetic actuation techniques are highly suitable for biomed-
ical applications, due to the biocompatibility of many mag-
netic fluids and the possibility to apply large magnetic fields
to the human body - as routinely done in Magnetic Resonance
Imaging - where contrasting agents contain gadolinium chlo-
ride, a paramagnetic salt.

Electromagnetic fields exert forces on ions and electric and
magnetic dipoles in the fluid. The potential of controlling flu-
ids with electromagnetic fields has already been recognised in
the late 19th century. Important examples include the works
on bulk electrowetting by Lippmann8 - where the interface
between a mercury electrode and an electrolyte solution is
shaped by an applied voltage; and on bulk dielectrophoresis
by Pellat9 - where the height-of-rise of a column of dielectric
liquid (non-volatile oil) is controlled by an alternating (at a
frequency of 260 Hz) electric field, as illustrated by Fig. 1a).

Electrowetting-on-dielectric (EWOD) includes a thin layer
of dielectric between electrode and liquid to reduce the ef-
fects of electrolysis and was first introduced by Berge10.
EWOD11–13 and liquid dielectrophoresis14–17 are common
control techniques in DMF, where they are used for drop gen-
eration, transportion, splitting and merging2–7.

Dielectrophoresis of suspended particles (see Fig. 1b)) has
found many biomedical applications18,19, including sorting of
cells as demonstrated by Pohl20.

Liquid magnetophoresis - where fluids containing mag-
netic dipoles are manipulated by an applied magnetic
field - has found wide ranging applications in magnetic
DMF21,22. Drops of ferrofluids are commonly used in
DMF21–23 and their shape in magnetic fields has been stud-
ied extensively24–26.
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An alternative to ferrofluids are solutions of paramagnetic
salts - which contain randomly oriented magnetic dipoles.
Transportation of paramagnetic drops has first been reported
by Egatz-Gomez et al.27 and was studied more recently by
Mats et al.28. We have recently studied the shaping of para-
magnetic drops in homogeneous magnetic fields and found an
elongation of the drops along the field lines29, as illustrated
by Fig. 1c).

Magnetic fluids that are seldomly studied are diamagnetic
liquids (χm < 0), such as water or aqueous solutions of dia-
magnetic salts. A recent review by Bormashenko30 however
highlights the scientific interest and applications of bulk dia-
magnetism. In particular, recent publications on this topic
include work on the magnetic deformation of diamagnetic
liquid-air interfaces (’Moses effect’)31 and on floating dia-
magnetic bodies32,33. While these investigations were per-
formed in bulk fluids, to the best of our knowledge, there are
no studies on the shaping and control of diamagnetic drops.

In this work, we demonstrate and analyse shaping of a dia-
magnetic drop in a homogeneous magnetic field. We find a re-
verse effect to shaping of paramagnetic drops in homogeneous
magnetic fields, namely that diamagnetic drops shorten along
the direction of the field lines. We also explore the transport
of diamagnetic and paramagnetic drops due to magnetic field
gradients. The capabilities of diamagnetic fluids have long
been overlooked, and investigations into this field provide a
wealth of opportunities for scientific studies and applications.

II. THEORETICAL BACKGROUND

The stress on a volume due to electromagnetic fields is
captured in the Maxwell stress tensor (MST), which is valid
in vacuum. The MST has been used to describe electro-
hydrodynamic and magnetohydrodynamic phenomena, such
as dielectrophoresis34–36 and electrowetting35,37, highlight-
ing the frequency-dependence between electrowetting and
DEP; and the deformation of ferrofluidic drops in magnetic
fields25,38,39. The MST is a reduced version of the electro-
magnetic stress tensor (EMST), which is valid for quasi-static,
non-dissipative processes40:

σik = (U−T S−ξα ρα −E ·D−H ·B)δik +EiDk +HiBk (1)

where i is the direction of force and k is the direction normal
to the surface to which the force is applied, U is the total en-
ergy density of matter and field (Jm−3), T is temperature (K),
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FIG. 1. Illustrations of common electrostatic and magnetostatic fluidic experiments. a) The height of a liquid column in air is raised in an
electric or magnetic field, where the electric or magnetic susceptibility of the fluid is χ f > 0, and χv is the susceptibility of air. b) A particle
with magnetic susceptibility χ p and density ρ p is suspended in a liquid with χ f and density ρ f . In a non-uniform electrostatic or magnetostatic
field, the electromagnetic force acting on the particle experiences depends on χ p−χ f . (c) A drop of a fluid with χ f in air with χv in a uniform
electrostatic or magnetostatic field is elongated for χ f > 0.

S is the entropy density of matter and field (Jm−3K−1), ξα is
the mass density of the chemical potential (Jkg−1) of the ma-
terial component α , ρα is the partial density of the material
component α (the total density is ρ tot = Σα ρα ), E is the elec-
tric field, D is the electric displacement field, H is the applied
(auxiliary) field, B is the magnetic flux density, and δik is the
Kronecker-Delta function.

Using Eq. 1, we have previously shown that in a closed
thermodynamic system with thermodynamic potential at =
a0 + aem, where a0 and aem are field-indenpendent and field-
dependent terms, at constant temperature and volume (U =
at +T S), in the absence of electric fields (E=D=0), and with
ξα = δat/δρα , the stress difference across a liquid-air bound-
ary is29:

∆σ
M
nn = al

0−av
0−ξ0ρα −

1
2

µ0H2
(

χ +ρα

δ χ

δρα

)
+µ0χH2

n (2)

The magnetic field is the vector sum of its normal and tangen-
tial components with respect to the surface over which ∆σEM

nn
is resolved, H2 = H2

n +H2
t .

We can conclude from Eq. 2 that the magnetic stress dif-
ference depends on the shape of the interface and its orien-
tation with respect to the applied magnetic field, as well as
the magnetic properties of the liquid (χ); the direction of the
magnetic stress is independent of the sign of the magnetic
field, but is instead determined by the sign of χ; and in a non-
uniform magnetic field, the magnitude of ∆σEM

nn varies along
the liquid-vapour interface, causing a stronger deformation of
the interface in regions of higher magnetic field strength.

To determine the shape of a liquid-vapour interface, the
electromagnetic stress needs to be balanced with other stresses
such as gravitational and surface stress. Stierstadt and Liu40

have used the EMST to find an expression for the height-of-
rise of a liquid in a magnetic field and for the force on a parti-
cle in a fluid. We have previously used the EMST to describe
the shape of sessile drops in magnetic fields29. The expres-
sions for key parameters of these phenomena are summarised
in Table I.

The magnetic stress difference expressed in Eq. 2 can easily
be transformed to an electric stress difference40:

H→ E
B→ D
µ0→ ε0

χm→ χe (3)

This means that the extensive body of work on electrostatic
phenomena can be transferred to magnetostatic phenomena
with some key differences: charge induced fluid circulations
limit the validaty of a static stress balance in dielectrics44,45 -
these circulations are not present in magnetic fluids46; natu-
ral materials may have a negative magnetic, but not a negative
electric susceptibility. These phenomenological differences
make the study of magnetostatic phenomena particularly at-
tractive. Here, we exploit the fact that diamagnetic fluids have
a negative magnetic susceptibility to demonstrate the reverse
effect to the elongation along the field lines of paramagnetic
drops in uniform magnetostatic fields29 and conducting drops
in electrostatic fields47.

III. EXPERIMENTAL DEMONSTRATION:
DEFORMATION AND TRANSPORT OF DIAMAGNETIC
SESSILE DROPS

To confirm our predictions on the shape of diamagnetic
drops from section II, we (1) measure the shape of diamag-
netic drops in a homogeneous magnetic field directed along
the symmetry axis of the drops (Fig. 1(c)); and (2) demon-
strate the transport of diamagnetic drops in a non-uniform
magnetic field.
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TABLE I. Expressions of key observables of some magnetostatic phenomena in fluids, derived using the electromagnetic stress tensor (Eq.
1)40.

Phenomenon Characteristic expression Label
Change in height (∆h) of a liquid column in aira ∆h = µ0χm(2ρg)−1H2

t (I.1)
Force (F) on a particle (p) of volume Vp in a fluid (f)a F = µ0(χ

p
m−χ

f
m)VpH ·∇H (I.2)

Shape of a sessile drop in airb γ(R−1
1 +R−1

2 ) =−g∆ρz+al
0−av

0−ξ0ρα +µ0χ(H2
n −H2) (I.3)

a Adapted from Ref.40.
b For an axisymmetric drop of a one-component fluid with χ << 1, ρ(δ χ/δρ) = χ(χ/3+1)≈ χ and al

0−av
0 = 2γb−1, where γ is the surface tension

(Nm−1) and b is the radius of curvature at the apex point (m) of the drop41–43. We use following definition of the principle radii of curvature, R1 and R1,
taken from Ref. 42: (R−1

1 +R−1
2 ) = r′′(1+ r′2)−3/2− r(1+ r′2)−1/2, where r(z) is the drop outline, originating from the apex point, r′ and r′′ are the first and

second derivatives of r with respect to z, and r(z) and r′ vanish at the apex point where z = 0.

TABLE II. List of properties of the diamagnetic salts and their solutions used in this work.

Solution Name Salt Formula MS χm
a CS χ b Bm

g mol−1 cm3mol−1 (%ppw) at B=1.2 T
Calcium bromide Br2Ca ·xH2O 199.89 −73.8×10−6 55.8 −7.8×10−6 -0.3
Sodium sulphate NaSO4 142.04 −52×10−6 15.7 −8.3×10−6 -0.3

Manganese chloride MnCl2 ·4H2O 197.9 14350×10−6 27.4 245.0×10−6 8.8

a Taken from Ref. 48.
b To calculate the magnetic susceptibility of the drop, we use χ = ρ(χm

s CsM−1
s +χm

w (1−Cs)M−1
w ), where Ms and Mw(g mol−1) are the molar masses and χm

s
(cm3mol−1) and χm

w (cm3mol−1) are the molar magnetic susceptibilities of the diamagnetic salt and water respectively. Cs is the weight concentration of salt
in the solution and ρ is the density of the solution. We assume that the densities of the salt solutions are 1.2, 1.0, and 1.0 times the density of water (990 g
l−1) for the CaBr2, NaSO4, and MnCl2 solutions respectively.

A. Experimental Method

For the actuation of the magnetic drops, we use a C-frame
adjustable electromagnet containing iron cores with tips of
8 mm diameter. The coils are connected in-series to a pro-
grammable power supply (72-2540, Digital-Control and Pro-
grammable DC Power Supply 30V 3A, Tenma). The magnetic
field is approximately uniform over the width of the core tips,
with a ≈ 20 % reduction in field strength over a 10 mm dis-
tance to the centre of the core tips at an air-gap of 7 mm. The
substrates are microscope glass slides which we coated with
superhydrophobic composite films from colloidal graphite49.

The drops are aqueous solutions of the diamagnetic salts
Calcium bromide hydrate (Br2Ca ·xH2O, CAS-No.: 71626-
99-8) and sodium sulphate (NaSO4, CAS-No.: 7757-82-6).
For the transport measurements we also use the paramagnetic
salt manganese chloride tetrahydrate (MnCl2 ·4H2O, CAS-
No.: 13446-34-9). The salts were sourced from Sigma-
Aldrich (Sigma-Aldrich Company Ltd., UK) and their prop-
erties are summarized in Table II. The deionized water has
a molecular weight of Mw = 18.02 g mol−1 and a molar
magnetic susceptibility of χm

w =−12.63×10−6 cm3mol−1.
To generalize the present study, we define the dimensionless
magnetic bond number from the properties of the drop and
applied field, which is the ratio of the magnetic to surface
energy50 of the drops:

Bm =
χB2V 1/3

2µ0γ
(4)

The values of Bm for each drop are listed in Table II.

We analyse the shape of the diamagnetic drop using the
same methodology as used in Ref. 29 for paramagnetic drops:
we image the side-profile of the drop using a digital DSLR-
camera and determine the drop outline r(z) using computa-
tional image analysis; using a standard least-square method
(Levenberg-Marquardt) we iteratively fit the numerically so-
lutions of Eq. (I.3) to the left and right-side of the drop outline
independently. To account for the uncertainty in our estimates
of the surface tension and density of the drops, we optimize
the numerical value of the surface tension for each drop in the
absence of magnetic fields. For drops in the presence of mag-
netic fields, we optimize the value of the field-independent
chemical potential, which also accounts for small deviations
of a non-axisymmetric drop deformation, caused by inhomo-
geneties in the roughness of the substrates, manual levelling
of the substrate and magnet, and manual positioning of the
drop in the centre of the magnetic field. To measure the radius
of curvature at the apex point of the drop, we fit a parabolic
function to r(z) in the range where Eq. (I.3) vanishes. We
measure the left and right contact angle of the drop by fitting
second-order polynomials to the section of the outline close to
the triple contact line.

We quantify the transport of a drop in a non-uniform mag-
netic field by measuring the translocation of the projection of
the centre-of-mass onto the substrate. We determine the po-
sition of the centre-of-mass as the point along the symmetry
axis of the drop that splits the drop into two regions with equal
volume, assuming the density of the drop is uniform.



4

0

1

2

3

-2 0 2 4
a)

B = 0 T 0

0.1

0.2

0.3

z 
(m

m
)

z 
(m

m
)

r (mm)

-1.5 -1 -0.5 0

r (mm)

3.73

3.71

3.69

h
e

ig
h

t 
(m

m
)

0 1.20.4 0.8

6.71

6.70

6.69

w
id

th
 (

m
m

)

b) c)
B² (T²)

B = 0 T

B = 1.2 T

FIG. 2. Deformation of a 100 µl drop of an aqueous solution of calcium bromide (see Table II). (a) The numerical solutions of Eq. (I.3) (blue)
is shown on and image of the drop in absence of a magnetic field. (b) Enlarged view of the outline close to the apex point (black, dashed) with
the numerical solutions of Eq. (I.3) in the absence of a magnetic field (blue) and with 1.2 T applied field (red). (c) The height decreases (dots)
while the width increases (asterisks) with the applied field. As the field is decreased, the height increases (squares) and the width decreases
(crosses) to their initial values.

B. Results: shape of a diamagnetic drop

An example of a result of this methodology is shown by Fig.
2. A 100 µl drop of the calcium bromide solution (see Table
II) is imaged in the absence of a magnetic field (Fig. 2(a)).
The numerical solution of Eq. (I.3) fits well to the outline of
the drop. Upon application of a magnetic field, the drop is
shortened along the direction of the field lines, as shown by
Fig. 2(b), which shows an enlarged view of the outline of the
drop at the apex point. The height and width of the drop as a
function of applied magnetic field is presented by Fig. 2(c).
As the applied field is increased from 0 to 1.2 T, the height
reduces from 3.73 to 3.69 mm, and the width increases from
6.69 to 6.71 mm. The change in shape is proportional to the
square of the applied field.

We find this deformation to be repeatable, and present the
mean and standard error of a measurement set. We find a
change in height of (−13±2) µm and (−25±2) µm for 100
µl drops of the calcium bromide and sodium sulphate solu-
tions respectively when changing the applied field from 0 to
0.9 T. The contact angles of the drops in the absence of mag-
netic fields are 151.6◦± 1◦ and 151.7◦± 1◦ for the calcium
bromide and sodium sulphate solutions respectively, agreeing
with the expected contact angle of water on these substrates49.
Upon application of 0.9 T, the contact angles of the drops in-
crease to 152.2◦± 1◦ and 152.2◦± 1◦ respectively. The nu-
merically optimized parameters of the calcium bromide and
sodium sulphate solutions respectively, are the surface ten-
sions (70.7±1) mNm−1 and (73.5±1) mNm−1, values which
are within two standard errors of the surface tension of water
(72.8 mNm−1); and the field-independent chemical potential
(1.8±1)×10−4 Jkg−1 and (0.7±1)×10−4 Jkg−1.

These results are in agreement with the predictions made in
Section II, namely that drops with a higher magnitude of mag-
netic susceptibility deform more strongly in a magnetic field;
and that a negative susceptibility causes a magnetic stress di-
rected into the liquid phase, leading to a shortening of the drop
along the field lines.

C. Results: transport measurements

Example results of the transport measurements of diamag-
netic and paramagnetic drops in a non-uniform magnetic field
are shown by Fig. 3. The magnetic field decays along the x-
axis from a maximum value of Bm as illustrated by Fig. 3(a).
A 300 µl drop of the sodium sulphate solution is shown by
Fig. 3(b) to lean away from the region of high magnetic flux
density, where Bm=0.75 T. Upon increasing Bm the drop is
pushed over a distance of approximately 3 mm away from the
region of highest magnetic flux density. In contrast to this
diamagnetic drop being pushed out of the magnetic field, a
drop of 100 µl manganese chloride solution is shown by Fig.
3(c) to lean towards the region of highest magnetic flux den-
sity, where Bm=0.4 T. Upon increasing Bm, the drop is pulled
over a distance of approximately 12 mm towards the region of
highest magnetic field strength.

We found the translocation of the centre-of-mass in these
experiments repeatable, with drops of 300 µl sodium sul-
phate solution pushed over a distance of (3.0±0.3) mm and
the drops of 100 µl manganese chloride solutions pulled over
a distance of (10.4±0.3) mm.

Consistent with our predictions made in Section II, the
transport direction is determined by the sign of χ , while the
transport distance is determined by the value χ , the size of the
drop, and the field gradient. Due to the field gradient, the drop
deforms asymmetrically, causing it to lean into (χ > 0) or out
of (χ < 0) the region of higher field strength. The static fric-
tional forces between substrate and drop determine how much
the drop leans before sliding.

Our results demonstrate that though the stress acting on dia-
magnetic drops is several orders of magnitude smaller than
on paramagnetic drops, it is nevertheless sufficient to achieve
transport even in a simple experimental design as we have
employed here. Diamagnetic solutions enable the reversal
of transport direction, compared to paramagnetic solutions or
ferrofluids, without the need to alter the actuation mechanism.
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FIG. 3. Transport of dia- and paramagnetic drops in a non-uniform
magnetic field. (a) Illustration of the profile of the magnetic field,
which decays along the x-axis from its maximum value Bm. As Bm
is increased, a 300 µl drop of sodium sulphate solution is pushed
away from the region of highest field strength (b), while a 100 µl
of manganese chloride is pulled towards the region of highest field
strength (c). The positions of the centre-of-masses are indicated as
red circles. The properties of the salt solutions are summarized in
Table II.

IV. SUMMARY AND CONCLUSION

In summary, we have used the EMST to describe the shape
of diamagnetic drops in magnetic fields. We found a short-
ening of the drops along the direction of magnetic field lines,
which stands in contrast to the elongation along the field lines
of drops with a positive magnetic susceptibility, such as para-
magnetic or ferrofluidic drops. The strength of the deforma-
tion scales with the total magnetic moment induced in the
drop, which is proportional to the volume and magnetic sus-
ceptibility of the drop. We demonstrated that diamagnetic
drops in non-uniform magnetic fields are transported away
from the region of highest magnetic field strength. This stands
in contrast to the transport of paramagnetic drops, which is di-
rected towards the region of highest magnetic field strength.

Though the presented solutions have a too high osmolality
to contain mammalian cells (2 osm/kg and 8 osm/kg for the
sodium sulphate and calcium bromide solutions respectively),
further dilution and usage of stronger magnetic fields may
permit suspension and transport of mammalian or plant cells.
This technique may also be applied to suspension and trans-
port of DNA or other macromolecules such as proteins.

In conclusion, our work demonstrates that the EMST cap-
tures the magnetic forces acting on fluids due to magneto-
static fields and electrostatic fields. This tool aids the study
of bulk diamagnetism and our findings highlight the natural
place of diamagnetic fluids amongst the tools of microfluidics
and DMF.
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