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Abstract—In this paper, we propose a reversible data hiding
scheme that enables an adjustable amount of information to
be embedded in JPEG images based on padding strategy. The
proposed embedding algorithm only modifies, in a subtle manner,
an adjustable number of zero-valued quantised DCT coefficients
to embed the message. Hence, compared with a state-of-the-art
based on histogram shifting, the proposed scheme has a relatively
low distortion to the host images. In addition to this, we found
that by representing the message in ternary instead of in binary,
we can embed a greater amount of information while the level
of distortion remains unchanged. Experimental results support
that the proposed scheme can achieve better visual quality of the
marked JPEG image than the histogram shifting based scheme.
The proposed scheme also outperforms this state-of-the-art in
terms of the ease of implementation.

Index Terms—Reversible data hiding (RDH), JPEG, padding,
adjustability.

I. INTRODUCTION

Data Hiding is in principle a practice of embedding mes-
sages in digital content for a variety of different purposes.
Reversible data hiding (RDH) is a special class of data
hiding designed for the applications in which any distortion
introduced to the host content is not accepted. Under such
circumstances, the message is required to be embedded in a
reversible manner so that the original content can be com-
pletely restored, bit-for-bit, after message extraction.

The very first RDH algorithm was proposed by Barton
[1] in a US patent in 1997 for the purpose of verifying the
authenticity of the digital content. From then on, the research
on RDH techniques and their applications has undergone
substantial development over the past two decades. In 2003,
Tian [2] proposed a difference expansion (DE) technique that
embeds the message by adjusting the difference between two
adjacent pixels without affecting their sum. In 2005, Alattar [3]
generalised the DE method to more than two adjacent pixels
and in 2007, Thodi and Rodriguez [4] suggested a prediction
error expansion (PEE) method that significantly enhances
the embedding capacity of DE. The histogram shifting (HS)
technique was first proposed by Ni et al. [5] in 2006. This
method utilises the peak value of the signal histogram for
information hiding. It was then generalised to a constructive
framework by Li et al. [6] in 2013.

The research on RDH handles the trade-off between mes-
sage embedding capacity and host signal fidelity. Hence, a
fundamental question in RDH is, under a given distortion con-
straint, what is the theoretical upper bound on the embedding
capacity. This question was solved by Kalker and Willems [7]
who modelled the question as a special rate-distortion problem.
Inspired by their work, some practical methods [8]–[10] were
proposed to asymptotically approach the rate-distortion bound.
For a more comprehensive review of the advances in RDH in
the past two decades, the interested reader is encouraged to
refer to a survey paper authored by Shi et al. [11].

Designing a RDH method for a compressed signal is much
more challenging than designing for an uncompressed signal
because the information redundancy in the compressed domain
is reduced to a certain extent. Thus, any modification made in
the compressed domain may cause severe distortion to the
host signal. In addition to this, the size of the marked file
should also be taken into consideration. In other words, it
would be pointless if the size of the compressed file expands
considerably after information hiding.

As one of the most popular image formats adopted by pho-
tography capture devices, Joint Photographic Experts Group
(JPEG) standard provides good compression rate and visual
quality of the compressed image. The first attempt to embed
data into JPEG images was proposed by Fridrich et al. [12]
in 2002 based on the lossless compression. However, the
embedding capacity of this method is rather limited and the
visual quality can still be enhanced. In addition to this, this
method somewhat fails to preserve the file size. Improving
the performance in these aspects is the challenge faced by
researchers.

In 2016, Huang et al. [13] proposed an HS-based RDH
scheme for JPEG images which outweighs the state-of-the-art
methods [14]–[16]. The details of their scheme are discussed
in the next section. Motivated by their work, we propose an
effective scheme that outperforms theirs in terms of visual
quality. In addition to this, the embedding capacity of the
proposed scheme is adjustable and thus can fit in a wider
range of applications. Furthermore, our method can be easily
combined with their HS-based method since our design is
completely independent from theirs, though it is not the main
focus of our work.



The remainder of the paper is organised as follows. Section
II provides an overview of the background on the HS-based
RDH schemes. Section III introduces the proposed scheme
and Section IV evaluates the performance of our scheme with
simulated experiments. The paper is concluded in Section V,
where we summarise the outcome of our work and outline the
directions for future research.

II. HISTOGRAM SHIFTING BASED SCHEMES

In general, the HS-based RDH algorithms usually consist
of three steps. The first step is to generate a histogram
from the host signal as shown in Fig. 1. In the context of
some sophisticated schemes, a histogram with relatively small
entropy is produced from prediction errors. Analogous to the
relation between the entropy of source data and the theoretical
limit to data compression, the entropy of histogram determines
the limit to embedding capacity. The second step is to split
the histogram into an inner region and an outer region. The
inner region consists of the bins associated with the peak
value, whereas the outer region consists of the rest. The final
step is to embed message by modifying the inner bins. In
order to make room for data embedding, or equivalently to
disambiguate the outer bins and the modified inner bins, the
outer bins are shifted.

Suppose that we apply the HS technique directly on JPEG
quantised coefficients. Typically, the histogram of quantised
DCT coefficients resemble a Laplacian distribution centred at
0. In order to maximise the embedding payload, intuitively
we would use zero-valued coefficients to carry data. In other
words, we set the bin 0 as the inner bin since the value
0 is the peak value. By adding 1 to all the values greater
than 0, we empty the bin with value 1. In other words,
we shift the outer region on the right-hand side. Then we
can embed a binary message by modifying the zero-valued
coefficients to the message bits. The message extraction and
image restoration processes are simple. The message can be
extracted from the coefficients with values 0 and 1, whereas
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Fig. 1. Histogram.

the image can be restored by setting every coefficient with
value 1 to 0 and shifting back the outer region.

However, modifications to zero-valued coefficients may
introduce considerable distortion in the spatial domain because
of two reasons. First, a zero-valued coefficient is usually a
coefficient that has been heavily quantised. Thus, if a value 0
is modified to a value 1, the de-quantised value would be much
greater than it should be. The other reason is that in general
zero-valued coefficients form the majority of coefficients.
Hence, the distortion is expected to be severe if say half of
the zero-valued coefficients are altered to value 1. In addition
to this, the size of the compressed file would dramatically
increase since RLE is inefficient to compress non-consecutive
values.

To avoid the aforementioned problems when applying HS
technique on JPEG images, Huang et al. proposed to embed a
message into quantised AC coefficients with values 1 and −1.
It is reasonable to choose the values 1 and −1 for carrying
message because a sufficient embedding payload would be
assured while a certain degree of image quality would be
retained. An example of the HS-based embedding process is
illustrated in Fig. 2. In this example, we consider a binary
message stream (1, 1, 0, 0, 0, 0, 0, 0, 1)2. The process begins
with a shift in the values greater than 1 and the values smaller
than −1 in order to make room for information hiding. After
that, the embedding algorithm modifies the values 1 and −1
according to the message bits. That is, if the message bit is a
1, then 1 and −1 are altered correspondingly to 2 and −2. If
the message bit is a 0, then 1 and −1 remain unchanged.

In contrast to the HS-based method, we propose an ad-
justable padding strategy to solve the problems when embed-
ding message into zero-valued AC coefficients. The details of
our proposed scheme are described in the next section.

III. PROPOSED SCHEME

In this section, we present the proposed RDH scheme
including the embedding, extraction and restoration processes.

A. Embedding Process

Recall that the value 0 often appears consecutively in a
given quantised block. Thus, we can form a ‘zero sequence’
consisting of consecutive zero-valued coefficients by scanning
from the bottom right corner in the reversed zigzag order. The
length of the zero sequence determines the embedding capacity
of the proposed method. However, it is possible, though very
unlikely, that the coefficient at the bottom right corner happens
to be a non-zero and thus the message fails to be embedded
into the block. We mark this non-embeddable case as a special
case. By contrast, if the coefficient at the bottom right corner
is a 0, or equivalently there is at least one element in the zero
sequence, we say it is a regular case.

Before embedding, a binary message is converted into a
ternary stream. In order to minimise the distortion caused by
the following embedding process, we map the possible digits
0, 1 and 2 in the ternary stream to the 0, 1 and −1, respectively.
Because the embedding algorithm modifies the value 0 to the
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Fig. 2. An illustrated example of the HS-based embedding process.

message digits, it is straightforward that the mapping from
value 2 to −1 reduces the distortion.

According to the length of the message, an integer m is
selected as a control parameter for adjusting the embedding
capacity. We denote the length of the zero sequence in a
quantised block by n and the number of ternary digits to be
embedded in a block is given by k = bn/mc.

The embedding process of the proposed scheme is as
follows.

1) Convert the binary message stream into a ternary stream
and map value 2 to −1.

2) Divide the original image into non-overlapping blocks
and perform JPEG compression until the quantisation
process is completed.

3) Scan the quantised AC coefficients in the reversed zigzag
order and stop at the first non-zero element a in order
to form a zero sequence to carry the message.

4) Pad k message digits after a in the zigzag order, or
equivalently replace the first k 0s in the zero sequence
with the message digits. If the last digit of the message
stream is 0, an indicator is needed to signal the end
of embedding. In other words, we need to distinguish
the last digit 0 from the 0s after it. In this case, we
simply replace the last digit 0 with any value that is
impossible to occur if message has been embedded. In
order to minimise the embedding impact, the value 2
or −2 is chosen to serve as an indicator. Because of
this flexibility in choosing an indicator, we can further
embed a binary digit by, say, selecting 2 for a message
bit 0 and −2 for a message bit −1. Note that there is
no need for an extra indicator if the last message digit
is a 1 or −1 since the message digit itself is already an
end indicator.

5) Continue the JPEG compression process to encode the
coefficients and transmit the marked compressed file as
well as the control parameter m to the receiver.

B. Extraction and Restoration Processes

The message extraction and host image restoration precesses
are described as follows. First, the receiver performs a de-
coding process until the quantised coefficients are obtained.
Suppose the receiver knows the length of the original zero
sequence n, then the message can be easily extracted from
the first k = bn/mc digits of the sequence. Hence, we aim at
inferring n and k.

Now, the receiver scans the quantised coefficients in the
reversed zigzag order and stops at the first non-zero element
b. We denote the length of the scanned zero sequence by n′.
Since we know n′ = n − k and k = bn/mc, we derive
k = bn′/(m − 1)c. Therefore, the message can be extracted
from the first k bits before b. The restoration process is done
by simply setting the last n quantised coefficients to 0. As
a result, after the JPEG decompression process, the original
JPEG image is revealed.

C. An Instructive Example

An example of the embedding process is illustrated in Fig.
3. It begins with the reversed zigzag scanning on a given
quantised block as illustrated in Fig. 3(a). The scanning stops
at a non-zero coefficient a = −1 and a zero sequence of length
n = 38 is formed to carry the message. In this example, a
control parameter m is set to, say, 4. Then we calculate the
carrying capacity k = bn/mc = b38/4c = 9.

Assume the first 9 ternary digits of the message are
(1, 2, 0, 0, 1, 0, 0, 0, 0)3. In order to minimise the embedding
impact, this stream is mapped to (1,−1, 0, 0, 1, 0, 0, 0, 0)3.
Since the last digit is 0, we replace it with an indicator 2 or
−2 depending on the extra digit we want to embed. Supposing
that we want to further embed a binary digit 0, then we adjust
the message stream to (1,−1, 0, 0, 1, 0, 0, 0, 2)3 in which the
last digit 2 serves as an end indicator and also represents a
ternary message digit 0 plus a binary message digit 0. The
embedding process is finished by padding the message stream
after the non-zero coefficient as illustrated in Fig. 3(b).

At the receiving end, a quantised block as shown in Fig.
3(b) is produced after few steps of decompression process.
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Fig. 3. An illustrated example of the proposed embedding process.

By following the reversed zigzag path until the first non-
zero element b = 2 is encountered, we calculate the length
of the consecutive 0s and get n′ = 29. Then the length of
the message stream k = bn′/(m − 1)c = b29/3c = 9 is
derived. Hence, the message stream (1,−1, 0, 0, 1, 0, 0, 0, 2)3
can be extracted from the first 9 coefficients before the non-
zero element 2.

Since the last digit is a 2, we can extract a bit 0 and
restore the ternary digit 2 to a ternary digit 0. Then the stream
(1,−1, 0, 0, 1, 0, 0, 0, 0)3 is mapped back to the original mes-
sage stream (1, 2, 0, 0, 1, 0, 0, 0, 0)3. The original coefficients
as shown in Fig. 3(a) are recovered by setting all the message
digits to 0. The original JPEG image is revealed after the JPEG
decompression is completed.

From the above description, it can be observed that the
proposed method is effective but also easy to implement. The
performance of the proposed scheme is examined in the next
section through the simulated experiments.

IV. EXPERIMENTAL RESULTS

In this section, we conduct the simulated experiments to
evaluate the performance of the proposed scheme, including
the embedding capacity, the visual quality of the marked JPEG
image, and the size of the compressed file. The experiments
are conducted on six grayscale images as shown in Fig. 4.
As reported in [13], the HS-based scheme has been proved
to outperform the state-of-the-art methods [14]–[16]. Hence,
we evaluate our proposed scheme by comparing with the HS-
based scheme only.

The proposed method is tested by setting the control pa-
rameter m to different numbers: 2, 3, 4 and 5. In addition, the
tests are conducted on the images compressed with different
JPEG quality factors: 50 and 70. The comparisons are made
between the proposed scheme and the HS-based scheme. The
embedding capacity is presented in terms of the maximum bits
of the embedding payload, whereas the visual quality of the
marked image is measured by the peak signal-to-noise ratio
(PSNR). The experimental results are shown in Fig. 5 to 10.

It can be observed that our proposed method can achieve
better visual quality than the HS-based scheme given the
same embedding payload. The underlying reason behind the
results is that the proposed embedding algorithm only modifies
a small number of coefficients. By contrast, the HS-based
scheme shifts nearly every coefficients except for the zero-
valued coefficients. Furthermore, the embedding capacity of
the proposed method can be freely adjusted and thus it is
applicable to different uses and demands depending on how
the embedding capacity and the visual quality are balanced.

On the other hand, however, the size of the compressed file
of the proposed method is somewhat larger than that of the
HS-based scheme on average. The reason for this phenomenon
is that the number of non-zero coefficients increases after em-
bedding so that the efficiency of run-length encoding (RLE),
a component used in JPEG standard, is undermined.

Overall, the experimental results show that the proposed
scheme gains significant increase in visual quality at a slight
expense of the file size.

(a) Coach (b) Harbour (c) Lena

(d) Locomotive (e) Man (f) Sailboat

Fig. 4. Standard test images.

V. CONCLUSION

In this paper, an easy-to-implement RDH scheme for JPEG
images with an adjustable embedding capacity is proposed.
Observed from the experimental results, the proposed method



outperforms the state-of-the-art in terms of the visual quality
since only a small number of zero-valued coefficients are
modified. However, the size of the compressed file increases
to a slight extend since the modification on the zero-valued
coefficients undermine the efficiency of RLE. In data hiding,
it is essential to study the tradeoffs between conflicting criteria
and establish design principles that approach the theoretical
limits. Furthermore, the research on RDH is expected to be
developed for various host media and applications in a near
future.
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Fig. 5. Test results on Coach.
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Fig. 6. Test results on Harbour.
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Fig. 7. Test results on Lena.
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Fig. 8. Test results on Locomotive.
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Fig. 9. Test results on Man.
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Fig. 10. Test results on Sailboat.


