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Abstract15

Geomagnetic storms are one of the most energetic space weather phenomena. Pre-16

vious studies have shown that the eigenfrequencies of closed magnetic field lines in the17

inner magnetosphere decrease during storm times. This change suggests either a reduction18

in the magnetic field strength and/or an increase in its plasma mass density distribution.19

We investigate the changes in local eigenfrequencies by applying a superposed multiple-20

epoch analysis to cross-phase spectra from 132 geomagnetic storms. Six ground magne-21

tometer pairs are used to investigate variations from approximately 3 < L < 7 and across22

the whole dayside sector. We find that at L > 4, the eigenfrequencies decrease by as much23

as 50% relative to their quiet time values. Both a decrease in magnetic field strength and24

an increase in plasma mass density, in some locations by more than a factor of two, are25

responsible for this reduction. The enhancement of the ring current and an increase in26

Oxygen ion density could explain these observations. At L < 4, the eigenfrequencies in-27

crease due to the decrease in plasma mass density caused by plasmaspheric erosion.28

Plain Language Summary29

Periods of intense solar wind can cause geomagnetic storms, large disturbances of30

the magnetosphere. Previous studies have shown that this can decrease the resonant fre-31

quencies of magnetic field lines with the Earth’s magnetosphere. We perform a large32

statistical study on 132 storms to investigate this in order to understand the physics that33

drives this change. We find that the resonant frequencies typically decrease on field lines34

where L > 4 due to a weaker magnetic field caused by en enhanced ring current and a35

higher plasma mass density. We suggest the higher plasma mass density could be caused36

by an increase in Oxygen ions. At L < 4, the eigenfrequencies increase due to a drop in37

plasma mass density caused by plasmaspheric erosion.38

1 Introduction39

Geomagnetic storms are prolonged periods of intense solar wind - magnetosphere40

coupling that compress the Earth’s magnetosphere, energize the magnetosphere - iono-41

sphere system, and result in strong enhancements of the ring current, amongst other phe-42

nomena. These have been documented since the 19th century [Stewart, 1861]. Coronal43

mass ejections and corotating interaction regions are the most common drivers of geo-44
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magnetic storms. The most intense coupling happens if the interplanetary magnetic field45

(IMF) is orientated southwards and results in enhanced plasma convection within the mag-46

netosphere [Akasofu et al., 1963; Gonzalez et al., 1994]. During these disturbances, large47

quantities of energy are released from the Earth’s magnetotail, often causing increased48

substorm activity [e.g., Hutchinson et al., 2011] and enhancing the Earth’s radiation belts49

[e.g., Murphy et al., 2016].50

The presence of a geomagnetic storm is usually monitored using ring current in-51

dices, most commonly the Dst http://wdc.kugi.kyoto-u.ac.jp/dstdir/dst2/52

onDstindex.html or the Sym-H [Iyemori, 1990] index. Ring current indices are de-53

termined from the perturbation of the horizontal magnetic field strength using a set of54

ground-based magnetometers located at mid latitudes. These locations map to inside the55

ring current region of space where they largely avoid other current systems. A storm usu-56

ally has three observable phases in the ring current indicies (see Figure 1). During the ini-57

tial phase, the ring current index increases due to the enhancements in the magnetopause58

currents as the magnetosphere is compressed, which increases the magnetic field strength59

on the ground. During the main phase of the storm, the ring current intensifies, which re-60

sults in a sharp drop in the ring current index due to the weakened magnetic field. The61

recovery phase usually lasts several days as the ring current decays. Hence, a sharp de-62

crease in the Sym-H index is indicative of a geomagnetic storm [e.g., Chapman and Fer-63

raro, 1930; Akasofu et al., 1963].64

Magnetic flux tubes, or field lines, can support standing Alfvén waves. The eigenfre-65

quencies on any given flux tube depend upon the flux tube length, wave polarisation and66

the Alfvén speed vA, which in turn depends on the magnetic field strength, B, and plasma67

mass density, ρ, of the flux tube [Cummings et al., 1969]. The dependencies on vA are68

given by69

vA =
B
√
µ0ρ

(1)

where µ0 is the permeability of free space. The eigenfrequencies of any given flux70

tube thus depend upon the relationship between these three parameters: eigenfrequencies71

will increase if the magnetic field strength increases, the plasma mass density decreases,72

or the flux tube decreases in length.73
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1.1 Eigenfrequencies during Storm Times74

Several studies have observed that the eigenfrequencies of closed magnetic field75

lines decrease as the ring current index decreases (becomes more negative). Wild et al.76

[2005] predicted this by using the time of flight technique to calculate eigenfrequencies in77

a T96 magnetic field model [Tsyganenko, 1996] parameterised by the Dst index. Sandhu78

et al. [2018a] used the same technique but with the more realistic plasma mass density79

model of Sandhu et al. [2017] based on 12 years of Cluster data (L > 5.9) that could be80

parameterised by the Dst index and found the same result. Most recently, Wharton et al.81

[2019a] performed a statistical analysis of eigenfrequencies measured by the cross-phase82

technique applied to ground magnetometers and found that the eigenfrequencies decreased83

when the Sym-H index was reduced for L > 4.84

Other studies have investigated single geomagnetic storm events. Kale et al. [2009];85

Takasaki et al. [2006] and Chi et al. [2005] all looked at the Halloween storm event in Oc-86

tober 2003 and each found that the eigenfrequency decreased after a sudden storm com-87

mencement. Du et al. [2005] also found an eigenfrequency decrease for a storm in July88

2000, Lee et al. [2007] for the March 1991 storm and Rae et al. [2019] for the March 201389

storm. Warner and Orr [1979]; Engebretson and Cahill Jr. [1981] and Takahashi et al.90

[2002] are amongst others to have observed eigenfrequencies decrease with increasing ge-91

omagnetic activity at the latitudes investigated in this study.92

1.2 Corresponding Changes in Plasma Mass Density93

The plasma mass density model of Sandhu et al. [2017] revealed that during peri-94

ods of low Dst index, the plasma mass density decreased, despite the average ion mass95

increasing. This was because the electron number density decreased. A reduced plasma96

mass density would increase the eigenfrequencies. However, Sandhu et al. [2018a] used97

this model and the T96 magnetic field model to show that the eigenfrequencies decreased98

for low Dst values. This was because the reduction in the magnetic field strength created99

by an enhanced ring current was dominant in determining the eigenfrequencies over the100

reduced plasma mass density. Several other studies have shown that the plasma mass den-101

sity decreases during enhanced geomagnetic activity [e.g., Dent et al., 2006; Denton et al.,102

2006; Menk et al., 2014; Corpo et al., 2018].103
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However, it has also been shown that the plasma mass density increases in response104

to increased geomagnetic activity [Takahashi et al., 2002, 2006, 2010], and Min et al.105

[2013] showed that the plasma mass density barely changes. Chi et al. [2005]; Takasaki106

et al. [2006], and Kale et al. [2009] also determined that the plasma mass density increased107

after the sudden storm commencement. Equation (1) shows that if the plasma mass den-108

sity increases, then changes in both the plasma mass density and magnetic field strength109

are acting in cooperation to decrease the eigenfrequencies by reducing the Alfvén speed.110

In this scenario, just considering the change in magnetic field strength would not fully ac-111

count for the decrease in eigenfrequency.112

1.3 The Objectives of this Study113

Studies based on correlating eigenfrequencies with a ring current index [e.g., Sandhu114

et al., 2017; Wharton et al., 2019a] do not fully capture the eigenfrequency evolution through-115

out a geomagnetic storm’s three phases. Eigenfrequency data taken during the main and116

recovery phases will be combined when binning by only the value of a ring current index.117

For example, a bin containing all samples taken when the Dst index was -80 nT would118

include samples corresponding to both the main and recovery phases of a storm. It is im-119

portant to consider the phases separately as each storm phase is associated with different120

magnetospheric processes. The statistics will also be dominated by data in the recovery121

phase, as this is typically the longest phase. Hence, the results will not typically describe122

what is happening in the main phase of the storm.123

Other studies have looked at how the eigenfrequencies vary for specific storms [e.g.,124

Lee et al., 2007; Rae et al., 2019] to explore the time evolution. However, these studies125

do not provide information on whether the storms are representative of the statistically126

average storm, especially as these studies focussed on more extreme events. Any storm127

related trends in the data will also be contaminated by diurnal effects. For example, if128

observations beginning in the morning observe an eigenfrequency decrease throughout129

the day as a storm is progressing, it is difficult to determine how much of this decrease130

is due to the storm and how much is due to the expected diurnal variation for a single131

event. The eigenfrequencies normally decrease when moving into the afternoon sector132

[e.g., Chappell et al., 1971; Chi et al., 2013; Sandhu et al., 2018b; Wharton et al., 2019a].133

Data from multiple storms are required to disentangle these two factors influencing the134

change in eigenfrequency.135
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A statistical study of a large number of storms enables us to determine the average136

trends in eigenfrequencies during storms and to reduce the diurnal variation. 132 storms137

are identified using the algorithm of Walach and Grocott [2019]. The cross-phase tech-138

nique of Wharton et al. [2018, 2019b] is used to measure the eigenfrequencies and the139

superposed multiple-epoch analysis method employed by Hutchinson et al. [2011] is used140

to find the average variation for all the storms. By multiple-epoch, we mean that we have141

analysed the initial, main and recovery phases of the storm independently. This is the first142

reported study to employ a superposed epoch analysis to investigate the eigenfrequencies143

in cross-phase spectra. The superposed epoch analysis also puts all of the storms onto a144

common time grid so we can see how the average eigenfrequency varies relative to the145

storm phase and it prevents data from different storm phases being mixed together. By146

only including data in the analysis from a given MLT sector, the diurnal variation can147

be removed from the average. Different MLT sectors can then be analysed separately. A148

chain of magnetometer stations allows us to investigate changes in eigenfrequency for dif-149

ferent latitudes as well as magnetic local times (MLTs).150

Previous studies have provided a valuable understanding of how mass density changes.151

However, due to varying instrument coverage between studies, differing techniques, and152

limitations of the methodology as discussed earlier, the typical storm time variations are153

inconclusive with reports of both enhanced mass density and depletions of mass density154

during geomagnetic storms. We use our data to determine whether the plasma mass den-155

sity increases or decreases for the average geomagnetic storm by solving the wave equa-156

tion of Singer et al. [1981] in conjunction with the TS05 magnetic field model [Tsyga-157

nenko and Sitnov, 2005]. It is found that whether the plasma mass density increases or158

decreases depends on the L-shell observed.159

2 Data160

2.1 Geomagnetic Storm Intervals161

To study the average changes in eigenfrequencies during geomagnetic storms, we162

have used a storm list created using the method of Walach and Grocott [2019]. Their al-163

gorithm provides times which mark the four boundaries associated with the three phases164

mentioned in section 1: initial, main and recovery.165
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Figure 1. Illustration of the Sym-H algorithm on a storm from March 2002. The red section is the ini-

tial phase of the storm, the blue section is the main phase and the green section is the recovery phase. An

additional 12 hours of data have been shown in grey at either end of the storm interval.

183

184

185

This algorithm searches the Sym-H index for minima less than -80 nT. This is the166

same criteria employed by Hutchinson et al. [2011]. Some weak storms may have a Sym-167

H minimum greater than -80 nT but it was deemed best to remove these to ensure that the168

minimum was due to a geomagnetic storm. This minimum defines the time at the end of169

the main phase. An example of this procedure is illustrated in Figure 1. The beginning170

of the main phase is defined as the most recent time before the Sym-H minimum crossed171

the quiet time level of -15 nT. Walach and Grocott [2019] found this was a more reliable172

definition than using the preceeding maximum Sym-H value. To define the beginning of173

the initial phase, the maximum value of Sym-H before the beginning of the main phase174

is identified. The most recent time before this when Sym-H is -15 nT is the beginning of175

the initial phase. Note this definition of the start of the initial phase is different to that176

of Hutchinson et al. [2011] and Murphy et al. [2018], who use a definition based on dy-177

namic pressure enhancements. The end of the recovery phase is defined as the next time178

after the end of the main phase when the Sym-H index returns to -15 nT. This algorithm179

is also discussed in Walach and Grocott [2019], where the list is used to investigate ge-180

omagnetic storms with the Super Dual Auroral Radar Network [Greenwald et al., 1995;181

Chisham et al., 2007] from 2010 to 2016.182
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This algorithm was applied to Sym-H data from 2002 to the end of 2018. After vi-186

sually checking for false detections, this gave a list of 132 storms. The dates and Sym-H187

minima associated with each storm are given in the supplementary material.188

2.2 Magnetometer Data189

This study used 10 second resolution magnetometer data from the International190

Monitor for Auroral and Geomagnetic Effects (IMAGE) array [Luhr, 1994]. North-south191

component data from the stations listed in table 1 were used in the analysis, which corre-192

sponds to the toroidal mode if we assume a 90 degree rotation of the wave ellipse by the193

ionosphere [Hughes and Southwood, 1976]. Midpoint dipolar L-shell values are given to194

help visualise the latitudinal coverage of the pairs used in this study.195

Table 1. Locations of the magnetometer pairs. Magnetic coordinates and dipolar L-shells are based on

positions in 2001 - see http://space.fmi.fi/image/www/index.php?page=stations. These values

vary slightly across the time range of the study.

196

197

198

Magnetometers Identity Code
Midpoint

Geo Lat.

Midpoint

Geo Lon.

Midpoint

CGM Lat.

Midpoint

CGM Lon.
L-shell

Masi-Sørøya MAS-SOR 68.50 22.96 66.76 106.30 6.42

Ivalo-Kevo IVA-KEV 69.16 27.15 65.71 108.91 5.91

Pello-Muonio PEL-MUO 67.46 23.81 64.14 105.07 5.25

Oulujärvi-Pello OUJ-PEL 65.71 25.66 62.27 105.53 4.62

Hankasalmi-Oulujärvi HAN-OUJ 63.39 26.92 59.84 105.34 3.96

Tartu-Nurmijärvi TAR-NUR 59.38 25.56 55.68 102.54 3.15

3 Cross-Phase Superposed Epoch Analysis199

To investigate how the eigenfrequencies of magnetic field lines change during ge-200

omagnetic storms, a different approach was used to that of Wharton et al. [2019a]. They201

simply binned measurements according to their Sym-H value. However, the Sym-H index202

only reaches storm levels, here defined as Sym-H < -80 nT, for a very small fraction of203

the total time available. Data from both the main and recovery phases will also be com-204

bined together and no information about how the eigenfrequencies evolve with time will205

be available. Therefore, we have taken a different approach by applying a superposed206
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multiple-epoch analysis to the cross-phase spectra taken during the storm intervals iden-207

tified with the method of Walach and Grocott [2019] described in section 2.208

The eigenfrequencies were determined using the cross-phase technique of Waters209

et al. [1991], which requires two latitudinally and closely spaced ground-based magne-210

tometers. Two are required to detect the phase change with latitude that occurs at the res-211

onant frequency of the midpoint of the magnetometers. Several papers have automated212

this technique [Berube et al., 2003; Chi et al., 2013; Sandhu et al., 2018b; Wharton et al.,213

2018].214

Further to this, Wharton et al. [2019b] developed a Lomb-Scargle (LS) cross-phase215

technique that could process unevenly spaced data and use a higher frequency resolution216

because the frequency grid is independent of the properties of the data used. The cho-217

sen resolution was 4 times that achievable with a discrete fourier transform as this value218

was adopted in previous studies which used LS [e.g., Bland et al., 2014; Wharton et al.,219

2019b,a]. The dynamic cross-phase spectrum uses a 40 minute sliding window, which220

gives a frequency resolution of 0.417 mHz without oversampling for the IMAGE mag-221

netometer resolution. Changing the oversampling factor to 4 reduces the frequency res-222

olution to 0.104 mHz, allowing us to be more precise in determining the frequencies of223

waves. The LS technique is not intrinsically more accurate than using the Discrete Fourier224

Transform, but it does allows us to create a denser frequency axis. This was the motiva-225

tion for using it in this paper.226

The superposed mulitple-epoch analysis method used by Hutchinson et al. [2011]227

was then applied to the derived cross-phase spectra. This method treats the three phases228

of geomagnetic storms separately by calculating the mean duration of each of the three229

storm phases (initial, main and recovery). A superposed epoch analysis is then applied230

to each storm phase. This method is better than applying a superposed epoch analysis to231

the whole storm interval because the durations of each phase are not always in the same232

proportion to each other for different storms. Treating the three phases independently ac-233

counts for this. These mean durations were 33.16, 11.76 and 53.10 hours for the initial,234

main and recovery phases, respectively. This enabled us to create a common time grid to235

which the three phases of each storm could be normalised to so we could observe average236

changes in each of the three storm phases.237
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Figure 2. Rescaling of cross-phase spectra. (a) Boxcar filtered magnetometer data for the two stations.

(b) Original LS cross-phase spectrum. Initial phase - red. Main phase - blue. Recovery phase - green. (c)

Cross-phase spectrum rescaled to the common time axis using the method of Hutchinson et al. [2011].

238

239

240
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For each storm, the LS cross-phase spectrum was calculated. Figure 2 shows an ex-241

ample of how the rescaling was performed on one of the storm intervals. Figure 2a con-242

tains the filtered magnetometer data (800 second boxcar filter [Wharton et al., 2018]) for243

two magnetometer stations. Figure 2b shows the LS cross-phase spectrum for this storm.244

The initial, main and recovery phases have been shaded red, blue and green, respectively.245

An additional 12 hours of data has been included on each end, shaded in grey, to repre-246

sent the quiet time periods, and will be used to compare variations to quiet time condi-247

tions.248

Before the rescaling and averaging process could be performed, there is a complica-249

tion concerned with MLT that had to be considered. The full duration of a geomagnetic250

storm is usually a few days. This means that the diurnal variation of the eigenfrequencies251

must be taken into account. For example, eigenfrequencies are always higher in the morn-252

ing sector than the afternoon [e.g., Takahashi et al., 2016; Wharton et al., 2018]. This is253

because the plasma mass density is higher in the afternoon sector relative to the morning254

due to flux tubes refilling from the ionosphere throughout the day. If this is not accounted255

for, changes in the eigenfrequencies that are diurnal and storm related will be mixed to-256

gether. To compensate for this, a MLT sector is first defined (e.g. 10-14). We arbitrarily257

chose 4 hours as a compromise between minimising diurnal variability and not exclud-258

ing too much data. Only data taken when the magnetometer pair were within that MLT259

sector were included in the superposed epoch analysis described above. The analysis was260

then performed independently for other MLT sectors. This minimised contamination of the261

spectra by diurnal variation so that only the storm-related variations were observed.262

To perform the superposed epoch analysis, each frequency in the periodogram was263

treated as its own time series. Each "frequency time series" was interpolated and then264

rescaled to the common time axis for each phase of the storm. This gave the rescaled LS265

cross-phase spectrum in Figure 2c. This process was repeated for all storms so that the266

spectra could then be superposed and averaged using the common time grid. In this exam-267

ple, data from all 24 hours of MLT have been included to more clearly show the rescal-268

ing process. For the forthcoming analysis, only data taken from 4-hour MLT sectors is269

included. The equivalent plot here would contain considerable white space due to the ex-270

cluded data.271
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Figure 3. Superposed multiple-epoch analysis results for the Pello-Muonio station pair in the 10-14 MLT

window. (a) Superposed multiple-epoch analysis on the Sym-H data. The dashed line shows the mean Sym-H

value, the thick solid line shows the median and the thin solid lines show the upper and lower quartiles. (b)

The number of storms contributing to the average as a function of common time. (c) Superposed multiple-

epoch analysis of the LS cross-phase spectra. Red shading indicates initial phase, blue is main phase and

green is recovery phase. Grey is 12 hours before and after the storm.

272
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275

276

277
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The superposed multiple-epoch analysis method used by Hutchinson et al. [2011]278

was also applied to variables from the OMNI dataset, which describes the upstream solar279

wind and contains geomagnetic indicies. This is shown for the Sym-H index in Figure280

3a, where the three phases of the storm have the same colour (red, blue and green). The281

mean, median, upper and lower quartiles of the Sym-H index have been overplotted.282

Figure 3 gives an example of the superposed epoch analysis applied to the 132 storms283

for the Pello-Muonio magnetometer pair in the 10-14 MLT sector. Figure 3b shows the284

number of storms which contributed data to each time on the common time axis. This285

number varies because the storms were not equally distributed in MLT. On average, 22286

storms were expected at any given time due to the size of the MLT sector.287

Figure 3c shows the results of the superposed epoch analysis on the LS cross-phase288

spectra taken in the 10-14 MLT sector for all 132 storms. The LS cross-phase spectra289

for all of the storms have been circularly averaged in each frequency - common time bin290

because the cross-phase is a circularly distributed variable [Mardia and Jupp, 2000]. A291

variation in the fundamental eigenfrequency is visible. The trend is least clear in the ini-292

tial phase but begins at ∼8 mHz at the beginning of the phase and reaches ∼4 mHz at293

the start of the main phase. Other bands can also be seen at higher frequencies, which294

complicates the interpretation of the harmonic numbers. The eigenfrequency reaches a295

minimum at ∼4 mHz in the main phase, where it remains steady before increasing again296

throughout the recovery phase back to 8 mHz. Only the fundamental was observable in297

the recovery phase.298

Identifying the fundamental eigenfrequency in the initial phase is ambiguous and299

complicated by the possible presence of a higher harmonic. This could be the third har-300

monic, based on the arguments in Wharton et al. [2018], and it also decreases in value to-301

wards the main phase from ∼15 mHz to ∼5 mHz. It could also be the fundamental eigen-302

frequency increasing around 24 hours then decreasing again. The selection algorithm in303

section 4.1 tries to address this ambiguity with a manual process.304

The same analysis was performed for the other station pairs at the latitudes given in305

Table 1. Although there were some differences in whether the third or fundamental har-306

monic were being observed during the initial phase, a consistent pattern of decreasing307

eigenfrequencies was observed at all but the lowest latitudes. This decrease in eigenfre-308

quency with increasingly negative Sym-H is in agreement with observations by Sandhu309
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et al. [2018a] and Wharton et al. [2019a]. Other latitudes and MLTs are presented in the310

next section, and the results will be summarised in Figures 6 and 7, which separate out311

the storm time and diurnal variation.312

4 Controlling Factors for the Eigenfrequency313

Changes in the eigenfrequency values depend on the magnetic field structure and314

plasma mass density, as discussed in section 1. Calculating the average changes in these315

parameters allows an understanding of why the eigenfrequencies vary throughout the storm316

cycle. To do this, a range of appropriate frequencies centred on the eigenfrequency must317

be extracted from the data and expressed as a function of the common time axis to enable318

calculation. This is difficult using the data in the format displayed in Figure 3. Section 4.1319

describes this extraction process. In section 4.2, we parameterise the TS05 magnetic field320

model [Tsyganenko and Sitnov, 2005] and calculate the plasma mass density. In section321

4.3, we repeat this for all station pairs in Table 1 and for a range of MLTs. This enables322

the derivation of eigenfrequency maps and, by accounting for magnetic field changes ac-323

cording to the TS05 model, estimations of equatorial plasma mass density. The results324

provide a fuller understanding of how the structure of the dayside magnetosphere changes325

during geomagnetic storms, at least within the region covered by the magnetometers in326

this study.327

4.1 Isolating the Fundamental Eigenfrequency328

The technique to extract the fundamental eigenfrequency profile is based on that337

of Wharton et al. [2018] with an additional step, which is illustrated in Figure 4. Fig-338

ures 4a and 4b are reproduced directly from Figure 3. The LS cross-phase spectrum is339

first smoothed in both time and frequency (Figure 4c). To do this for any given value,340

it is averaged with values within ±2 mHz and ±2 hours, giving a range or box size of 4341

mHz by 4 hours. At the edges of the spectrum, these ranges will be capped by the spec-342

trum boundaries (0 or 50 mHz for frequency and the start and end times), shrinking these343

ranges to half their size for the boundary values. Hence, the standard error will be larger344

at the plot boundaries. The standard deviation is also calculated and stored for the pur-345

poses of the t-test explained below.346
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Figure 4. Procedure for isolating the fundamental frequency. (a) Superposed epoch analysis results on

the Sym-H index data. (b) Average LS cross-phase spectrum. (c) Smoothed, average LS cross-phase spec-

trum. (d) Smoothed spectrum after column test. Only values less than the column mean minus one standard

deviation are kept. (e) Spectrum after the t-test. Only cross-phase values with a t-statistic greater than 1

remain. Each independent feature is identified and labelled (yellow). "F" stands for feature and the number

corresponds to the order in which they were identified. Features thought to contribute to the fundamental are

selected and a line is fitted through them and smoothed (thick red line). Thin red lines indicate the uncertainty

in the eigenfrequency described in the text.
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Next, the mean and standard deviation of the cross-phase for each common time347

are calculated. Only values less than the mean minus one standard deviation are retained.348

The result of this is illustrated in Figure 4d. It can be seen that a narrow frequency band349

where the fundamental frequency lies dominates the remaining data. Then a t-test is ap-350

plied to remove the non-resonant features. The statistic is the smoothed cross-phase value351

divided by its standard deviation and multiplied by minus 1. Only cross-phase values with352

a t statistic greater than one are kept. Non-resonant signatures randomly had a highly neg-353

ative cross-phase value, but their large standard deviation can be used to remove them.354

Only the stable values then remain, which are presumed to represent real eigenfrequen-355

cies. This process is also discussed in Berube et al. [2003], the algorithm upon which the356

Wharton et al. [2018] algorithm was originally based. These are shown in Figure 4e.357

We then use a process that searches through the spectrum and isolates the remaining358

independent features and assigns them a number. This process searches up each column359

in Figure 4d, beginning at the bottom left, until it finds a data point. It then searches this360

column and adjacent columns for data in adjacent cells and groups this data together. This361

group is a feature and this data is then discounted from the rest of the search. Once all362

points that are grouped together are found, the search up the columns continues looking363

for the start of the next feature and so forth. The final list of identified features are la-364

belled with the numbers in the yellow boxes in Figure 4e that are automatically attached365

to their respective features. "F" stands for feature and the number corresponds to the order366

in which they were identified. Hence, lower numbers are to the left where the search be-367

gan. The user can then manually select which "features" they think contribute to the fun-368

damental eigenfrequency. This is a subjective process to a certain extent. In some cases,369

the labels overlap because two features begin in very similar locations on the plot. In such370

circumstances, trial and error is unfortunately required to select the desired features. For371

the example in Figure 4e, the features 1, 2, 10, 12, 15, 21, 22 and 23 were selected by the372

user. These features are then fitted with a smooth line to yield an eigenfrequency profile,373

which is the thick red line in Figure 4e.374

The band identified in Figure 4e is spread over a range of frequencies. An uncer-375

tainty on the eigenfrequency is found by calculating the mean frequency width of the se-376

lected features that composed the fundamental eigenfrequency. This range is illustrated by377

the two thin red lines in Figure 4e and represents an estimate in the uncertainty in measur-378

ing the fundamental frequency using this method.379
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This method was considered more reliable than employing a complicated automated380

algorithm. The primary issue is that there are often multiple harmonics which could con-381

taminate the fundamental, so automatic identification becomes difficult. This method was382

a way of resolving this problem. It is noted that advanced machine learning methods383

could be applied in future but such methods were not needed for the small number of384

cases in this study.385

4.2 Determining the Plasma Mass Density386

Once the fundamental frequency has been determined as a function of the common387

time as described in section 4.1, the next step is to describe the magnetic field line. Once388

achieved, the magnetohydrodynamic wave equation of Singer et al. [1981], equation (2),389

can be solved to determine the plasma mass density.390

We chose the TS05 magnetic field model [Tsyganenko and Sitnov, 2005] to model391

the magnetic field lines, which was designed to include the variability introduced by geo-392

magnetic storms and specifically includes a ring current contribution. Huang et al. [2008]393

have shown that the performance of this model is better than previous empirical magnetic394

field models. The parameters for this model are the Dst index (we have used the Sym-395

H index, which can be considered as a high resolution Dst index [Wanliss and Showal-396

ter, 2006]), solar wind dynamic pressure and velocity, IMF x and y components and the397

dipole tilt angle.398

To parameterise the TS05 model across the common time axis, the superposed multiple-406

epoch analysis method described in section 3 was applied to the Sym-H, pressure, IMF Bz407

and solar wind velocity x-component data. This process is illustrated in Figure 5 for the408

Pello-Muonio pair in the 10-14 MLT sector. The superposed epoch analysis of the Sym-409

H, dynamic pressure, IMF Bz and solar wind velocity x-component data are shown in410

Figure 5a-d. The mean values of these four parameters at each common time were used411

for parameterising the TS05 model. The solar wind velocity y and z components, dipole412

tilt angle and IMF By data were all set to zero, as this was their expected average values.413

Over long time scales, the solar wind flow is expected to be radial and the dipole tilt an-414

gle will average to zero. Therefore, the IMF By component should not affect the storm415

process either. This was confirmed from applying the superposed epoch analysis method416
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Figure 5. Process to retrieve magnetic field and plasma mass density information. Superposed multiple-

epoch analyses for (a) Sym-H index, (b) solar wind dynamic pressure, (c) IMF Bz component and (d) solar

wind velocity vx component. (e) Superposed epoch analysis LS cross-phase spectrum with fundamental

eigenfrequency profile overplotted. (f) Radial position of the magnetic field line for this magnetometer pair

according to the TS05 model. (g) Equatorial magnetic field strength. (h) Equatorial plasma mass density.

The thicker line is for the middle eigenfrequency profile, thinner lines correspond to the upper and lower

eigenfrequency bounds.

399

400

401

402

403

404

405
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to these variables to check. The superposed epoch analysis cross spectrum from Figure 3b417

is reproduced in Figure 5e with the eigenfrequency profile from Figure 4e plotted over it.418

The TS05 model was evaluated for every tenth point available on the common time419

axis. Figure 5f shows the maximum radial distance of any point along the field line, as-420

sumed to represent the equatorial crossing point. As the initial phase begins, the field line421

moves earthward until the main phase, where it then moves outwards beyond its original422

position. The field lines recover towards their original position at the end of the recovery423

phase.424

Plotted in Figure 5g is the magnetic field strength at the maximum radial distance425

of the field line. Note that in the equatorial plane, the magnetic field strength is primarily426

dominated by the Bz component. This is observed to increase throughout the initial phase427

as the magnetopause currents are enhanced and the closed magnetic field line strength in-428

creases, then drops throughout the main phase as the enhanced ring current weakens the429

background magnetic field. It then returns to normal during the recovery phase. These re-430

sults show that the TS05 model is capturing the expected aspects of a geomagnetic storm.431

The MHD wave equation, derived by Singer et al. [1981],432

d2

ds2

(
εα
hα

)
+

d
ds

(
ln

(
h2
αB0

)) d
ds

(
εα
hα

)
+
µ0ρω

2

B2
0

(
εα
hα

)
= 0 (2)

has been used to calculate the equatorial plasma mass density. The justification for433

using this equation is given below. Solving this equation requires knowledge of the mag-434

netic field structure and the eigenfrequency. We have used the TS05 magnetic field model435

and the eigenfrequencies measured from our data. In equation (2), εα is the field line436

displacement, hα is a scaling factor describing the separation of the field lines along the437

field, s is the field-aligned coordinate, B0 is the ambient magnetic field strength, µ0 is the438

magnetic permeability of free space, ω is the angular eigenfrequency and ρ is the plasma439

mass density. The separation hα is calculated in the toroidal direction using a closely440

spaced field line.441

Singer et al. [1981] state that equation (2) can be applied to any arbitrary geome-442

try. The derivation of this equation implicitly assumes that orthogonal field-aligned co-443

ordinates can be used. However, Salat and Tataronis [2000] have shown that such fields444

only exist in special cases, such as a dipolar field. In general, fields that can support field445
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aligned orthogonal coordinates do not exist and this includes the TS05 fields. Using or-446

thogonal coordinates requires B · (∇ × B) = 0, or that there is no shear in the magnetic447

field. An absence of shear requires that the magnetic field is zero in one of the three co-448

ordinate directions. In a dipole field, this would be the azimuthal direction. For a more449

realistic magnetospheric field line, there will be variation in the magnetic field in all three450

field-aligned coordinates due to shear and thus an orthogonal field aligned coordinate sys-451

tem is not possible. Therefore, solving the wave equation in a non-orthogonal coordinate452

system such as that of Rankin et al. [2006] would be more accurate, despite the more com-453

plicated formulation of the wave equation. In this study though, we only consider mag-454

netic field lines in the dayside magnetosphere away from the magnetopause, which can be455

considered to be quasi-dipolar. Hence, any error from using equation (2) is expected to be456

minimal, and many other authors have used this equation when tackling this problem [e.g.,457

Waters et al., 1996; Berube et al., 2006; Wharton et al., 2018]. Therefore, we have applied458

this equation to our problem.459

Equation (2) is solved using the Runge-Kutta method described in Wharton et al.460

[2018]. The plasma mass density is assumed to have the power law form for its distribu-461

tion along the field line given by462

ρ = ρeq

( req
r

)3
(3)

This is a common assumption made by many authors [e.g., Angerami and Thomas,463

1964; Carpenter and Smith, 1964; Cummings et al., 1969; Orr and Matthew, 1971; Menk464

et al., 1999, 2004; Denton et al., 2006; Wharton et al., 2018]. In equation 3, ρ is the plasma465

mass density and r is the radial position along the field line. The subscript eq represents466

the equatorial value. The exponent determines the rate at which the plasma mass density467

changes with radial distance. A positive exponent causes the plasma mass density to de-468

crease radially, so that it reaches a minimum along a field line in the equatorial plane. An469

exponent of 3 has been used and it is assumed this is a reasonable value based on other470

studies and has been used by many other authors [e.g., Poulter et al., 1984; Menk et al.,471

1999, 2004]. This distribution contains a minimum at the equator and maxima at the base472

of the field lines in the ionosphere. The size of this exponent has been shown to make473

little difference to the calculated equatorial mass densities [e.g., Orr and Matthew, 1971;474

Menk and Waters, 2013].475
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The equatorial plasma mass density profiles calculated with the mean fundamen-476

tal frequency and the upper and lower bounds are shown in Figure 5h. The lower bound477

eigenfrequency corresponds to the highest plasma density and vice versa. In this example,478

the plasma density remains stable throughout the initial phase, which could suggest that as479

the magnetosphere is compressed, that plasma loss processes increase. The plasma mass480

density then increases to its highest value at the beginning of the main phase. It then de-481

creases back to quiet time levels throughout the recovery phase. Small differences in the482

eigenfrequency correspond to large differences in the calculated plasma mass densities, in483

agreement with previous studies [e.g., Takahashi and Denton, 2007].484

4.3 Mapping the Plasma Mass Density485

The process of estimating the equatorial mass density described in section 4.2 was486

repeated for each station pair in Table 1 for three MLT sectors, 6-10 MLT, 10-14 MLT487

and 14-18 MLT. Only the dayside was considered because the cross-phase technique is488

ineffective at night [e.g., Wharton et al., 2019a]. There was considerable variation in the489

plasma mass density profiles between different stations and MLTs. These results have been490

summarised by the maps in Figure 6, similar to those created in Corpo et al. [2018] using491

data from the European Meridional Magnetometer Array and parameterised by Kp index.492

The fundamental eigenfrequency measured with the LS cross-phase technique in section493

4.1, the modelled equatorial magnetic field strength from the TS05 model and the inferred494

equatorial plasma mass densities, both from section 4.2, are shown for each radial posi-495

tion and MLT sector for five intervals along the common time axis. These five times are496

labelled (a) to (e) and are indicated on the Sym-H index plot at the bottom. The TS05497

model was used to map the field line of each station pair to the equatorial plane for each498

point in time, which accounts for the variation in field line length as the storms progress.499

The eigenfrequency data are shown on the left, equatorial magnetic field data in the mid-500

dle and equatorial plasma mass density data on the right. Plots of the form of Figure 3501

show that there are a sufficient number of storms in each MLT sector at all times to do502

this analysis.503

For each MLT-radial bin, the quiet time average value of either the eigenfrequency,513

magnetic field strength or plasma mass density is calculated from the 12 hour period be-514

fore the initial phase and the 12 hour period after the recovery phase. These data are515

shaded in grey in Figures 1-5. This value is then used to normalise the respective data516
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Figure 6. Variations of measured eigenfrequencies, modelled equatorial magnetic field strengths and

calculated equatorial plasma mass densities relative to the local quiet time averages. Left column: eigenfre-

quencies. Middle column: magnetic field strength. Right column: plasma mass densities. Each row shows the

magnetospheric state at five intervals during the average geomagnetic storm, marked on the Sym-H index plot

at the bottom.
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Figure 7. Absolute variations of eigenfrequencies, equatorial magnetic field strengths and equatorial

plasma mass densities. Left column: eigenfrequencies. Middle column: magnetic field strength. Right col-

umn: plasma mass densities. Each row shows the magnetospheric state at five intervals during the average

geomagnetic storm, marked on the Sym-H index plot at the bottom.

509

510

511

512

in that bin so we can see how the values change relative to their quiet time average. This517

approach made it much easier to discern the general trends as opposed to observing indi-518

–23–



Confidential manuscript submitted to JGR - Space Physics

vidual plots such as Figure 5. Each colour scale is centered on 1. Hence, blue indicates a519

reduction in that value and red an increase relative to quiet times.520

An equivalent plot with absolute eigenfrequency, equatorial magnetic field and plasma521

mass density values is shown in Figure 7 in the same format as Figure 6. This shows that522

the variation in eigenfrequency with L-shell and MLT is much greater than the storm time523

variation at any given position, making such variations difficult to discern. Hence, we fo-524

cus our discussion on the normalised data in Figure 6. Here, an L value refers to the ra-525

dial distance in the equatorial plane to the field line in Earth radii.526

Row (a) of Figure 6 shows the beginning of the initial phase, when values are near527

the quiet time average. Row (b) shows the end of the initial phase, where the eigenfre-528

quencies have decreased in the 14-18 MLT sector and the magnetic field strength has in-529

creased for the outer L-shells. There has also been an increase in the plasma mass density,530

mostly clearly in the afternoon sector.531

Row (c) of Figure 6 shows the end of the main phase. The eigenfrequencies have532

decreased by as much as 50% across most L-shells and MLTs. At the innermost L-shells,533

the eigenfrequencies are actually greater than the local quiet time average. The magnetic534

field has weakened, especially in the 6-10 and 14-18 MLT sectors. The plasma mass den-535

sity has also increased across all sectors, except at the innermost L-shells where the oppo-536

site is observed.537

Row (d) of Figure 6 shows partway through the recovery phase. The eigenfrequen-538

cies have risen back towards mean levels again but at the innermost L-shells, they are still539

higher than during quiet times. The magnetic field is still weaker than during quiet times.540

The plasma mass density has decreased again and remains above average only at the out-541

ermost L-shells. It is still below average at the inner distances. Finally, row (e) shows542

the end of the recovery phase, where for the most part, all three parameters have returned543

back to their quiet time averages.544

5 Discussion545

Based upon this analysis, Figure 6 demonstrates that there is a clear pattern in the546

behaviour of measured toroidal eigenfrequencies during an average geomagnetic storm.547

The Alfvén speed, and hence a given field line eigenfrequency, is proportional to the mag-548

netic field strength and inversely proportional to the square root of the plasma mass den-549
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sity (equation (1)). Hence, understanding both the field line structure and the plasma mass550

density distribution are necessary to determine why any field line eigenfrequency changes551

with time.552

Section 5.1 discusses the changes seen at L > 4 in the context of changing magnetic553

field strength and plasma mass densities. Section 5.2 then discusses changes observed for554

L < 4, which had different variations in eigenfrequency and plasma mass density.555

5.1 Causes of the Variation in the Eigenfrequencies: L > 4556

Figure 7 shows that during all phases of the storm, the eigenfrequencies are con-557

sistently greater in the morning sector than the afternoon sector which is the same across558

all observed L-shells. With asymmetries in magnetic field configuration as described by559

the TS05 model removed, the asymmetry persists and consequently must be caused by560

plasma mass density asymmetry. This asymmetry in MLT is well documented [e.g., Poul-561

ter et al., 1984; Takahashi and McPherron, 1984; Takahashi et al., 2016; Sandhu et al.,562

2018b; Wharton et al., 2018, 2019a], and we confirm that this asymmetry persists through-563

out all phases of a geomagnetic storm. The higher plasma mass densities in the afternoon564

lower the Alfvén speed in this sector. This extra plasma could be due to the existence of a565

plasmaspheric bulge, plasmaspheric plume or increased refilling of ionospheric flux tubes.566

The average ion mass is also greater in the afternoon sector due to convection of heavy567

ions from the nightside plasma sheet [Sandhu et al., 2016].568

We now consider the storm-time variations that occur for L > 4. Figure 6b shows569

the change that occurs during the initial phase. For L > 4, the eigenfrequencies first de-570

crease in the afternoon sector which corresponds with plasma mass density increases of571

approximately 100% in some cells. This change is also most prevalent at L < 7. At radial572

distances greater than this, the magnetic field has increased due to the enhanced magne-573

topause currents, which would increase the eigenfrequencies.574

Changes during the main phase are shown in Figure 6c. Here, the eigenfrequen-575

cies have decreased by as much as 50% across all MLT sectors. This corresponds with a576

magnetic field decrease, most prevalent away from the noon sector where magnetospheric577

compression is strongest, and plasma mass density increases across all MLT sectors. The578

decrease in eigenfrequency during the main phase when the ring current index is low579

–25–



Confidential manuscript submitted to JGR - Space Physics

agrees with the observations by Chi et al. [2005], Takasaki et al. [2006], Kale et al. [2009],580

Sandhu et al. [2018a], Wharton et al. [2019a] and Rae et al. [2019].581

Figures 6d and 6e show that the eigenfrequencies recover back to their quiet time582

levels as the recovery phase progresses. The return to quiet time values takes longest in583

the afternoon sector. This may be due to the existence of a lasting plasmaspheric plume.584

The storm-time variation in the equatorial magnetic field strength is as expected,585

due to the increase of the ring current magnetic field. However, this study demonstrates586

that the role of the plasma mass densities in determining the storm time evolution of the587

eigenfrequencies is greater than previously thought by Sandhu et al. [2018a] and Rae et al.588

[2019]. Previous studies have differed about whether the plasma mass density increases589

or decreases during storms. Sandhu et al. [2017] found using an empirical model that the590

plasma mass density decreased during intervals of low Dst index, despite the average ion591

mass increasing. This was because the electron number density decreased due to increased592

magnetospheric convection. Several other studies have also put forward evidence that the593

plasma mass density decreases during enhanced geomagnetic activity [e.g., Dent et al.,594

2006; Denton et al., 2006; Menk et al., 2014; Corpo et al., 2018]. However, there are other595

studies that have found the plasma mass density increases [e.g. Takahashi et al., 2002; Chi596

et al., 2005; Takasaki et al., 2006; Takahashi et al., 2006; Kale et al., 2009; Takahashi597

et al., 2010], which agrees with our findings. This increase was attributed to an increas-598

ing average ion mass [e.g., Kronberg et al., 2014]. We show that at distances of L > 4, the599

plasma mass density doubles during the main phase of the storm across the whole dayside600

MLT sector and a wide range of L-shells. This shows that the plasma mass density and601

the magnetic field change in cooperation instead of opposition to lower the eigenfrequen-602

cies.603

Where does this extra plasma mass originate from during the geomagnetic storm?604

The density of the hot O+ population has been shown to increase during the main phase605

for L < 7 [Yue et al., 2019], and the partial pressure contribution from O+ can be as great606

as that of H+ [e.g., NosÃľ et al., 2011; Mitani et al., 2019]. A rise in the density of O+607

in the ring current could explain our observations of enhanced plasma mass density with608

lower magnetic field. The cold O+ population is also thought to increase due to higher609

outflows on the nightside during storms [e.g., Kistler et al., 2016; Gkioulidou et al., 2019].610

However, it is not possible to determine from our data if these populations are responsible611
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for the plasma mass density changes, and if so, which populations dominate. Investigating612

these changes is beyond the scope of this study.613

From a theoretical viewpoint, the lower eigenfrequencies during storm times would614

allow fast mode waves of given frequency to couple to field lines deeper in the magneto-615

sphere, where they would produce standing Alfvén waves through the field line resonance616

mechanism [e.g., Southwood, 1974]. Figure 7 also shows that these locations would be617

deeper in the afternoon than the morning due to the magnetospheric asymmetry about618

noon. Single event case studies such as Lee et al. [2007] and Rae et al. [2019] show that619

decreased eigenfrequencies during storm times coincide with enhanced ULF wave power620

across large regions in the inner magnetosphere. Although this study shows that lower621

eigenfrequencies at L > 4 are a consistent feature of geomagnetic storms, it does not pro-622

vide measurements of ULF wave power. The decreased eigenfrequencies are expected to623

contribute to the increased ULF wave power due to the power law power distribution of624

ULF waves [e.g., Rae et al., 2012] but other factors may also play important roles includ-625

ing the initial power of the fast mode waves, their frequency spectrum, their azimuthal626

wave numbers, or changing ionospheric boundary conditions. Establishing the importance627

of and isolating the effect of decreased eigenfrequencies on ULF wave propagation will be628

the focus of a future study.629

5.2 Causes of the Variation in the Eigenfrequencies: L < 4630

By including the Tartu-Nurmijärvi pair, changes within the plasmasphere have also631

been observed. Figure 6 shows that the eigenfrequencies and plasma mass densities had632

a different behaviour on field lines where L < 4 than L > 4. Instead of decreasing, the633

eigenfrequencies increase, and the plasma mass densities decrease instead of increasing.634

The timing of this change is also delayed until the main phase, whereas changes for L635

> 4 begin during the initial phase. Relative to quiet time, the eigenfrequencies have in-636

creased by more than 50% partway through the recovery phase. The magnetic field change637

is much weaker for L < 4 compared to L > 4, suggesting that the reduced plasma mass638

density is almost entirely responsible for the increase in eigenfrequencies. It also suggests639

that the effect of the ring current magnetic field is weaker for these inner shells. Figure 6d640

shows a decrease in plasma mass density of more than 50%.641
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Figure 8. The average plasma mass density at different phases of a geomagnetic storm. Each column

represents data from the 6-10, 10-14 and 14-18 MLT sectors from left to right. Each row shows the magneto-

spheric state at five intervals during the average geomagnetic storm, marked on the Sym-H index plot at the

bottom. Blue solid lines show the plasma mass densities at that interval of the storm, red dashed lines show

the previous interval for comparison.
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During a geomagnetic storm, the plasmapause boundary is eroded away by the in-647

creased convection of the Dungey cycle and a plasmaspheric plume forms [e.g., Chappell648

et al., 1971; Menk et al., 2014]. Regions that previously were within the plasmapause are649

now outside, and have a much lower plasma mass density. This would increase the eigen-650

frequencies [Menk et al., 2004; Dent et al., 2006; Kale et al., 2007]. It is difficult to say651

where the plasmapause is in Figure 6 or Figure 7. Figure 8 shows the plasma mass den-652

sity data from Figure 7 as radial profiles. Each column represents one of the three MLT653

sectors and each row a point along the storm time axis shown at the bottom, the same as654

in Figures 6 and 7. The blue line shows the plasma mass density profile at that time and655

the dashed red line is from the time/row before to help show how the plasma mass den-656

sity has changed. If there is a consistent location for the plasmapause during all storms,657

it would be visible as a classic "knee" in this plot but because the data shows the average658

values of 132 storms, there is likely to be considerable variation in the plasmapause posi-659

tion between different storms. This has the effect of blurring out the plasmapause position660

and hence the "knee" is not seen in Figure 8. However, we still expect the plasmapause661

to retreat in this region due to enhanced magnetospheric convection. In Figures 8c and662

8d, for the innermost station pair, the plasma mass density decreases as expected from663

plasmapause erosion. The O’Brien and Moldwin [2003] plasmapause model shows that the664

plasmapause distance at noon will decrease to L < 3 for a -100 nT storm, which supports665

our observation of decreasing plasma mass density for L ∼ 4.666

There may still be an increase in the average ion mass due to higher densities of O+667

or an increase in the mass density of the energetic population, as suggested in section 5.1.668

However, the observations suggest that any increase in the average ion mass is inferior to669

the cold plasma loss of mass from plasmapause erosion observed for L < 4. Hence, we670

see the opposite behaviour in the eigenfrequencies for the innermost L-shells.671

6 Conclusions672

This study determined how the eigenfrequency continuum changed during geomag-673

netic storms and how this was controlled by the underlying magnetic field strength and674

plasma mass density. We analysed the eigenfrequencies of magnetic field lines during 132675

storms using a superposed multiple-epoch analysis on cross-phase spectra derived from676

ground-based magnetometer stations in the range 3.15 ≤ L ≤ 6.42. This region corre-677

sponds to a key region during geomagnetic storms because of its proximity to the ring678
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current and radiation belts. This has enabled us to determine the average time evolution of679

the fundamental eigenfrequency during each of the three phases of a geomagnetic storm.680

We then solved the Alfvén wave equation of Singer et al. [1981] using the TS05 magnetic681

field model of Tsyganenko and Sitnov [2005] to determine how the plasma mass density682

changes directly for the first time.683

It was found that the fundamental eigenfrequency decreased in all dayside MLT sec-684

tors during the main phase for L > 4 and this corresponded to a weaker magnetic field and685

an increased plasma mass density, with a clear MLT dependence on the reduction. The686

changes in both of these dependencies would decrease the eigenfrequency. We suggest that687

the increase in plasma mass density is caused by an increase in Oxygen ions density.688

For L < 4, the eigenfrequency increased relative to the quiet time value. This was689

accompanied by a decrease in the plasma mass density, which is thought to be caused690

by plasmapause erosion during the main phase of a storm. However, the magnetic field691

strength still decreased, suggesting that the plasma mass density has a stronger influence692

over the eigenfrequency than the magnetic field at these locations.693
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