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ABSTRACT

Marchenko methods use seismic data acquired at or near the surface of the Earth to es-

timate seismic signals as if the receiver (now a virtual receiver) was at an arbitrary point

inside the subsurface of the Earth. This process is called redatuming and is central to

subsurface imaging. Marchenko methods estimate the multiply scattered components of

these redatumed signals, which is not the case for most other redatuming techniques which

are based on single-scattering assumptions. As a result, images created using Marchenko

redatumed signals contain a reduction in the artifacts that usually contaminate migrated

seismic images due to improper handling of internal multiples. We exploit recent theoretical

advances that enable both virtual sources and virtual receivers to be placed at arbitrary

points inside the subsurface as a means to incorporate vertical seismic profile (VSP) data

into Marchenko methods. The advantage of including this type of data is that the addi-

tional acquisition boundary increases subsurface illumination, which in turn enables vertical

interfaces and steeply dipping structures to be imaged. We demonstrate this methodology

on two synthetic datasets. The first dataset is created using a simple variable density but

constant velocity subsurface model. We show in this example that our newly devised VSP

Marchenko imaging methodology enables imaging of both horizontal and vertical structures

and that optimal results are achieved by combining these images with those created using

standard Marchenko imaging. A second example demonstrates that the method can be

applied to more realistic subsurface structures, in this case a modified version of the Mar-

mousi 2 model. We show the applicability of the methods to image fault structures with

the final imaging result containing reduced contamination due to internal multiples and an

improvement in the imaging of fault structures when compared to other standard imaging

methods alone.
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INTRODUCTION

Marchenko methods are used in geophysics to redatum receivers that are physically located

on the Earth’s surface to arbitrary virtual receiver positions inside the subsurface. The

methods estimate the seismograms that would have been recorded at those new positions if

physical receivers had been placed there. Marchenko methods have applications that include

target oriented imaging (Behura et al., 2014; Wapenaar et al., 2014; Ravasi et al., 2016),

redatuming (Wapenaar et al., 2014; Ravasi, 2017) and internal multiple attenuation (Meles

et al., 2014, 2016; da Costa Filho et al., 2017). Their advantage over most other redatuming

methods is that they account for the reverberations of waves within the Earth (so-called

internal multiples) using just single-sided illumination of the subsurface and a smooth esti-

mate of the subsurface velocity structure. The original implementations of these techniques,

which we follow in this article, focus on acoustic problems with an absorbing surface bound-

ary (Broggini et al., 2012; Wapenaar et al., 2013). However, more recent applications have

extended the methodology to elastic media (da Costa Filho et al., 2014, 2015) and data con-

taining free surface multiples (Singh et al., 2015, 2016; Ravasi, 2017; Slob and Wapenaar,

2017). The aim of the work in this article is to incorporate the additional information avail-

able from vertical seismic profile (VSP) data to improve Marchenko estimates of Green’s

functions, thereby improving the final images of the Earth’s subsurface.

A recent theoretical advance in this field is so-called ‘Marchenko source-receiver reda-

tuming’. These methods use receiver-redatumed Green’s functions calculated using Marchenko

methods to also redatum the source to a second arbitrary subsurface location (Wapenaar

et al., 2016; Singh and Snieder, 2017; Wapenaar et al., 2018). In this article we propose that

the receiver redatumed signals can be replaced with a measured VSP signal. The advantage
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of including this type of data is that it enables more accurate Green’s functions to be cal-

culated. In particular, wavefield components can be constructed to which the Marchenko

method alone is insensitive – in this case reflections from vertical or near vertical interfaces.

This in turn will allow Marchenko images to be produced that identify vertical and steeply-

dipping subsurface features while retaining the ability to image sub-horizontal structures

and reduce internal multiple contamination.

Previous studies incorporating seismic data measured by downhole receivers into Marchenko

methods aimed to reduce the sensitivity of Marchenko methods to velocity model errors (Liu

et al., 2016), to estimate the scaling factor of reflection data, which is normally a prereq-

uisite for applying Marchenko methods (Van Der Neut et al., 2015; Thomsen et al., 2017),

or to develop novel methods for wavefield separation (Liu et al., 2018). In all of these ex-

amples the downhole receivers are used as an additional control when calculating standard

Marchenko Green’s functions. None of these methods exploit the additional full wavefield

recordings available from the downhole receivers.

The virtual source method proposed by Bakulin and Calvert (2006) demonstrated the

applicability of interferometric concepts to use data measured downhole to redatum sources

to create virtual sources inside the well. This method is advantageous as it is able to

account for complexities in the overburden without requiring an accurate estimate of the

velocity model. A similar approach was taken by Hornby and Yu (2007) to image the flank

of salt structures. Comparisons between methods like these and source-receiver Marchenko

redatuming methods have previously been analysed by Singh and Snieder (2017).

Alternative methods for imaging vertical interfaces have also been proposed: Xu and

Jin (2006) suggested using wave equation migration of diving waves to image the flank of
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salt structures and Malcolm et al. (2009) showed that vertical interfaces can be mapped

using multiply scattered seismic waves, surface seismic data and wave equation migration

when abrupt interfaces are correctly included in the input velocity model. For both of these

methods an exceptionally accurate velocity model is required for accurate reflector mapping,

and internal multiple contamination in the final images remains a problem. More recently

Zuberi and Alkhalifah (2014) suggested using multiply-scattered waves measured in surface

seismic data (duplex waves) to image vertical and near vertical interfaces, but the results

were shown to be prone to contamination by artifacts. Finally, Singh and Curtis (2019) also

used surface seismic data and so-called time-reverse mirror imaging (TRMI) which uses an

autocorrelation imaging condition: this methodology was shown to accurately image vertical

interfaces but was insensitive to horizontal features.

In this article we first introduce the standard Marchenko theory, how this relates to the

more recent ‘virtual source-virtual receiver’ developments, and our approach to incorporate

VSP data. We then analyse the impacts of a vertical interface on standard Marchenko

estimates, which are shown to produce poor reconstructions of wavefield components created

by vertically orientated subsurface features. We then focus on the VSP application: we use

the new method to construct improved subsurface seismic wavefield estimates, then use this

wavefield for seismic imaging. The images created as a result are accurate and would be

unobtainable with existing alternative imaging methods alone.

5



MARCHENKO METHODS

Marchenko Receiver Redatuming

Standard Marchenko methods require seismic reflection data measured at co-located source

and receiver positions on or near the surface of the Earth (R), and an estimated model

of the subsurface velocity structure. The methods calculate directionally decomposed seis-

mograms (the pressure recording in response to a volume injection rate source) – which

are referred to herein as (band-limited) Green’s functions (G+/−(xi,x0, ω)) – between the

surface source positions (x0) and an arbitrarily chosen virtual receiver position (xi) inside

the subsurface. Throughout this article these are expressed in the frequency domain (ω).

Directional decomposition is in the observed direction of wave propagation as it is mea-

sured at the receiver, and in all cases + denotes downgoing and − denotes upgoing waves.

The equations that govern the relationship between the reflectivity (R) and the Green’s

functions of interest are:

G−(xi,x0, ω) =

∫
∂D0

R(x0,x
′
0, ω)f+1 (x′0,xi, ω)dx′0 − f−1 (x0,xi, ω), (1)

G+(xi,x0, ω) = f+1 (x0,xi, ω)∗ −
∫
∂D0

R(x0,x
′
0, ω)f−1 (x′0,xi, ω)∗dx′0. (2)

Each of the terms in equations 1 and 2 is a function of two sets of spatial locations: x0

represents an array of points on the boundary ∂D0 with a fixed depth coordinate z = 0 m

and a variable horizontal coordinate, x0 = {(xj , yj , 0) : j = 1, 2, . . . , N} where N is the

number of source/receiver positions, and for this formulation the set of points in x0 have to

be the same as those in x′0. Location xi = (x, y, i) represents a point on the constant depth
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boundary ∂Di. Here f1 denotes a so-called focusing function: the downgoing component

of this function is defined such that when it is injected as a source time function into

the true subsurface model it will collapse at zero time to an impulse at the virtual source

location (Slob et al., 2014). The upgoing component of the focusing function is the measured

response at the surface to the injection of the downgoing functions. However, this is only

the case in a truncated medium which is defined to be equal to the true medium above the

boundary ∂Di, and is homogeneous below this depth. We calculate these functions using

the iterative solution to the coupled Marchenko equations (Wapenaar et al., 2014) and we

refer readers to Lomas and Curtis (2019) for an intuitive introduction and more details on

this method.

The theoretical foundation of equations 1 and 2 are the one-way reciprocity theorems of

the convolution and correlation type for pressure normalized one-way wavefields (Wapenaar

and Grimbergen, 1996; Wapenaar et al., 2014):

−
∫
∂D0

1

ρ(x′0)

[
p+A(∂zp

−
B) + p−A(∂zp

+
B)
]
dx′0 =

∫
∂Di

1

ρ(x′i)

[
(∂zp

+
A)p−B + (∂zp

−
A)p+B

]
dx′i, (3)

−
∫
∂D0

1

ρ(x′0)

[
p+∗A (∂zp

+
B) + p−∗A (∂zp

−
B)
]
dx′0 =

∫
∂Di

1

ρ(x′i)

[
(∂zp

+
A)∗p+B + (∂zp

−
A)∗p−B)

]
dx′i.

(4)

Equations 3 and 4 are given in the frequency domain, subscripts A and B refer to two

different acoustic states, pA/B represents a wavefield in the state defined by their subscript,

∂z represents the vertical derivative of the corresponding wavefield and superscript ∗ denotes

complex conjugation (or time reversal). Furthermore, these equations only hold under
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certain conditions: first there can not be any energy source at a depth level between the

boundary ∂D0 and the boundary ∂Di, evanescent waves are not present in any of the

measured wavefields, and for equation 4 to hold the medium needs to be lossless between

the boundary ∂D0 and the boundary ∂Di.

If we take state A to be the state in which the focusing functions exist in the truncated

medium and state B to be the Green’s functions state in the true medium we can assign

the values p
+/−
A = f

+/−
1 (x′0/x

′
i,xi, ω) and p

+/−
B = G+/−(x′0/x

′
i,x0, ω) where the receiver

position is defined by the corresponding boundary integral, in this context the symbol /

means ‘or’. Following the method in Appendix A of Wapenaar et al. (2014) these wavefields

can be substituted into equations 3 and 4 to form equations 1 and 2.

Marchenko Source-Receiver Redatuming

The previous section describes equations 1 and 2 which are used as part of the Marchenko

method to construct signals between the surface acquisition array and subsurface virtual

receivers. More recent work has shown how we can use the estimated Marchenko Green’s

functions to redatum the Green’s functions as if the source was also at an arbitrary point

inside the subsurface, so-called Marchenko source-receiver redatuming. This work is the nat-

ural extension of source-receiver interferometric methods of Curtis and Halliday (2010) and

Halliday and Curtis (2010) to the case of single-sided acquisition and Marchenko methods.

It was pioneered by Wapenaar et al. (2016) and Singh and Snieder (2017) and has recently

been applied to real field data (Wapenaar et al., 2018), and extended to elastodynamic

applications (Urruticoechea and Wapenaar, 2017).

In this article we suggest a method to incorporate VSP data into the source-receiver
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method. The advantage of doing this is that we overcome a limitation of the Marchenko

method – the ability to handle steeply dipping subsurface interfaces, which ultimately allows

us to obtain more accurate Green’s functions. In particular this enables the Marchenko

method to better construct virtual-source virtual-receiver Green’s functions, and thus to

produce improved seismic images of vertical or near-vertical interfaces.

Here we follow the implemetation of the technique of Singh and Snieder (2017), how-

ever we have simplified the problem by assuming that there are no free-surface multiples

present in the data (i.e. that surface-related multiples have been removed from recorded

data). However, this is not a limitation of the method we introduce in this article and the

methodology can be applied to the case where the seismic data does contain free-surface

multiples.

The relationship between the measured Green’s functions from the previous section and

the Green’s functions of interest here are retrieved by substituting the wavefields from Table

1 into the modified reciprocity theorems from equations 3 and 4 (dx′0 → dx0). If ι is the

imaginary unit, ω is angular frequency and ρ is density then:

[Table 1 about here.]

G−(xi,xj , ω) =

∫
∂D0

2

ιωρ(x0)
∂zG(x0,xj , ω)f+1 (x0,xi, ω)dx0, (5)

G+(xi,xj , ω) = −
∫
∂D0

2

ιωρ(x0)
∂zG(x0,xj , ω)f−1 (x0,xi, ω)∗dx0. (6)

If we sum equations 5 and 6 we obtain:
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G(xi,xj , ω) =

∫
∂D0

2

ιωρ(x0)
∂zG(x0,xj , ω)f2(xi,x0, ω)dx0, (7)

where f2(xi,x0, ω) = f+1 (x0,xi, ω) − f−1 (x0,xi, ω)∗. Equations 5-7 only hold if point xi

is at a depth above xj : i < j. In other words the virtual source term in the Green’s

functions needs to be below the virtual receiver term of the focusing functions. When both

the Green’s functions and the focusing functions are estimated using Marchenko methods

these are interchangeable (by source-receiver reciprocity) and analogous equations exist

when the depth coordinates satisfy i > j. However, in our implementation we propose that

the Marchenko estimate of G(x0,xj , ω) be replaced by the approximation to the Green’s

function measured in a VSP survey. In doing so the location xj and the G term cannot be

changed: so when we implement equation 7 we can only construct Green’s functions between

arbitrarily chosen virtual receiver positions and the fixed VSP receivers (now virtual sources)

inside the well.

We simplify equation 7 further given the definition of a particle velocity reponse to an

impulsive point source of volume injection rate given by Wapenaar and Fokkema (2006):

vz(x0,xj , ω) = − 1

ιωρ(x0)
∂zG(x0,xj , ω). (8)

Here the volume injection rate sources are in the borehole and the particle velocity receivers

are at the surface. However, by source-receiver reciprocity this is equivalent to a vertical

force source at the surface and a pressure measurement in the borehole (Thorbecke et al.,

2017). Substituting equation 8 into equation 7 then leads to:
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G(xi,xj , ω) = −2

∫
∂D0

vz(x0,xj , ω)f2(xi,x0, ω)dx0. (9)

The original implementation of these methods proposed that both terms inside the

integral in equation 9 can be estimated using Marchenko methods. The focusing function is

calculated using the iterative Marchenko method (Wapenaar et al., 2014) and the Green’s

function is calculated by summing the results from equations 1 and 2. When using only

inputs from previous Marchenko methods, the vertical particle velocity from equations 9 is

not available and must be approximated (Wapenaar et al., 2017) – we discuss this in more

detail below.

A limitation of using Marchenko Green’s functions from equations 1 and 2 is that they

are only able to accurately reconstruct the reflected components of the Marchenko Green’s

functions from equation 7 when the primary reflections from the structural features that

caused them are measured at the surface of the Earth. Therefore, depending on the aperture

of the seismic acquisition, equation 7 is often only accurate for near-horizontal subsurface

structures. The object of our investigation is to obtain a subsurface image in cases where

this assumption does not hold, as shown in Figure 1. Replacing the approximate Marchenko

Green’s function with the VSP Green’s function therefore includes the potential to image

more complex subsurface structures, whilst retaining the benefits of the Marchenko method

to redatum wavefields and to account for the effects of internal multiples.

GREEN’S FUNCTION ESTIMATION

We first use a simple synthetic subsurface model to test these methods (Figure 1). This

model has variable density but a constant velocity (2500 m/s) with several horizontal layers.
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However, we have introduced a challenge for standard Marchenko imaging by including a

vertical interface at x = 1000 m. Along the surface there are co-located sources and receivers

at 16 m intervals which make up the acquisition array described by the vector of locations

x0. Additionally, inside the subsurface, there is a VSP with receivers at variable depth

positions, again spaced at 16 m intervals with a constant x coordinate of 1500 m.

[Figure 1 about here.]

Receiver Redatuming

As a first test we investigate the accuracy of Marchenko Green’s function estimates for

redatumed receivers with a vertical interface present in the subsurface (Figure 1). We first

estimate the focusing functions, then use equations 1 and 2 to estimate Green’s functions,

and finally sum the result: G(xi,x0, t) = G+(xi,x0, t) + G−(xi,x0, t). This is applied for

a single surface source at (2004 m, 0 m) on the boundary ∂D0 and an array of receivers in

the subsurface, the same receivers that make up the VSP (see Figure 1). The results are

given in Figure 2 where we compare the estimated Marchenko Green’s functions and the

measured (directly modelled) Green’s functions from the VSP.

[Figure 2 about here.]

Figure 2 shows that the Marchenko result gives accurate Green’s functions for reflec-

tions from the horizontal subsurface layers. The accuracy of these signals is most apparent

in Figure 2c where the match with the true solution is nearly perfect. This level of accu-

racy has also been demonstrated for other examples in previous literature (e.g. Wapenaar

et al., 2013). However, components of the seismic wavefield that have interacted with the
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vertical interface, marked by the red arrow, are not reconstructed and are missing from the

Marchenko estimate of the VSP data. This result is to be expected because most of the

energy that reflects from vertical interfaces follows paths down into the deeper Earth, hence

is not recorded in surface seismic data and therefore can not be reconstructed by purely

one-sided (ground-surface data driven) Marchenko methods (or any method that relies on

primary reflections measured at the surface). The same focusing function term is used in

equation 7 to produce both Figures 2a and 2b. This confirms that the focusing function is

accurate (as it facilitates the accurate Green’s function estimation in Figure 2b) and that

the observed differences are due to the Green’s functions on the right hand side of equation

7.

Source-Receiver Redatuming

We can use the results from Figure 2 to implement source-receiver redatuming using equa-

tion 7. The input to this equation is a vertical particle velocity measurement at the boundary

∂D0 in response to a volume injection rate source at point xj in the subsurface (see equation

8 and 9). We can approximate the required response from the calculated Green’s function

in equations 1 and 2 and Figure 2a by making the approximation (Wapenaar and Fokkema,

2006):

∂zG(x0,xj , ω) ≈ − ιω

c(x0)
G(x0,xj , ω). (10)

We then substitute equation 10 into equation 7 to obtain:

G(xi,xj , ω) ≈ −
∫
∂D0

2

c(x0)ρ(x0)
G(x0,xj , ω)f2(xi,x0, ω)dx0, (11)
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where c is velocity. These steps are similar to those taken to derive source-receiver inter-

ferometry (Curtis et al., 2009; Curtis and Halliday, 2010) which also provides alternative

derivations of Green’s functions between virtual sources and virtual receivers.

We can therefore implement equations 11 and 9 using the Marchenko-estimated and

VSP-measured Green’s functions to produce Figure 3a and 3b respectively. To do this we

have arbitrarily chosen a subsurface source location at xi = (1200 m, 600 m) and calculated

the focusing term f2(xi,x0, ω) to this point.

[Figure 3 about here.]

Figure 3a again shows that standard Marchenko estimates are unable to accurately

reconstruct the wavefield components attributed to the vertical interfaces. However, com-

paring Figure 3b and 3c shows that including the true Green’s function in equation 7 enables

accurate estimation of all wavefield components. These features are confirmed by the trace

comparison in Figure 3d. In Figure 3 we have limited the display to source depths of 600 m

and below: as already discussed the equations implemented are only valid when the sources

are below the receiver positions. Furthermore, for virtual sources at shallow depths the am-

plitudes are constructed less accurately due to limited apertures; this is because the virtual

source locations are closer in terms of depth to the virtual receiver location.

Marchenko Wavefield Estimation

The source-receiver redatuming methods we have so far introduced are of particular interest

to geophysicists because they are capable of estimating a full wavefield from any arbitrarily

chosen virtual source location inside the subsurface (as virtual receivers can be placed

14



anywhere in the subsurface). Our suggested methodology incorporates VSP data into this

workflow, however we can then no longer place a virtual source arbitrarily in the subsurface.

Instead the virtual source must be located at one of the VSP receivers. Nevertheless, virtual

receivers can be placed arbitrarily as long as they are placed above the depth level of the

virtual source. We have therefore implemented equation 7 for one virtual source location,

xj = (1500 m, 1296 m), and a grid of virtual receiver locations (xi), transformed from the

frequency to the time domain and the resulting wavefield is shown in Figure 4.

[Figure 4 about here.]

Figure 4 shows the wavefield at six time steps of ∆t = 0.1s. The area of interest is

the vertical interface at x = 1000 m. Because we have included the VSP data (the true

surface-to-subsurface Green’s function) in the source-receiver Marchenko method we are

able to construct interactions between this feature and the propagating wavefield (blue

arrows show the reflection from the vertical interface). Although not shown, the wavefield

constructed using standard Marchenko fields is identical except that it does not include

these features as they are not included in the input Green’s function as shown in Figure 2.

SUBSURFACE IMAGING

So far we have demonstrated a Marchenko method that uses VSP data to estimate Green’s

functions with improved accuracy over those constructed using existing source-receiver

Marchenko methods. In this section we investigate how we can use these estimates to

obtain improved images of the subsurface.
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VSP Driven Imaging

The aim of seismic imaging is to map subsurface spatial heterogeneities – locations at which

seismic waves diffract or reflect. Effectively we are trying to isolate the scattering component

of a wavefield and calculate where these components originate. This mapping operation can

be defined as (Vasconcelos et al., 2010; Fleury and Vasconcelos, 2012):

In(xk) = Gs(xk,xk, t = 0) =

∫ ∞
−∞

Gs(xk,xk, ω)dω, (12)

where Gs(xk,xk, t) is the scattering components of the Green’s function with a single co-

located source and receiver. The total Green’s functions can be related to the scattered

Green’s function through: G = G0 + Gs, where G0 is the non-scattered component of the

Green’s function, calculated here by tracing rays between source and receiver locations.

Only if the source/receiver is on a reflector will there be a signal measured at zero time,

and hence to construct an image Gs is evaluated at t = 0 s. The subscript n is an indexing

term to account for the different images produced by equation 12 in the following sections

of this article.

In practice, we do not have an accurate measure of Gs, nor do we have a source and re-

ceiver at every subsurface location (image point) of interest: to solve equation 12 we need to

estimate these. Various imaging conditions are employed in wave-equation based migration

techniques to attempt to solve this problem (Jones, 2014). However, in the previous section

we have presented a method that accurately estimates wavefields propagating through the

subsurface – Green’s functions to all points. In equation 12 we therefore choose an imaging

condition that exploits this additional information.
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Our Marchenko method estimates full Green’s functions G. In order to estimate the

scattering Green’s function we apply a mute to the Green’s function such that:

Gs(xi,xj , t) ≈ ΨG(xi,xj , t), (13)

where ΨG is the muted version of the Green’s function from equation 9, and the mute

removes components that arrive before or at the same time as the direct arrival (plus a

small time lag to account for the dominant period of the source term). We can estimate

the travel time required to calculate this mute using the reference velocity model, which is

already a standard prerequisite for implementing the Marchenko method. Note that this

is an approximation as at locations on or near scattering points the mute will also remove

components of the scattered Green’s function; we return to this below. If the initial velocity

model is inaccurate the first arrivals could be manually or automatically picked. However,

in this case alternative methods for estimating Green’s functions using Marchenko methods

when the subsurface velocity model is unknown would need to be applied (e.g. van der

Neut and Wapenaar, 2016).

In Figure 4, we showed that Green’s functions can be estimated between virtual sources

in the well and a variety of virtual receiver locations. Waveforms constructed at each such

location contain information about reflections in the subsurface, all of which we would like

to use to construct the image. We do this using standard time migration methods applied

to all subsurface receiver locations: first we use the reference velocity model to calculate

background Green’s functions G0 between the imaging point (xk) and the source/receiver

locations (xj/xi). These can be used to ‘redatum’ the Green’s function by:

17



Gs(xk,xk, ω) ≈
∫
Di

G0(xk,xi, ω)∗

[∫
∂Dj

Gs(xi,xj , ω)G0(xj ,xk, ω)∗dxj

]
d2xi, (14)

where Di is a volume of virtual receivers at the locations used to construct Figure 4. Equa-

tion 14 can then be used to create an image of the subsurface I1 using equation 12. This

imaging condition overcomes the limitations of estimating Gs by applying a mute from

equation 13 since almost all of the wavefield components of interest (the scattered com-

ponents) will be outside of the muted zone (which is calculated using an estimate of the

non-scattered components). This methodology is not without its limitations and the ampli-

tudes produced will not be accurate. Equation 14 will not produce images completely free

of multiple contamination, however, by including Marchenko Green’s functions we are able

to redautm the seismic data below the most significant multiple generators and increase the

amount of data available to create an image, thus reducing multiple contamination in the

result.

We can apply the workflow described above for multiple source locations (the VSP

receivers in the well), multiple receiver locations at which we have calculated the wavefield

in Figure 4, and an array of image points selected at 8 m intervals in the area defined in

Figure 5a. The result of this operation is given in Figure 5b.

[Figure 5 about here.]

The image shown in Figure 5b accurately identifies all of the subsurface interfaces with

few artifacts. The VSP data and the complementary surface seismic data are both included

in this imaging algorithm; therefore, due to poor illumination points at far offsets from the

VSP are imaged less accurately. There is evidence of this in Figure 5b where the horizontal

18



interface at z = 450 between x = 800 m− 1000 m begins to loose continuity.

Combined Imaging

Given that the image produced in the previous section is limited by the illumination of the

VSP it is also of interest to combine this data with surface seismic data which does not suffer

from the same illumination issues, but which in theory cannot image the vertical structure

of interest. To do so we first implement standard Marchenko imaging using just the surface

seismic data from Figure 1. This uses the same imaging condition given in equation 12 and

approximates the scattering Green’s function as: Gs(xk,x0, t) ≈ G−(xk,x0, t), where G− is

calculated using equation 1. This again is an approximation but is sufficient given that G−

will contain the singly reflected components required to create an image. We then apply

Gs(xk,xk, ω) ≈
∫
∂D0

G−(xk,x0, ω)G0(x0,xk, ω)∗dx0. (15)

The result of equation 15 can be substituted into equation 12 to create an image I2. The

resulting image is shown in Figure 5c.

Figure 5c shows a clean imaging result with all of the horizontal interfaces illuminated

and accurately identified, but as expected, the vertical interface at x = 1000 m is not

identified. It is clear that there are advantages and disadvantages to each of the images

given in Figures 5b and 5c. We therefore propose that these images can be combined to

give one imaging result.

A combined imaging condition was proposed by da Costa Filho and Curtis (2016) which

is designed to maintain only features that are common to both images. Since in this case we

wish to maintain the vertical interface which only appears in one of the images we need to

19



adopt a slightly different approach. First we apply a one-dimensional phase matching filter

to the image I2 in Figure 5c to ensure the mapped horizontal reflectors match those of I1 in

Figure 5b. We then weight the amplitudes of I2 to ensure that the two images have similar

energy distributions. Finally we sum the result (I3 = I1 + I2), which is given in Figure 5d.

This result draws on the benefits of both images: continuous horizontal reflectors as well as

the vertical interface. It also exhibits a reduction in artifacts due to the increased signal to

noise ratio (SNR).

Fault Imaging

The workflow described above provides a method to create images with reduced overburden

multiple contamination in areas of structural complexity where there are steeply dipping

interfaces such as salt flanks or fault planes. In this section we apply these methods to a

more realistic synthetic subsurface model that includes a faulted structure – an adapted

version of the Marmousi 2 model (Martin et al., 2006). We have adapted this model by

isolating an area of interest and changing the velocity and density values from the original

as we are only using acoustic properties. Our motivation was to create a model with a

complex target feature (a fault in this case) and encourage multiply scattered waves with

high values for acoustic impedance. These are the two problems to which the method we

have formulated above should offer a solution. Figure 6a shows the subsurface velocity

structure and Figure 6b show the density structure. Figure 6c shows a smoothed version

of the subsurface velocity which we use as a reference model for the Marchenko method.

Sources were placed on the surface (z = 0 m) at 8 m intervals and receivers were placed at

each source point as well as at downhole locations (x = 1600 m) again at 8 m intervals.
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[Figure 6 about here.]

We first use the surface seismic data to create an image of the subsurface as we did to

obtain Figure 5c. The purpose of this is to asses the suitability and advantages of imple-

menting Marchenko imaging in this subsurface model. Therefore for comparison we have

also included an image created using ray-based migration where we make the approximation:

Gs(xk,xk, ω) ≈
∫
∂D0

G−0 (xk,x0, ω)G0(x0,xk, ω)∗dx0, (16)

where

G−0 (xk,x0, ω) =

∫
∂D0

R(x0,x
′
0, ω)G0(x

′
0,xk, ω)∗dx′0. (17)

Equations 16 and 17 are intended to approximate conventional migration methods that as-

sume single scattering. A similar approach is taken in previous publications (see da Costa Filho

and Curtis (2016) and Meles et al. (2018) for more details). In Figure 7a and 7b we com-

pare the results from the imaging condition in equation 12 using the two scattering Green’s

function estimates in equation 15 and 16 respectively. The image result is target-oriented

as we have only imaged a small portion of the subsurface model from Figure 6.

[Figure 7 about here.]

The results in Figure 7a and 7b show two images of the fault structure shown in Figure

6. Both show accurate images of the spatial heterogeneity with the best results observed in

shallow areas. In the deeper parts the illumination deteriorates, in particular illumination

of the fault structure which is poorly imaged in both panels. If we compare the two images
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it can be seen that the SNR is worse in Figure 7b. This is highlighted by the difference

panel in Figure 7c in which we observe many of the anomalous features of Figure 7b. The

number of false reflectors is not significant however, which can be attributed to a limited

number of high impedance continuous reflectors. Rather, the high impedance reflectors are

shallow and discontinuous (see Figure 6) which instead contributes noise to the image in

Figure 7b. Nevertheless this example highlights some advantages of Marchenko imaging

over conventional migration.

If we follow the same workflow as defined in the previous section for the model defined

in Figure 1, but instead apply it to data from the model in Figure 6 we produce the three

images shown in Figure 8. The image is targeted around the fault where the illumination

using the surface seismic data in Figure 7 was insufficient to resolve the structural fea-

tures of interest. It can be seen that VSP Marchenko imaging (Figure 8b) and standard

Marchenko imaging (Figure 8c) are sensitive to different features marked by red and blue

arrows respectively. Note that the middle blue arrow in Figure 8c is an error which is

masking the true event which you can see emerges at around (1200 m, 950 m). The result

in Figure 8b compared to 8c shows a clearer image of the fault in shallow areas, where

primary reflections from the fault are measured at the surface, and illumination from the

VSP deteriorates (due to increasing offset). Therefore, when we combine the images (using

the workflow defined above) we obtain an enhanced image (Figure 8d) which better resolves

the subsurface features when compared to the alternative methods alone.

[Figure 8 about here.]
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DISCUSSION

A condition for the application of the subsurface source-receiver method presented in this

article is the requirement for the virtual receiver (xi) to be above the virtual source (xj).

When both of the input fields are Marchenko estimates, both the focusing and Green’s

functions can be calculated at every point, so these two terms are interchangeable and

Green’s functions can be calculated between any two points (Singh and Snieder, 2017).

However, in our examples it is the Green’s function measured at the well location that

contains the additional data in which we are interested. The Green’s function is calculated

between a surface point x0 and the virtual source position xj at the well (the latter is

therefore inflexible). As a result, we impose the condition on the depth co-ordinates i < j

and only place virtual receivers above the virtual source position. When we produced the

images in this article we integrated over multiple VSP receiver positions xj , each with a

different depth coordinate. However, we also integrated over the virtual receiver positions xi

and this number changes depending on the virtual source location. This leaves the images

prone to bias in their amplitudes as near surface image points have a larger number of

contributions. In our results we have applied a depth-dependent weighting factor to account

for these effects and this was implemented to produce the image in Figure 5. However, this

will not undo the bias which will more accurately image near-surface reflectors rather than

those in the deeper areas. If this was to be violated and the virtual receiver was below the

VSP receivers the focusing term (f+) would need to be calculated at the VSP receiver and

the Green’s function would need to be calculated using Marchenko methods at a depth level

below this. However, this would forgo the advantages of using the real VSP measurements,

and the results from equation 7 would be comparable to those that could be obtained when

both of the input fields were calculated using Marchenko methods.
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In Figure 7 we have applied standard Marchenko methods to the Marmousi 2 model.

The results show that Marchenko imaging improves on conventional methods. However, this

does not mean that Marchenko methods redatum Green’s functions as accurately in this

more complex model as we have demonstrated is possible in simple synthetic models (Figures

2 and 3). In Figure 9 we compare redatumed common virtual receiver gathers from two

image point in the model given in Figure 6 xi = (1300 m, 400 m) and xi = (1000 m, 1100 m):

the first is relatively shallow and above the fault, the second is deep and below the fault. If

we compare the Marchenko Green’s functions with the modelled Green’s functions there is

a good match between Figure 9a and 9b, however this is not the case if we compare Figure

9c and 9d. This poor match can be attributed to difficulty in estimating accurate focusing

functions beneath the fault, as the primary reflection from the fault, which is required

to construct accurate focusing functions, is not measured at the surface. So although the

results we have presented are promising, more in-depth analysis is required in future studies

to ascertain how to improve these estimates.

[Figure 9 about here.]

The focus of this article has been on the inclusion of VSP data in the Marchenko method.

However, it may be possible to use alternative signals to replace the Green’s function term

instead of the VSP data in equation 7 – for example, micro-seismic signals. In this case the

Green’s functions are unlikely to be as numerous or as well distributed as for a VSP dataset.

However, during testing for this article, images of the vertical interfaces could be obtained

with relatively few VSP Green’s functions. Furthermore, if the aim is not to produce an

image but rather to estimate a wavefield, this would be possible with only one single Green’s

function from a subsurface source (assuming complementary surface receivers and surface
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seismic reflection data are available).

We have focused on using the estimated Marchenko wavefield for imaging, but the

VSP-Marchenko wavefields contain a significant amount of information to which we do

not normally have access. It could be possible to exploit that information to invert for

subsurface properties, rather than just to image. We have shown that the virtual-source

to virtual-receiver Green’s functions are accurate so this could be possible although the

implications of using a smoothed reference model as input will need to be investigated.

CONCLUSION

We have presented a way to incorporate VSP data into the Marchenko method and Marchenko

imaging. The output of this method is an estimate of the subsurface wavefield from a sub-

surface virtual source, which potentially contains a large amount of information about the

properties of the Earth. In numerical examples we successfully used this wavefield to create

images of two synthetic subsurface structures. These images contain reduced contamination

due to internal multiples and include vertical features that standard Marchenko imaging

and reverse time migration would otherwise struggle to identify.
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Figure 1: A two-dimensional synthetic variable density, constant velocity (2500m/s) sub-
surface model. Seismic data was simulated on the surface of this model (z = 0 m) from
co-located sources and receivers along the blue line. A complementary VSP data set was
also simulated between sources along the blue line and downhole receivers along the red line.
In all cases the source and receiver spacing was 16 m. The green dot at (1200 m, 600 m) is
the virtual-source receiver used in Figure 3.
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Figure 2: A comparison of Marchenko estimated Green’s functions between a source at
x = 2004 m on the surface and VSP receivers in the well x = 1500 m (Figure 1). Panel (a)
shows the calculated recordings using Marchenko estimates (virtual receivers) and panel (b)
shows the true solution as measured by the VSP. The red arrow indicates an event reflected
from the vertical interfaces that is missing from the Marchenko estimate in panel (a). Panel
(c) compares a single trace (z = 1296 m) for the Marchenko estimated Green’s function
(orange) and the VSP Green’s function (blue): for display purposes this plot has a time
dependent gain applied.
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Figure 3: A comparison of Marchenko estimated Green’s functions between a virtual receiver
at (1200 m, 600 m) and VSP receivers (now virtual sources) in the well x = 1500 m (Figure
1). Panel (a) shows the calculated recordings using Marchenko estimates (virtual receivers
and virtual sources), panel (b) shows the result using the virtual receiver and VSP receivers,
and for comparison panel (c) shows the modelled result between a source at the virtual
receiver location and the VSP receivers. Panel (d) compares a single trace (z = 1296 m)
for the Marchenko estimated Green’s function from panel (b) (orange) and the true Green’s
function using the VSP data from panel (c) (blue): for display purposes this plot has a time
dependent gain applied.
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Figure 4: An estimated wavefield from a source at (1296 m, 1500 m) constructed using
the virtual source-receiver Marchenko method including VSP data. The panels show the
wavefield at time intervals of 0.1 s after the source origin time. The red dashed lines indicate
the boundaries of true subsurface density variations and the blue arrows identify the primary
reflections from the vertical interface.
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Figure 5: A comparison of images created using the data simulated through the model in
Figure 1. Panel (a) shows the imaged area of the subsurface density model. Panel (b) shows
imaging results using the VSP data and the imaging condition defined in equations 14 and
12. Panel (c) shows the image produced using standard Marchenko imaging methods (see
equation 15). Panel (d) is the weighted sum of panels (b) and (c).
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Figure 6: Acoustic properties of a synthetic subsurface model. Panel (a) shows the velocity
structure, panel (b) shows the density structure and panel (c) shows a smoothed estimate
of the velocity structure. This model is an adapted version of the original Marmousi 2
model. We created synthetic surface seismic data from co-located sources and receivers at
8 m intervals on the surface. Furthermore we created VSP data between the same surface
sources and downhole receivers at x = 1600 m, spaced at 8 m intervals, indicated by the
red line. The black square highlights the area imaged in Figure 7
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Figure 7: A comparison of images formed using (a) Marchenko Imaging and (b) conven-
tional imaging methods. Both images have been formed using the same imaging condition
(equation 12) but different approximations in estimating the scattering Green’s function
(equation 15 for (a) and equation 17 for (b)). Panel (c) shows the difference between the
images, calculated by subtracting panel (a) from panel (b).
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Figure 8: A comparison of images created using: (b) VSP Marchenko imaging, (c) standard
Marchenko imaging and (d) combined VSP Marchenko imaging. The results presented in
panels (b) and (c) are sensitive to different features so for comparison we have highlighted
features unique to the result in panel (b) with red arrows and features unique to panel (c)
with blue arrows. The true model from Figure 6 is given for comparison in panel (a).
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Figure 9: A comparison of Marchenko Green’s functions (a and c) and modelled Green’s
functions (b and d). Panels (a) and (b) are calculated between the surface source array and
a virtual receiver position at xi = (1300 m, 400 m) in Figure 6. Panels (c) and (d) were
calculated between the surface source array and point xi = (1000 m, 1100 m).
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State A State B

on ∂D0 p+A = f+1 (x0,xi, ω) ∂zp
+
B = 0

p−A = f−1 (x0,xi, ω) ∂zp
−
B = ∂zG(x0,xj , ω)

on ∂Di ∂zp
+
A = −1

2 ιωρ(x′i)δ(xi − x′i) p+B = G+(x′i,xj , ω)
∂zp
−
A = 0 p−B = G−(x′i,xj , ω)

Table 1: A comparison of the wavefields p
+/−
A/B , where state A represents the focusing state

and state B represents the Green’s functions state. These wavefields are evaluated on the
boundaries ∂D0 and ∂Di.
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