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Abstract. A microcomputer -based digital image processing system has been
developed to count and size laser- generated small particle images. Processing
rates of 5 to 600 frames per minute were achieved by utilizing a real -time digital
image processor. Particles from 7 to 700 µm in the plane of focus were counted
and sized. A major emphasis in this work was to determine the basic problems
and limitations involved with using a digital image processing scheme to
accurately size particles. Areas that were investigated include the effect of the
threshold level on measured particle size, particle boundary diffraction gray -
level gradients, and geometric nonlinearities introduced by the vidicon camera.
A Laser Electro- Optics Ltd. calibration reticle containing simulated particles
from 5.29 to 92.75 µm in diameter was used as the basis for an in -depth
calibration process. It was determined that various inherent problems with
image processing systems limit their accuracy unless compensation is made.
Decalibration techniques were used to correct for these inaccuracies. After
correction, an average error of less than 1.0% was found for 25 to 100 µm
particles. A 2.8% error was found in the experimentally determined distribution
of 52.8 µm polystyrene microspheres.

Subject terms: particle sizing; photographic droplet sizing; direct optical imaging; real -
time droplet sizing; optical particle sizing; image processing of droplets.

Optical Engineering 24(6), 1060 -1065 (November /December 1985).

1. INTRODUCTION
Rapid advances in fast analog -to- digital converters and the devel-
opment of real -time image processors combined with laser imaging
systems offer new capabilities for studying atomization, vaporiza-
tion, and combustion processes.

The use of digital image processing techniques for making labora-
tory measurements has been explored by several investigators. As
early as the 1950s hard -wired cell counting machines were devised by
Langercrantz in Scandinavia and Robert and Young at University
College in London.' Laboratory recognition systems based on
general -purpose programmable computers evolved as minicomputer
technology became available.

Several image processing systems have been proposed to count
and classify particles. Williams et al.2 produced algorithms for mea-
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suring spatial parameters of dust particles. Another example is a
hard -wired scanner connected to a digital computer by Sato et al.3
This system, as with most other early work, operated in an off -line
mode, thus requiring the digitized picture to be punched onto paper
tape or recorded on magnetic tape or disk. Simmons and Lapera4
described a more modern "high speed spray analyzer" that was
capable of automatically sizing a fuel nozzle test in under one hour.
Algorithms for analysis of fuel spray images in various background
conditions were presented by Oberdier.5Weiss et al.6 published work
on automating a fluid particle imaging system. This scheme assumed
spherical particles (circular images) and determined focus criteria
from boundary gray -level gradients. Other on -line sizing systems
have been reported by Tishkoff,7 Toner et al.,$ Hotham,9 and Fleeter
et al.,1O and for the Bete Droplet Analyzer.'1

Although commercial and laboratory counting and sizing sys-
tems are available, apparently very few data concerning the accuracy
and calibration of automated counting and sizing systems have been
published. Many inherent accuracy implications of using an auto-
mated digital image sizing system exist. These include boundary
diffraction gray -level gradients, geometric nonlinearity, depth of
field corrections, and photometric nonlinearities. Since calibration
benchmarks along with errors or estimation of errors have not been
reported, the accuracy of most digital image particle sizing systems
remains unclear even for ideal counting conditions. The accuracy of
size measurements for nonideal counting conditions and where cor-
rections for depth of field factors must be applied are even more
questionable. In addition, most published processing times for multi -
gray -level systems (gray -level resolution > 1 bit) have been on the
order of minutes per frame. This high processing time overhead
precludes the analysis of large numbers of frames, which is necessary
to obtain a statistically valid sample.

The present work was undertaken to develop an image processing
system to count and size small particles. The primary thrust of this
research was to investigate and report problems and limitations
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suring spatial parameters of dust particles. Another example is a 
hard-wired scanner connected to a digital computer by Sato et al. 3 
This system, as with most other early work, operated in an off-line 
mode, thus requiring the digitized picture to be punched onto paper 
tape or recorded on magnetic tape or disk. Simmons and Lapera 4 
described a more modern "high speed spray analyzer" that was 
capable of automatically sizing a fuel nozzle test in under one hour. 
Algorithms for analysis of fuel spray images in various background 
conditions were presented by Oberdier. 5 Weiss et al. 6 published work 
on automating a fluid particle imaging system. This scheme assumed 
spherical particles (circular images) and determined focus criteria 
from boundary gray-level gradients. Other on-line sizing systems 
have been reported by Tishkoff,7 Toner et al.,8 Hotham,9 and Fleeter 
et al., 10 and for the Bete Droplet Analyzer. 11

Although commercial and laboratory counting and sizing sys 
tems are available, apparently very few data concerning the accuracy 
and calibration of automated counting and sizing systems have been 
published. Many inherent accuracy implications of using an auto 
mated digital image sizing system exist. These include boundary 
diffraction gray-level gradients, geometric nonlinearity, depth of 
field corrections, and photometric nonlinearities. Since calibration 
benchmarks along with errors or estimation of errors have not been 
reported, the accuracy of most digital image particle sizing systems 
remains unclear even for ideal counting conditions. The accuracy of 
size measurements for nonideal counting conditions and where cor 
rections for depth of field factors must be applied are even more 
questionable. In addition, most published processing times for multi- 
gray-level systems (gray-level resolution > 1 bit) have been on the 
order of minutes per frame. This high processing time overhead 
precludes the analysis of large numbers of frames, which is necessary 
to obtain a statistically valid sample.

The present work was undertaken to develop an image processing 
system to count and size small particles. The primary thrust of this 
research was to investigate and report problems and limitations
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Fig. 1. Block diagram of laser imaging system.

involved in the application of digital image processing to particle
sizing work. Several areas that affect accuracy have been identified
and results presented. Current research indicates the accuracy of
imaging -based sizing systems are subject to significant errors unless
provisions are made to correct for such factors as boundary diffrac-
tion gradients affecting diameter measurements, geometric non -
linearities of vidicon systems, depth of field determination, focus
criteria, and proper reporting of calibration techniques.

In addition to studying accuracy factors and developing detailed
calibration techniques under ideal counting conditions, another
requirement was to provide fast processing times. The current pro-
ject deals with measuring static images in the plane of focus, such as
calibration reticles and particles placed between glass microscope
slides. The current research serves to document the accuracy and
calibration of the automated particle counting and sizing software
and the associated laser imaging system. Research is in progress to
extend the baseline measurements to real sprays.

2. EXPERIMENTAL APPARATUS AND PROCEDURE
2.1. Laser imaging device
The particle images are generated via a Laser Holography, Inc., laser
imaging device. A very early version of this optical imaging system is
described by Hotham.9 A 337 nm 20 kW pulsed nitrogen laser is used
to illuminate the test section that contains the particles. A diffraction
limited plano- convex lens focuses the beam onto an ultraviolet- sensi-
tive Cohu vidicon tube. The camera and laser are synchronized
together at 30 or 60 Hz. The RS -170 standard composite video is
routed through a time/ date generator (Panasonic WJ -810) and .

optionally recorded on a video cassette recorder (RCA VET 650)
before being passed to the image processing system. A block diagram
outlining the laser imaging device is shown in Fig. 1.

2.2 Digital image processor

A Recognition Concepts, Inc., Trapix 55/ 32 real -time image proces-
sor is used to digitize and store the video images. An 8 bit, 8 MHz
V/D (video -to- digital) converter digitizes the video source into
image memory. Image memory consists of 1.0 Mbyte of RAM,
which provides space for four 512X512X8 bit digital images. The
image processor includes a 12 Mbytes pipeline image processor
(PIP). The PIP provides the programmer 32 logical and arithmetic
opcodes that can be used to perform frame -to -frame addition, sub-
. traction, multiplication, and conditional writes (such as threshold -
ing) at video rates.

A Digital Equipment Corp. LSI -I I / 02 CPU acts as a host for the
image processor. The counting and sizing program executes under
the RT -11 operating system on the LSI- 11CPU. Appropriate calls
are made to the image processor to access the image RAM, which
contains the 512X512 array of gray levels. Figure 2 shows the
relationship of the host CPU and image processor.
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Fig. 2. Relationship of Trapix image processor and host computer.

Fig. 3. Typical laser image containing eleven 50 µm particles.

2.3. Segmentation technique

As with all previously proposed pattern recognition schemes,12 the
solution of this recognition problem was based on a priori postulates.
For example, in this work it is assumed that the video scene will
consist of dark particle shadows on a light background. The particles
can be of any shape and may contain interior voids, but must be
continuous (not fragmented). A representative frame containing
eleven 50 µm in -focus particles is shown in Fig. 3.

A pattern recognition scheme was developed that is able to count
and size images, given the above a priori assumptions. The first step
is threshold- inversion preprocessing. Here the background and a
limited amount of noise are eliminated by conditionally writing each
pixel based upon its gray -level value. The simplest form of this is
constant threshold:

pixel(i,j) = 0 if pixel(i,j)<constant ,
= pixel(i,j) if pixel(i,j)?constant . (1)

The gray levels are inverted at the same time to preserve the gray -
level intensity of the particle images. The result of the threshold

OPTICAL ENGINEERING / November /December 1985 / Vol. 24 No. 6 / 1061
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and results presented. Current research indicates the accuracy of 
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tion gradients affecting diameter measurements, geometric non- 
linearities of vidicon systems, depth of field determination, focus 
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In addition to studying accuracy factors and developing detailed 
calibration techniques under ideal counting conditions, another 
requirement was to provide fast processing times. The current pro 
ject deals with measuring static images in the plane of focus, such as 
calibration reticles and particles placed between glass microscope 
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The particle images are generated via a Laser Holography, Inc., laser 
imaging device. A very early version of this optical imaging system is 
described by Hotham.9 A 337 nm 20 kW pulsed nitrogen laser is used 
to illuminate the test section that contains the particles. A diffraction 
limited plano-convex lens focuses the beam onto an ultraviolet-sensi 
tive Cohu vidicon tube. The camera and laser are synchronized 
together at 30 or 60 Hz. The RS-170 standard composite video is 
routed through a time/date generator (Panasonic WJ-810) and 
optionally recorded on a video cassette recorder (RCA VET 650) 
before being passed to the image processing system. A block diagram 
outlining the laser imaging device is shown in Fig. 1.

2.2 Digital image processor
A Recognition Concepts, Inc., Trapix 55/32 real-time image proces 
sor is used to digitize and store the video images. An 8 bit, 8 MHz 
V/D (video-to-digital) converter digitizes the video source into 
image memory. Image memory consists of 1.0 Mbyte of RAM, 
which provides space for four 512X512X8 bit digital images. The 
image processor includes a 12 Mbyte/s pipeline image processor 
(PIP). The PIP provides the programmer 32 logical and arithmetic 
opcodes that can be used to perform frame-to-frame addition, sub 
traction, multiplication, and conditional writes (such as threshold 
ing) at video rates.

A Digital Equipment Corp. LSI-11 /02 CPU acts as a host for the 
image processor. The counting and sizing program executes under 
the RT-11 operating system on the LSI-11 CPU. Appropriate calls 
are made to the image processor to access the image RAM, which 
contains the 512X512 array of gray levels. Figure 2 shows the 
relationship of the host CPU and image processor.
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23. Segmentation technique
As with all previously proposed pattern recognition schemes, 12 the 
solution of this recognition problem was based on a priori postulates. 
For example, in this work it is assumed that the video scene will 
consist of dark particle shadows on a light background. The particles 
can be of any shape and may contain interior voids, but must be 
continuous (not fragmented). A representative frame containing 
eleven 50 jum in-focus particles is shown in Fig. 3.

A pattern recognition scheme was developed that is able to count 
and size images, given the above a priori assumptions, The first step 
is threshold-inversion preprocessing. Here the background and a 
limited amount of noise are eliminated by conditionally writing each 
pixel based upon its gray-level value. The simplest form of this is 
constant threshold:

pixel(i,j) = 0
= pixel(ij)

if pixel(i, j) <constant 
if pixel(i, j) > constant

The gray levels are inverted at the same time to preserve the gray- 
level intensity of the particle images. The result of the threshold
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Fig. 4. Example of threshold operation (threshold =50).
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Fig. 5. Gray -level histogram of Fig. 3.

operation is presented in Fig. 4. The threshold constant can be fixed
or adjusted automatically.

The automatic threshold constant determination is based on
generating a gray -level histogram. As can be seen in Fig. 5, the image
to be analyzed contains the nearly black particles, gray diffraction
pattern edges, and a light background. The threshold constant is set
by selecting a value between the edge level and the background level.
Automatic threshold level determination can be accomplished in
under 100 ms by utilizing the Trapix hardware histogram generator
and an appropriate algorithm that searches the histogram for the
midpoint between the background and edge gray levels.

The third preprocessing feature investigated was background
thresholding. A representative background frame, including non -
uniformities in illumination, is stored, and incoming particle images
are thresholded against this frame on a pixel -by -pixel basis. This
preprocessing can help compensate for nonuniform backgrounds.
Execution time for the process is 33.3 ms, including digitizing time.

With the frame preprocessed, a line segmentation technique is
used to identify and measure the particle images. The image is
scanned on a line -by -line basis and run -end coded.13 Originally devel-
oped for data compression, the underlying line segment principle 14 is
used to identify which line segments belong to which particle. The
principle of the underlying line segment technique is shown in Fig. 6.

"If any portion of a line segment falls under a line segment on the
raster line above it, that segment belongs to the previous particle and
is included in the measurements. In Fig. 6, the middle portion of
segment 2 falls below the end points of segment 1. Hence, segment 2
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Fig. 6. Circular particle image demonstrating the shape of a digital image
boundary and the "underlying line segment principle" sizing method.

is included in the object that was started at segment 1. If no segment
on the line above matches, the segment in question is the beginning of
a new object. Segment I started the object shown in Fig. 6.

Measurements that are made on each particle image are x and y
extent, area, perimeter, average gray level, and x -y spatial coordi-
nates (position). Aspect ratio, circularity, and rectangularity are
shape factors calculated from the primary measurements.

The particle diameters are then grouped into size ranges and
summed over as many frames as needed. At the conclusion of a test,
the size groupings are printed out, along with the various calculated
mean diameters. Figure 7 is an example of a typical summary data
sheet produced in a test involving polystyrene microspheres.

2.4. Calibration technique
To ensure that the results produced are accurate and repeatable, an
extensive calibration process was carried out. The basis for this
calibration was a Laser Electro- Optics Ltd. calibration reticle RR-
50.0-3.0-0.08- 102 -#114.15 This calibration standard has been gaining
widespread acceptance in the particle sizing field. Shown in Fig. 8,
the reticle contains 23 different simulated particles of chrome thin
film photoetched on a glass slide. The particles range in size from
5.92 to 92.75 µm.

A major part of the calibration work was centered on the thresh-
old- level/ size -change phenomenon. No previously published work
indicated how to correct for the relationship between threshold level
and size change. The diffraction pattern around objects in the plane
of focus produces a gray -level gradient. Because thresholding (and
most other preprocessing techniques) cuts the gradient at one partic-
ular gray level, the experimentally measured diameter changes with
threshold level. Figure 9 demonstrates edge diffraction and the effect
of varying threshold levels when experimentally measuring particle
diameters. At high threshold levels, more of the diffraction pattern is
measured, causing the particle to appear larger than its true size.
Conversely, low threshold levels will underestimate particle diameter.

Five hundred ninety -two video frames of the Laser Electro- Optics
reticle quality control field were analyzed at 37 threshold levels. The
measured diameters were compared with the actual diameters as
reported on the reticle data sheet» The effect of changing the thresh-
old level is illustrated in Fig. 10. It was found that the slope of the size
versus threshold level lines is nearly constant for all sizes of particles.
Because this slope is constant, it can be inferred that the width of the
boundary diffraction gradient region does not vary with particle size.
When the diameter of the image to be measured is less than twice the
width of the boundary diffraction gradient, the error in measured
diameters will be very high. It was found that the accuracy in deter-
mining particle size decayed rapidly for particles less than 10 µm in
diameter. Particle images less than 10 µm have edge breakup during
the thresholding process. The slope and intercept of the size/ thresh-
old level line was used to determine the optimum threshold level that
produced the minimum overall error in measuring 10 to 93 µm
particle images.

Figure 11 demonstrates the behavior of the slope of the size-
change line for different sizes of particles. Since there seemed to be
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is included in the object that was started at segment 1. If no segment 
on the line above matches, the segment in question is the beginning of 
a new object. Segment 1 started the object shown in Fig. 6.

Measurements that are made on each particle image are x and y 
extent, area, perimeter, average gray level, and x-y spatial coordi 
nates (position). Aspect ratio, circularity, and rectangularity are 
shape factors calculated from the primary measurements.

The particle diameters are then grouped into size ranges and 
summed over as many frames as needed. At the conclusion of a test, 
the size groupings are printed out, along with the various calculated 
mean diameters. Figure 7 is an example of a typical summary data 
sheet produced in a test involving polystyrene microspheres.

2.4. Calibration technique
To ensure that the results produced are accurate and repeatable, an 
extensive calibration process was carried out. The basis for this 
calibration was a Laser Electro-Optics Ltd. calibration reticle RR- 
50.0-3.0-0.08-102-#114. 15 This calibration standard has been gaming 
widespread acceptance in the particle sizing field. Shown in Fig. 8, 
the reticle contains 23 different simulated particles of chrome thin 
film photoetched on a glass slide. The particles range in size from 
5,92 to 92.75 /mi.

A major part of the calibration work was centered on the thresh 
old-level/size-change phenomenon. No previously published work 
indicated how to correct for the relationship between threshold level 
and size change. The diffraction pattern around objects in the plane 
of focus produces a gray-level gradient. Because thresholding (and 
most other preprocessing techniques) cuts the gradient at one partic 
ular gray level, the experimentally measured diameter changes with 
threshold level. Figure 9 demonstrates edge diffraction and the effect 
of varying threshold levels when experimentally measuring particle 
diameters. At high threshold levels, more of the diffraction pattern is 
measured, causing the particle to appear larger than its true size. 
Conversely, low threshold levels will underestimate particle diameter.

Five hundred ninety-two video frames of the Laser Electro-Optics 
reticle quality control field were analyzed at 37 threshold levels. The 
measured diameters were compared with the actual diameters as 
reported on the reticle data sheet. I5 The effect of changing the thresh 
old level is illustrated in Fig. 10. It was found that the slope of the size 
versus threshold level lines is nearly constant for all sizes of particles. 
Because this slope is constant, it can be inferred that the width of the 
boundary diffraction gradient region does not vary with particle size. 
When the diameter of the image to be measured is less than twice the 
width of the boundary diffraction gradient, the error in measured 
diameters will be very high. It was found that the accuracy in deter 
mining particle size decayed rapidly for particles less than 10 pun in 
diameter. Particle images less than 10 jum have edge breakup during 
the thresholding process. The slope and intercept of the size/thresh 
old level line was used to determine the optimum threshold level that 
produced the minimum overall error in measuring 10 to 93 jurn 
particle images.

Figure 11 demonstrates the behavior of the slope of the size- 
change line for different sizes of particles, Since there seemed to be
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PARTICLE S I Z E ANALYSIS
13- JUN -84 15:34:34

Project Description:

BENCHMARK TEST
DUKE SCIENTIFIC POLYSTYRENE DUB MICOSPHERES

AVERAGE DIAMETER - 52.8 UM. STD. DEV. = 5.72
CONSTANT THRESHOLD - 86. VIDEO LEVEL - 1.30

Number of Frames in Analysis: 100

Average Particle Area /Frame: 5133. se micron

Size Range: 0.9 - 199.0 Microns

Volume Flux: 33.389 cc /sec

Particles Counted: 535.

Average Blockage: 1.4 X

Boundary Particles: 25

Mass Flux: 33.389 g /sec (water)

AVERAGE PARTICLE SIZE (Microns)

Arthmetic Mean Dia: 45.5 Surface Mean Dia: 48.1

Volume (Mass) Mean Dial 49.5 Volume -Surface Mean Dial 52.2

Weight Mean Dial 53.0

SIZE GROUP BREAKDOWN

Diameter
Size Range
(Micron)

Number of
Particles
(Counted)

Humber of
Particles
(Corrected)

Percent by
Count
(X)

Percent Ds
Mass
(X)

0.0 2.0 8. a. 1.57 Z 0.00 X

2.0 4.0 7. 7. 1.37 X 0.00 X
4.0 6.0 17. 17. 3.33 X 0.00 Z

6.0 8.0 15. 15. 2.94 X 0.00 X
8.0 10.0 9. 9. 1.76 X 0.01 Z

10.0 12.0 2. 2. 0.39 X 0.00 X
12.0 14.0 3. 3. 0.59 X 0.01 X
14.0 16.0 1. 1. 0.20 X 0.00 X
16.0 18.0 1. 1. 0.20 Z 0.01 X
18.0 20.0 1. 1. 0.20 X 0.01 Z

20.0 22.0 3. 3. 0.59 Z 0.04 X

22.0 24.0 0. 0. 0.00 X 0.00 X
24.0 26.0 1. 1. 0.20 X 0.02 X
26.0 28.0 0. 0. 0.00 X 0.00 X

28.0 30.0 1. 1. 0.20 X 0.04 X
30.0 32.0 3. 3. 0.59 X 0.13 X

32.0 34.0 1. I. 0.20 X 0.05 X
34.0 36.0 1. 1. 0.20 X 0.06 X
36.0 38.0 1. 1. 0.20 X 0.08 X
38.0 40.0 1. 1. 0.20 X 0.09 X
40.0 42.0 0. 0. 0.00 X 0.00 X
42.0 44.0 1. 1. 0.20 X 0.12 X
44.0 46.0 7. 7. 1.37 X 0.99 X
46.0 48.0 38. 38. 7.45 X 6.18 X
48.0 50.0 91. 91. 17.84 Z 16.86 X
50.0 52.0 130. 130. 25.49 X 27.30 X
52.0 _54.0 105. 105. 20.59 X 24.86 Z
54.0 56.0 40. 40. 7.84 X 10.63 X

56.0 58.0 7. 7. 1.37 X 2.08 X
58.0 60.0 0. O. 0.00 X 0.00 X
60.0 62.0 0. 0. 0.00 X 0.00 X
62.0 64.0 1. 1. 0.20 X 0.41 X
64.0 66.0 0. O. 0.00 Z 0.00 X
66.0 68.0 0. 0. 0.00 X 0.00 X
68.0 70.0 0. O. 0.00 X 0.00 X
70.0 72.0 1. 1. 0.20 X 0.59 X
72.0 999.0 11. 1I. 2.15 X 9.43 X

510. 510. 100.00 X 100.00 X

Fig. 7. Sample of particle counting and sizing program summary sheet.

Fig. 8. Twenty-three particle imaging field in Laser Electro- Optics cali-
bration reticle.

more or less random correlations in the slope of the size -change line
and particle size, the average value was used in this work. Figure 12

U NTH R ESHDLD ED

ACTUAL DIA.. 33.6 gm

Fig. 9. Effect of threshold level on boundary gradient and diameter (gray
levels inverted).

shows similar random correlation of threshold level and particle size.
Thus, it was determined that the optimum threshold level was not a
strong function of particle size and that one average threshold level
can be used for all particle sizes with little error resulting. In addition,
a threshold size correction function was formulated and put in
software to allow any threshold level to be used without an apprecia-
ble sacrifice in accuracy. This allows the setting of the threshold at
any arbitrary level to accommodate special optical conditions, such
as a dark background caused by large numbers of extraneous parti-
cles far out of the plane of focus. If a threshold level other than the
optimum is selected, the slope of the measured size versus threshold
level line (Fig. 10) is used to correct the measured sizes for the
selected threshold level. Figures 13 and 14 demonstrate the typical
measured errors with these assumptions applied.

Another factor that affects the accuracy of imaging systems is
geometric nonlinearity. Geometric nonlinearity was a common prob-
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DUKE SCIENTIFIC POLYSTYRENE DUB HICOSPHERES 
AVERAGE DIAMETER - 52.8 UM» STD. DEU, = 5.7X 
CONSTANT THRESHOLD - 861 VIDEO LEVEL - 1.30

i Flux! 33.389 cc/sec
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0.04 
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0.04 
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0.09 
0.00 
0.12 
0.99 
6.18 

16.86 
27,30 
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2.08 
0.00 
0.00 
0.41 
0.00 
0.00 
0.00 
0,59 
9.43

Fig. 7. Sample of particle counting and sizing program summary sheet.
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EX P. MEASURED 
DIA = 36.5 M m
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EX P. MEASURED 
DIA. * 31.0 M m

Fig. 8. Twenty-three particle imaging field in Laser Electro-Optics cali 
bration reticle.

more or less random correlations in the slope of the size-change line 
and particle size, the average value was used in this work. Figure 12

Fig. 9. Effect of threshold level on boundary gradient and diameter (gray 
levels inverted).

shows similar random correlation of threshold level and particle size. 
Thus, it was determined that the optimum threshold level was not a 
strong function of particle size and that one average threshold level 
can be used for all particle sizes with little error resulting. In addition, 
a threshold size correction function was formulated and put in 
software to allow any threshold level to be used without an apprecia 
ble sacrifice in accuracy. This allows the setting of the threshold at 
any arbitrary level to accommodate special optical conditions, such 
as a dark background caused by large numbers of extraneous parti 
cles far out of the plane of focus. If a threshold level other than the 
optimum is selected, the slope of the measured size versus threshold 
level line (Fig. 10) is used to correct the measured sizes for the 
selected threshold level. Figures 13 and 14 demonstrate the typical 
measured errors with these assumptions applied.

Another factor that affects the accuracy of imaging systems is 
geometric nonlinearity. Geometric nonlinearity was a common prob-
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Fig. 10. Effect of threshold level on experimentally measured diameter.

Fig. 11. Slope of the size- change line as a function of particle size.

lem of digital image processing systems used for planetary probes at
Jet Propulsion Laboratory.14 Geometric nonlinearity manifests itself
as a spatially varying pixel magnification factor. Pixel magnification
(e.g., Aim/ pixel) was measured to vary up to 22% over the field of
view with the camera used for this research. While the average local
variation in magnification factor for a given camera may not be this
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high, it was demonstrated that the spatially varying pixel size pro-
duced by the currently used vidicon -type camera can introduce sig-
nificant errors into particle size measurements. It is expected that a
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high, it was demonstrated that the spatially varying pixel size pro 
duced by the currently used vidicon-type camera can introduce sig 
nificant errors into particle size measurements. It is expected that a
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solid -state detector camera, such as a CCD, would significantly
reduce this problem.

The geometric nonlinearity produced by the camera was cor-
rected in this investigation by a detailed geometric decalibration
process. First, the local pixel magnification factor was measured at
various points within the field of view by use of a comparator reticle.
A least- squares best -fit function was then written to approximate the
magnification at any given x,y location. Each time a particle is
located by the analysis program, the coordinates are input into the
function, and the pixel magnification factor for the center coordi-
nates is calculated and then used to determine the actual size of the
particle. In this way, the error introduced by geometric nonlinearity
has been minimized.

3. RESULTS
3.1. System performance

The digital image processing system has performed successfully
when counting and sizing static particle images and polystyrene
microspheres in the plane of focus. The program is 90% coded in
FORTRAN IV, thereby making it easy to modify to meet the special
data requirements of each user.

Analysis time has been optimized to allow the counting of the
large number of frames necessary in a statistically valid sample.
Typical processing rates range from 5 to 600 frames per minute
depending upon particle density. A worst -case frame requires 12 s to
count and size 250 particles. (Analysis time will be reduced by a
factor of 7.5 upon completion of the upgrading of the computer to an
LSI -11 / 73.) If no particles are present in a frame, only 67 ms are
required for analysis.

3.2. Calibration accuracy
By incorporating threshold level correcting functions and geometric
decalibration techniques, the overall accuracy of the counting and
sizing techniques was improved. The average error found in the
calibration data was 0.87 µm, with standard deviations below
0.5 µm. Overall errors for 25 to 100 µm particle images were less than
1% , with smaller particles in the 0 to 25 µm range averaging 17%
error. The average error for large particles was actually less than the
system resolution of 1.85 µm. This is possible since results were
averaged over many particles. The average error increased very
rapidly as the system resolution was approached. Figures 13 and 14
show that calibration techniques used in this work kept errors under
1% for 25 to 100 µm particles, and in all cases there was less than
2.0 µm total overall error. The data given in Figs. 13 and 14 have been
corrected for threshold level using the technique described in Sec.
2.4. This demonstrates that any threshold level can be selected with
relatively low error.

33. Benchmark test
In order to test the calibration and check repeatability, benchmark
tests were performed. Duke Scientific polystyrene divinylbenzene
microspheres (average diameter = 52.8 µm, standard
deviation = 5.7 %) were used as reference particles.16 One hundred
frames were analyzed for a total of 510 particles counted. The size
distribution that was experimentally determined is shown in Fig. 15
plotted against the theoretical normal distribution. The method used
in determining the manufacturer's published average diameter is not
clearly specified in Ref. 16. If the published diameter is taken to be
exact,16 then Fig. 15 shows that the present sizing system underesti-
mated the actual particle sizes by approximately 1.5 µm, or 2.8 %.

30
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Fig. 15. Size distribution for polystyrene microspheres.

4. CONCLUSIONS
A fast, accurate system for counting and sizing in -focus particles in
the 7 to 700 µm size range has been developed, calibrated, and tested.
This system is capable of processing 5 to 600 frames per minute.
Best -case calibration reticle data indicate less than 1 %o error for 25 to
100 µm particles, and actual benchmark tests (Fig. 14) show approx-
imately a 3% error for 52.8 µm microspheres. For sizes smaller than
25 µm the accuracy decays, and errors of ±10% can be expected for
objects below 10 µm. This is limited by the system resolution and
diffraction problems.
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solid-state detector camera, such as a CCD, would significantly 
reduce this problem.

The geometric nonlinearity produced by the camera was cor 
rected in this investigation by a detailed geometric decalibration 
process. First, the local pixel magnification factor was measured at 
various points within the field of view by use of a comparator reticle. 
A least-squares best-fit function was then written to approximate the 
magnification at any given x,y location. Each time a particle is 
located by the analysis program, the coordinates are input into the 
function, and the pixel magnification factor for the center coordi 
nates is calculated and then used to determine the actual size of the 
particle. In this way, the error introduced by geometric nonlinearity 
has been minimized.

3. RESULTS
3.1. System performance
The digital image processing system has performed successfully 
when counting and sizing static particle images and polystyrene 
microspheres in the plane of focus. The program is 90% coded in 
FORTRAN IV, thereby making it easy to modify to meet the special 
data requirements of each user.

Analysis time has been optimized to allow the counting of the 
large number of frames necessary in a statistically valid sample. 
Typical processing rates range from 5 to 600 frames per minute 
depending upon particle density. A worst-case frame requires 12 s to 
count and size 250 particles. (Analysis time will be reduced by a 
factor of 7.5 upon completion of the upgrading of the computer to an 
LSI-11/73.) If no particles are present in a frame, only 67 ms are 
required for analysis.

3.2. Calibration accuracy
By incorporating threshold level correcting functions and geometric 
decalibration techniques, the overall accuracy of the counting and 
sizing techniques was improved. The average error found in the 
calibration data was 0.87 /un, with standard deviations below 
0.5 /xm. Overall errors for 25 to 100 /um particle images were less than 
1% , with smaller particles in the 0 to 25 /*m range averaging 17% 
error. The average error for large particles was actually less than the 
system resolution of 1.85 pirn. This is possible since results were 
averaged over many particles. The average error increased very 
rapidly as the system resolution was approached. Figures 13 and 14 
show that calibration techniques used in this work kept errors under 
1% for 25 to 100 jum particles, and in all cases there was less than 
2.0 pm total overall error. The data given in Figs. 13 and 14 have been 
corrected for threshold level using the technique described in Sec. 
2.4. This demonstrates that any threshold level can be selected with 
relatively low error.

33. Benchmark test
In order to test the calibration and check repeatability, benchmark 
tests were performed. Duke Scientific polystyrene divinylbenzene 
microspheres (average diameter = 52.8 /zm, standard 
deviation = 5.7%) were used as reference particles. 16 One hundred 
frames were analyzed for a total of 510 particles counted. The size 
distribution that was experimentally determined is shown in Fig. 15 
plotted against the theoretical normal distribution. The method used 
in determining the manufacturer's published average diameter is not 
clearly specified in Ref. 16. If the published diameter is taken to be 
exact, 16 then Fig. 15 shows that the present sizing system underesti 
mated the actual particle sizes by approximately 1.5 jum, or 2.8%.
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Fig. 15. Size distribution for polystyrene microspheres.

4. CONCLUSIONS
A fast, accurate system for counting and sizing in-focus particles in 
the 7 to 700 /an size range has been developed, calibrated, and tested. 
This system is capable of processing 5 to 600 frames per minute. 
Best-case calibration reticle data indicate less than 1% error for 25 to 
100 jum particles, and actual benchmark tests (Fig. 14) show approx 
imately a 3% error for 52.8 /xm microspheres. For sizes smaller than 
25 jum the accuracy decays, and errors of ±10% can be expected for 
objects below 10 /um. This is limited by the system resolution and 
diffraction problems.
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