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Abstract

A real-world soundfield is often contributed by multiple desired and undesired

sound sources. The performance of many acoustic systems such as automatic

speech recognition, audio surveillance, and teleconference relies on its ability to

extract the desired sound components in such a mixed environment. The existing

solutions to the above problem are constrained by various fundamental limitations

and require to enforce different priors depending on the acoustic condition such as

reverberation and spatial distribution of sound sources. With the growing emphasis

and integration of audio applications in diverse technologies such as smart home

and virtual reality appliances, it is imperative to advance the source separation

technology in order to overcome the limitations of the traditional approaches.

To that end, we exploit the harmonic decomposition model to dissect a mixed

soundfield into its underlying desired and undesired components based on source

and signal characteristics. By analysing the spatial projection of a soundfield, we

achieve multiple outcomes such as (i) soundfield separation with respect to distinct

source regions, (ii) source separation in a mixed soundfield using modal coherence

model, and (iii) direction of arrival (DOA) estimation of multiple overlapping sound

sources through pattern recognition of the modal coherence of a soundfield.

We first employ an array of higher order microphones for soundfield separation

in order to reduce hardware requirement and implementation complexity. Subse-

quently, we develop novel mathematical models for modal coherence of noisy and

reverberant soundfields that facilitate convenient ways for estimating DOA and

power spectral densities leading to robust source separation algorithms. The modal

domain approach to the soundfield/source separation allows us to circumvent sev-

eral practical limitations of the existing techniques and enhance the performance

and robustness of the system. The proposed methods are presented with several

practical applications and performance evaluations using simulated and real-life

dataset.
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Chapter 1

Introduction

1.1 Motivation and Scope

In a real-world scenario, a soundfield is, almost universally, caused by multiple de-

sired and undesired sound sources. In various practical applications such as telecon-

ference, studio/newsroom recording, active noise cancellation (ANC), communica-

tion inside an aircraft cockpit, and soundfield reproduction, it is desired, often nec-

essary, to create an isolated sound zone which allows uninterrupted sound recording

in complex acoustic scenarios. Furthermore, there are other acoustic signal process-

ing tasks, e.g., audio surveillance, automatic speech recognition, mixing/demixing

of music, auditory scene analysis, telecommunication etc., where individual source

separation is a prerequisite to achieve a better performance. Historically, source

separation techniques mainly involved beamforming, time/frequency domain filter-

ing, and learning-based approaches like independent component analysis (ICA). In

the recent years, the spherical harmonics started gaining considerable attention in

the audio industry as an attractive tool in various fields of spatial acoustics such as

virtual/augmented reality, digital entertainment, ANC technology. This thesis in-

vestigates to find intuitive and convenient ways for spatial behaviour modification

of a soundfield to perform soundfield separation based on desired source and signal

characteristics. Our work mainly focuses on three aspects of a spatial soundfield

as described in the following three sections where the first two topics are related

to the behavioural modification of a soundfield whereas the last proposition deals

1
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(a) Spatial ANC (b) Spatial capturing

Figure 1.1: Setup for an (a) active noise cancellation system, and (b) soundfield
isolation system.

with soundfield prediction based on spatial characteristics.

1.1.1 Zonal separation of a soundfield

Traditionally, the acoustic isolation of a spatial region is achieved by active or

passive noise cancellation techniques. ANC targets to eliminate undesired sound

using secondary loudspeakers (Fig. 1.1(a)) which requires an accurate estima-

tion of the interfering soundfield. Conversely, passive noise cancellation (PNC)

attempts to attenuate the undesired sound by encapsulating the target region with

sound absorbing materials which can be inconvenient, often fails to provide desired

performance especially at low frequencies, and even unsuitable in certain open en-

vironments such as a televised recording. Comparatively, there has not been a lot

of progress achieved in capturing 3D soundfield originated from a specific zone in

the presence of multiple interfering sources (Fig. 1.1(b)). Williams [1] presented

a conceptual theory of scattering near-field holography based on the fundamen-

tals of near-field acoustical holography [2] to isolate the scattering soundfield from

the incident waves. Inspired by this methodology, we investigate the prospect of

isolating desired and undesired soundfields with respect to distinct source regions

from an acoustical point of view and demonstrate its practical applications. Fur-
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Convolutive model of a room
Sensor
array

Source separation
algorithm

Figure 1.2: A typical flow diagram of a multi-channel source separation task for
auditory scene analysis with 3 microphones.

thermore, we envisage the possibility of employing higher order microphones with

multi-zone acoustical holography to alleviate logistic complications with respect to

array geometry.

1.1.2 Source separation in reverberant environments

For various signal processing tasks, isolating a sound zone may not be enough to

achieve the desired outcome, instead a complete separation of individual sound

sources becomes necessary. Compared to the zonal separation of a soundfield,

source separation (Fig. 1.2) is a relatively well-explored field with various algo-

rithms devised in the literature. A large number solutions have been proposed us-

ing learning-based independent component analysis (ICA) [3]–[5] and non-negative

matrix factorisation (NMF) [6], [7], however, constrains need to be placed on them

to overcome issues like permutation and amplitude ambiguity for ICA and non-

convex solution space for NMF. The spatial signal processing utilises a beamformer

to boost signal from a certain direction and complement the beamformer output

with a suitable post-filtering technique [8]–[11] which stipulates accurate knowl-

edge of power spectral densities (PSD) of the audio components. Hence, source

separation still calls for improvement, especially in reverberant environments, and

remains an active problem for the researchers. Being a topic closely related to the

spatial characteristics of a soundfield, we pursue the solution in the spatial domain

by analysing the modal coherence of its spherical harmonic coefficients.
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Figure 1.3: Convolutional neural network for image classification.

1.1.3 DOA estimation with multiple overlapping sources

Direction of arrival (DOA) estimation is a well-researched topic in various signal

processing tasks such as beamforming, PSD estimation, and spatial coding, which

in turn are integral parts of many practical applications. The conventional tech-

niques for DOA estimation such as multiple signal classification (MUSIC) [12] or

estimation of signal parameters via rotational invariance technique (ESPRIT) [13]

are known to be susceptible to strong reverberation and background noise [14]. The

beamformer-based approaches [15] experience degradation in their performance for

closely-spaced sources due to the limitation of the spatial resolution. The recent

advancements in processing power and storage capacity paves the way for applying

deep learning to overcome the limitations of parametric domain implementations

of DOA estimation. However, the search for a suitable audio feature to train a

neural network is still ongoing and manifest a significant research area. The spher-

ical harmonic decomposition of a soundfield offers a lucrative alternative for such

a predictive analysis due to its ability to project a soundfield into space using

structured orthogonal basis functions. We use the modal coherence snapshot of a

soundfield as a spatial cue to train a convolutional neural network (Fig. 1.3) to

learn the unique directional patterns. Furthermore, the same coherence model can

be used for both predicting and modifying the spatial behaviour of a soundfield,

thus allows resource sharing to achieve an efficient implementation of joint DOA

estimation and source separation.
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1.2 Problem Statement and Proposed Solution

Based on the discussion in the preceding section, it is evident that the spatial basis

functions such as the spherical harmonics open multiple fronts in spatial signal

processing to mitigate the limitations of the traditional approaches. Hence, we

pose the following research question for us to address in this thesis

How to dissect a soundfield based on source characteristics (e.g.,

spatial distribution of sources, source directions, and the properties of

individual source signals) by projecting the soundfield into space using

spatial basis functions?

To this end, we analyse a complex soundfield in the spatial domain by de-

composing it utilising spherical harmonics. We extend the concept of acoustical

holography into soundfield separation using omni as well as higher order micro-

phones to offer a practical solution of zonal separation of a soundfield. We further

investigate the modal coherence of a soundfield to develop mathematical models

for multi-source reverberant and noisy environments, which we utilise to estimate

PSDs of signal component and demonstrate its application in source separation.

The directional dependency of the modal coherence coefficients is exploited to learn

the unique patterns as a function of source position to devise an efficient DOA es-

timation technique using a convolutional neural network. We conduct extensive

experimental validations under various practical and simulated environments to

measure the performance of the proposed algorithm in various audio processing

applications such as:

• Soundfield separation: We investigate the zonal soundfield separation up

to 1 KHz and achieve an accurate reproduction of the intended soundfield.

The method is equally applicable for higher frequencies subject to the avail-

ability of the hardware.

• Accurate PSD estimation: We solve the modal coherence model from a

least-square sense for PSD estimation and demonstrate that the proposed

method achieves superior estimation accuracy compared to the competing

methods in terms of objective measures as well as visual comparison.
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• Source separation: The source separation performance is evaluated in dif-

ferent noisy and reverberant real-life environments using a practical setup

and measured using industry-standard performance metrics. We also pro-

pose a simplified planar array design for source separation and provide an

engineering solution to the measurement challenges such as Bessel-zero issue.

• Efficient DOA estimation: The modal coherence-based DOA estimation is

shown to significantly improve the training efficiency compared to the state-

of-the-art techniques. The method offers simplified yet better performing

approach for multi-source DOA estimation irrespective of their overlapping

nature.

In summary, the proposed solution draws an intuitive representation of sound-

field behaviour, explores the existing limitations in spatial audio processing, offers

attractive solutions to various essential signal processing problems, and demon-

strate better performances compared to the contemporary approaches based on

both practical and simulated datasets.

1.3 Thesis Overview and Outline

This thesis offers various tools for spatial analysis and modification of a soundfield

to help dissecting it into its primary components. The flow diagram of the the-

sis outline is shown in Fig. 1.4 where the blocks represent core chapters and are

marked with a characteristic symbol P , M , or E on the top-right corner based on

the objective and outcome of the corresponding chapter. A P implies the chapter

results in a perceivable outcome whereas M s are used with the blocks which are

associated in developing underlying mathematical models. The E -marked blocks

are introduced as an extension to the current workflow to improve system perfor-

mance. Furthermore, the blocks are inter-connected with a solid or broken arrow.

Solid arrows indicate the inter-dependency between the chapters whereas a broken

arrow signifies possible route for further improvement that has not been integrated

as a part of this thesis.

This thesis produces two perceivable outcomes in the forms of soundfield separa-

tion and source separation (blocks marked with a “P” in Fig. 1.4). The acoustical
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Chapter 7

Chapter 6

Modal
coherence

Chapter 4
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Source
separation

Soundfield
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Chapter 3

Chapter 4

Chapter 5

DOA
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Post-filter
selection
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M E
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Figure 1.4: Thesis outline. Blocks that produce a perceivable outcome, underlying
model, and extension work are marked with P , M , and E , respectively. Solid
arrows indicate the inter-dependency between the chapters whereas a broken arrow
signifies possible route for further improvement that has not been integrated as a
part of this thesis.

holography-inspired soundfield separation technique can be used as a standalone

application as well as an assist to the modal coherence-based PSD estimation and

source separation algorithms (the path is denoted by a broken arrow in Fig. 1.4).

Conversely, source separation is built on the modal coherence model we develop

for noisy and reverberant environments from the spherical harmonic coefficients

of a soundfield. A PSD estimator can be devised directly from the modal co-

herence model and used to support the source separation task. We employ the

traditional DOA estimation and post-filtering techniques with our initial proof of

concept of source separation, however, later we introduce an efficient DOA esti-

mation technique to overcome some limitations of the traditional approaches. We

also make detailed theoretical analysis and comparative study of different post-

filtering techniques in order to gain insights into their performance in the presence

of non-orthogonal of signals.

The technical contributions of this thesis are distributed into four chapters, as

demonstrated in Fig. 1.4. Chapters 3 and 5 produce two perceivable outcomes

using the models developed in Chapter 4. Chapter 6 and 7 present two extensions
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to complement the core algorithms, as denoted by the broken arrow in Fig. 1.4.

The contributions of each chapter of this thesis can be summarised as:

Chapter 2: We provide an extensive literature review of existing works rele-

vant to this thesis and identified the key research gaps we like to address through

this work. We also include a brief discussion on the wave propagation model for

spherical and cylindrical coordinate systems and review the background theory of

spherical harmonic decomposition which is used as the building block for different

algorithms we develop in this thesis.

Chapter 3: This chapter devises two separate algorithms based on acoustical

holography for separating interior and exterior soundfields from a mixed recording.

In the first part of this chapter, we take a dual-surface approach of scattering near-

field holography to isolate desired and undesired soundfields for a height-invariant

sound propagation model. We then extend the work for 3D sound propagation

by developing a multi-zone acoustical holographic model using an array of higher-

order microphones (HOM). The latter approach paves the way for a more practical

solution from the logistic point of view and increases the robustness of the algo-

rithm due to the inherent properties of HOMs. We also demonstrate practical

applications for both the methods in terms of exterior field extraction and speech

dereverberation incorporating multiple near-field and far-field sources. The follow-

ing key outcomes are reached at the end of this chapter:

• The separation technique produces an accurate estimation for soundfield sep-

aration and is found to be robust against thermal noise of microphones.

• The proposed method holds the inherent capability of suppressing reverber-

ation and external background noise.

• When the intention is to capture the exterior soundfield, the required number

of microphones is less than its theoretical limit.

• The use of HOMs is beneficial for the 3D wave propagation model to re-

duce the microphone density as well as to increase the robustness against

measurement inaccuracies and singularities.
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Chapter 4 This chapter analyses the nature of modal coherence in a noisy and

reverberant environment. We derive a closed-form mathematical model of modal

coherence for a noisy and reverberant soundfield in the presence of multiple concur-

rent sound sources using their spherical harmonic coefficients. The model coherence

devised in this chapter is subsequently used as the framework for PSD estimation.

We demonstrate the validity of the model by estimating PSDs in various practical

reverberant and noisy environments using real-life dataset utilising a commercially

available spherical microphone array. It allows us to measure the robustness of

the proposed algorithm against all deviations incurred in a practical environment.

In summary, we attain the following major contributions and findings from this

chapter:

• Mathematical modelling of noisy and reverberant soundfield using spherical

harmonic decomposition.

• Detailed theoretical analysis and demonstration of the practical impact of

Bessel-zero issue which, if not addressed in a correct way, significantly limits

the performance of a spherical microphone array-based system. We also offer

an engineering solution to the Bessel-zero issue.

• The intuition behind the modal power of a reverberant soundfield is ex-

plained.

• Comparative performance evaluation and analysis of modal coherence-based

PSD estimation is made using a commercially available microphone array

under different reverberant and noisy condition.

Chapter 5 In this chapter, we demonstrate a practical application of the modal

coherence model by evaluating a source separation performance based on the PSD

estimation technique outlined in the previous chapter. Once again, we use the

same real-life dataset that incorporates all the practical deviations such as source

localisation error, thermal noise at the microphones, non-ideal characteristics of

the soundfields etc. We also propose a simpler array structure in the form of a pla-

nar array to perform the source separation using a limited hardware support. We
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measure the performance using two industry-standard objective metrics, percep-

tual evaluation of speech quality (PESQ) and frequency-weighted segmental signal

to noise ratio (FWSegSNR), and make comparative analysis with contemporary

techniques. We show that:

• The proposed algorithm offers significantly better performance compared to

the competing methods.

• Based on the performance analysis using oracle and estimated DOAs, we

conclude that the algorithm is robust against small DOA estimation error.

• The algorithms are capable of solving under-determined system, hence, it

is possible to achieve satisfactory performance using only a subset of the

available spherical harmonic coefficients. We exploit this advantage to design

a simple planar array for source separation utilising only the even harmonics.

• The condition number of the translation matrix depends on the number of

sources as well as the spherical harmonic order.

Chapter 6 Influenced by the optimistic results we obtained from employing the

modal coherence model in analysing and modifying soundfield behaviour, in this

chapter we explore the idea of predicting spatial characteristics of a soundfield, such

as source location, from its modal coherence patterns. We train a convolutional

neural network (CNN) to learn the unique attributes of the modal coherence model

to determine the source positions. We develop an algorithm to perform multi-source

DOA estimation while being trained for only the single-source case irrespective of

the overlapping nature of the sources. This allows an efficient and fast training

scheme and a seamless run-time performance for DOA estimation in a dynamic

scenario where the number of sources vary. We propose a solution to address the

occasional violation of W-disjoint orthogonality [16] of the STFT coefficients in a

multi-source environment. The algorithm is developed to work independently for

azimuth and elevation estimation allowing it to share resources while performing

full DOA estimation without affecting its accuracy. We use simulated as well as

practical environments to measure the performance of the algorithm and compare
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it with a recently proposed CNN-based DOA estimation technique to achieve the

following key outcomes:

• The single-source training strategy saves an immense amount of time and

resources compared to the contemporary methods.

• The proposed algorithm outperforms the competing method irrespective of

the number of sources despite being trained for a single-source scenario.

• Being a data-driven approach, the algorithm is capable of learning the vari-

ations in the acoustic setup.

• It achieves more than 98% adjacent accuracy up to 4 sources based on 100

random experiments in different environments, beyond that the performance

gradually decreases with approximately 85% adjacent accuracy for 7-source

mixture.

Chapter 7 A post-filter at the beamformer output is known to enhance sys-

tem performance by boosting interference rejection [11]. Hence, it is important to

analyse the post-filter design for source separation in the context of this thesis.

Several spectral post-filters are available in literature such as Wiener filter, Spec-

tral Subtraction, Log-spectral Amplitude Estimator and so on. These conventional

approaches assume orthogonality between the signal components which is occasion-

ally violated due to a limited time-domain support and the short-time stationarity

of the speech signals. A recently proposed geometric approach to spectral sub-

traction (GSS) attempted to resolve this issue, however, GSS imposes additional

constraints to compensate for the non-orthogonality. Therefore, a careful consid-

eration for a suitable post-filtering algorithm is required in a complex reverberant

environment for achieving a better source separation performance. In this chapter,

we review the theory behind the conventional techniques, analyse the constraints

and assumptions made, and compare their performance in a practical reverberant

and noisy environment. This chapter is intended to act as a working reference for

associating a post-filtering technique with various acoustic signal processing tasks

such as source separation, dereverberation, and noise suppression. The key findings

in this chapter are



12 Introduction

• The assumption of orthogonality made in most of the conventional spectral

filters is often violated in practice.

• The non-orthogonality is more prominent with reverberation where the re-

flected signals exhibit a certain level of correlation with the original signal.

• The attempt made in GSS to circumvent the performance issue due to non-

orthogonality works only on specific conditions.

• Hence, there exists no global solution, instead the selection should be made

based on the application and the nature of the acoustic environment.

Chapter 8 Finally, this chapter provides a summary of the results drawn from

this thesis and sheds light on the possible directions for future research.
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Chapter 2

Literature Review and

Background Theory

In this chapter, we review the background theory and current research

progresses in the field of soundfield separation based on the source lo-

cations. We first explore the literature to survey the state-of-the-art

techniques for separating the soundfield contributions by desired and

undesired sound sources in a mixed acoustic environment. We then

extend our discussion to acoustic source separation in a reverberant en-

vironment and analyse the current limitations in the field. An accurate

direction of arrival (DOA) estimation of the sound sources is often a

prerequisite to both soundfield and source separation. Hence, we draw

a comprehensive picture of existing DOA estimation techniques and

compare the advantages and limitations of parametric domain with the

data-driven approaches. We also identify the major research gaps that

we intend to address through this thesis. The last part of this chapter

focuses on the background of sound propagation, spherical harmonic

decomposition and its properties in the context of this thesis.

15
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2.1 Soundfield Separation over a Large Region

A spatial soundfield is the collective behaviour of sound waves within a region due

to one or more sources at various points in space. In many practical applications

such as studio/newsroom recording [17], [18], audio surveillance [19], [20], spatial

active noise cancellation (ANC) [21], [22], selective soundfield reproduction [23],

[24], communication inside an aircraft cockpit [25], [26], and teleconference [27],

[28], it is important to estimate the soundfield caused by a subset of the active

sound sources. Such a system requires to isolate the desired and undesired sound-

fields from mixed acoustic measurements in order to capture desired soundfield. A

soundfield separation algorithm applies certain spatial audio processing techniques

to a mixed soundfield recording in order to isolate the contribution of the desired

sound sources from the undesired counterparts. Fig. 2.1 shows a typical example

of soundfield recording inside a target region ζ1 where a blind soundfield separation

technique aims to extract the desired soundfield by isolating it from the external

interference using microphones placed on the vicinity of the desired zone.

Conversely, soundfield recording has been extensively studied in the literature,

especially in the fields of soundfield reproduction and spatial ANC [21], [29]–[34],

which is mainly concerned in capturing the soundfield as a whole without mak-

ing any distinction based on source locations. An interior and exterior soundfield1

control was proposed in [35] during the reproduction stage to suppress reverbera-

tion. The authors of [24] used a combination of source localisation and separation

methods and grouped individual sources to achieve selective listening.

2.1.1 Near-field acoustical holography

We apply the principle of acoustical holography in order to achieve blind separation

of interior and exterior soundfields without any explicit knowledge about source or

room acoustics. Acoustical holography (AH) [36], [37] was originally introduced to

reconstruct a 3D soundfield using the measurement on a 2D holographic plane. It

uses Rayleigh integrals to solve the forward problem to estimate soundfields away

1A soundfield takes the form of an interior or exterior soundfield based on the relative position
of the source and the receiver. A detailed definition of interior and exterior soundfield is discussed
in Section 2.5.3.
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Figure 2.1: Soundfield separation in a mixed acoustic environment.

from the measurement surface and the source region. The spectral resolution of

AH is limited by the wavelength of acoustic radiation. To achieve a better spec-

tral resolution and solve the inverse problem of reconstructing soundfield between

the measurement plane and the source region, a near-field acoustical holography

(NAH) was proposed [2], [38]. Soundfield reconstruction using AH and NAH is

based on the assumption that all the sources stay on one side of the measurement

plane, i.e. the other side remains source-free. Hence, the traditional NAH fails to

distinguish sounds coming from either side of a plane. A solution to this ambigu-
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ity was proposed by introducing techniques involving dual measurement surfaces.

Measuring the sound pressure or particle velocity, or both, on two closely-spaced

planes, it is possible to employ NAH to isolate soundfields caused by sources lying

on the opposite side of the measurement surfaces. Since then, the dual surface

approach has been adopted in solving various acoustic problems such as measuring

reflection coefficients of a test material by observing sound pressure on two parallel

planes near the reflective surface [39] or of the ocean bottom [40].

2.1.2 Planar separation of a soundfield

Most of the NAH-based soundfield separation techniques focus on separating sound

sources lying on the opposite sides of a 2D plane. Fernandez et al. used two closely-

spaced rectangular arrays of velocity transducers for separating sources from either

side of the arrays [41] based on the contention that NAH with particle velocity

produces a better outcome than the conventional sound pressure-based techniques

[42]. A further analysis was made in [43] where the authors presented a comparative

study between [41] and a joint measurement of sound pressure and particle veloc-

ity on a sole measurement surface. One of the major challenges for NAH-based

solutions is the mathematical instability due to ill-posed inverse problem in the

presence of decaying evanescent waves for which various regularisation strategies

have been proposed [44], [45]. Chardon et al. argued that the common types of

regularisation, e.g., Tikhonov method, often comes with the cost of low spatial reso-

lution for which they tried to overcome using sparse regularisation and compressive

sampling techniques [46]. Steiner and Hald proposed a variation of NAH, namely

statistically optimal NAH (SONAH) [47], which avoids spatial Fourier transform

in order to reduce truncation error caused by a finite-length aperture at the cost

of increased computational complexity. Combining the findings from [47] and [42],

Jacobsen et al. analysed the performance of SONAH based on pressure-velocity

probes [48]. Other variations of planar separation of a soundfield include associa-

tion of NAH with sound pressure-based equivalent source method (ESM) [49], [50],

particle velocity-based ESM [51], [52], and wave superposition method [53]. While

each of these methods exhibits its strengths and limitations in certain acoustic en-

vironments, it is clear that they are not designed to isolate a finite zone surrounded
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by undesired sound sources as shown in Fig. 2.1.

2.1.3 Zonal separation of a soundfield

To achieve zonal soundfield separation as depicted in Fig. 2.1, a more appropri-

ate approach is to exploit NAH with cylindrical or spherical coordinate system.

Various literary works are available which define NAH or its variant for cylindrical

[54]–[57] and spherical [58], [59] geometry. However, it is evident from the forego-

ing discussion that a sole cylindrical or spherical surface is not enough to separate

soundfields originated from either side of the measurement surface. Based on the

theory of NAH with the spherical coordinate system, Williams proposed a concep-

tual design of scattering near-field holography using two concentric circular arrays

to isolate the scattering soundfield from the incident waves [1]. We are going to

explore this strategy and its practical application in separating interior and exte-

rior soundfields for a height-invariant sound propagation model in the presence of

active sound sources on both sides of the surface. It has been established that,

for each of concentric circular arrays, at least (2kr + 1) microphones are required

[60] to avoid spatial aliasing, where k and r denote the wavenumber and radius of

the circular array, respectively. Theoretically, it is possible to expand the scatter-

ing near-field holography for a 3D soundfield using two concentric spherical arrays

with a minimum of (kr + 1)2 microphones in each array. However, this strategy

proves to be unrealistic for many practical applications due to a rapid increment

of microphone requirement at higher frequencies or with a large target region.

In an acoustic environment where the interior and exterior soundfields coexist,

the measured sound pressure in a receiver comprises of a linear mixture of both

types of soundfields following the law of superposition. In terms of the spherical

harmonic coefficients of a 3D soundfield, the interior coefficients αnm and the ex-

terior coefficients βnm simultaneously contribute to the observed sound pressure.

Such a mixture can be decomposed using spherical near-field acoustical hologra-

phy technique utilising two concentric spherical microphone arrays. However, for

a large region, it poses a massive logistic challenge amounting an impractical num-

ber of microphones. Hence, it is important to devise an alternative mechanism to

the dual surface approach for separating a 3D soundfield. For a more convenient
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way of capturing 3D soundfield coefficients over a large region, Samarasinghe et al.

employed an array of higher order microphones (HOM) [61], [62] which utilises the

addition theorem for the Bessel and Hankel functions to relate the local and the

global soundfield coefficients. Similar to the original proposition of planar NAH,

[62] was also built on the hypothesis of constraining the sources on one side of

the spherical surface, thus offering the reconstruction for either interior or exterior

soundfield. In this thesis, we apply NAH with HOM-based soundfield decomposi-

tion to achieve zonal separation of a soundfield by measuring sound pressure with

a sparse HOM array. Furthermore, the application of HOM in estimating spherical

harmonic coefficients allows us to use rigid HOMs that improves the robustness of

the estimation [63].

A large scale deployment of HOMs in solving practical acoustic problems is

still at its early stage despite gaining increasing attention [64]. One of the major

reasons for this slow adoption rate is the limited availability of commercially viable

hardware. However, in the recent past, a lot of effort has been put into devel-

oping new design methodologies, addressing existing limitations, and introducing

consumer-friendly and industry-oriented solutions. There have already been a num-

ber of commercial HOMs released from different well-known organisations such as

“AMBEO VR Mic” from Sennheiser, “Eigenmike” from MH Acoustics, and “NT-

SF1” from Rodes Microphone. Furthermore, extensive research is ongoing in the

relevant field to improve the quality and scalability of HOMs. Recently, Chen et

al. proposed a HOM using multiple circular arrays [65], a prototype of which was

demonstrated and evaluated in [66]. There also exist several other conceptual de-

signs for HOMs, a few of them are available in the references [67]–[70]. Interested

readers are encouraged to explore the theoretical background [71], underlying tech-

niques [63], and fundamental limitations of HOM design such as spatial sampling

techniques [72], [73] and soundfield truncation theory [60], [74].

2.2 Acoustic Source Separation Techniques

The last section reviewed the literature associated with the spatial separation of a

soundfield. Next, we are going to explore the current progress in the field of source

separation and discuss existing limitations and challenges. While a soundfield sep-
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aration technique attempts to extract the overall contribution of a group of sound

sources enclosed in a region, source separation tracks individual source behaviour

in an observed acoustic mixture to recover the underlying source signals. The ma-

jority of the source separation methods are proposed using multi-channel audio

processing algorithms whereas the single-channel methods predominantly utilise

learning-based techniques. In the following sections, we briefly describe a few pop-

ular and widely-used source separation algorithms and discuss their strengths and

weaknesses.

2.2.1 Blind source separation

A blind source separation (BSS) technique estimates the source signals from mixed

observations without any prior knowledge by imposing additional constraints on

the source characteristics. Independent component analysis (ICA) is one of the

most popular blind source separation techniques that assumes the sources to be

statistically independent and having a non-Gaussian distribution. Considering the

following blind source mixture model

x(n) = A s(n) (2.1)

given

x(n) =
[
x1(n), x2(n), . . . , xQ(n)

]
s(n) =

[
s1(n), s2(n), . . . , sL(n)

]
,

where the unknown transfer function A acts on L sound sources s(n) to produce

Q observations x(n), ICA jointly estimates A and s exploiting the aforementioned

assumptions by defining a cost function such as Kullback-Leibler divergence [75]

to ensure the maximum statistical independence among the sources, or negentropy

[76] or kurtosis [77] to solve for the most non-Gaussian elements in s. ICA requires

at least as many microphones as the number of independent sources in the mixture,

however, several adaptations of ICA have been proposed to relax this restriction

such as sparse signal representation [78] and independent subspace analysis [79].

Further modifications of ICA-based audio source separation were proposed in [80]–

[82] to overcome the performance degradation in a reverberant environment due
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to convolutive mixing. However, the time-domain approaches to these solutions

are computationally expensive while the frequency-domain implementations suffer

from well-known permutation and scaling issues. Hence, despite having several

efforts to improve the performance in a reverberant environment, issues remain to

be solved in the ICA-based source separation domain.

Non-negative matrix factorisation (NMF) [83] is another genre of BSS that

involves in unsupervised decomposition of an audio mixture to extract the under-

lying sound sources. Unlike ICA, NMF can be formulated for both single and

multi-channel cases. The basic idea behind NMF is similar to other matrix fac-

torisation techniques such as single value decomposition (SVD) with the exception

that NMF works with, as the name suggests, a non-negative matrix only. Consid-

ering X ∈ RF×T being the real-valued spectrum in short-term Fourier transform

(STFT) domain, where F and T are total number of frequency and time frames,

respectively, NMF acts on X to decompose it into two matrices by minimising a

cost function, such as Kullback-Leibler divergence or Frobenius norm, to obtain

X = WH (2.2)

whereW ∈ RF×K andH ∈ RK×T contain the new basis functions and correspond-

ing time-dependent coefficients, respectively, and K is the reduced dimensionality

often coincides with the number of sources. However, NMF does not offer a unique

decomposition, rather there exists multiple solutions that satisfy (2.2). Further-

more, without any statistical assumption, clustering of NMF basis functions to

represent the underlying source signals appears to be challenging and unreliable.

Hence, additional priors are required to be imposed on the solution such as tempo-

ral continuity or sparseness of the spectrum [6], [84], [85]. Other variations of NMF

to overcome this fundamental limitation include Bayesian extension of NMF which

guarantees a convergence of the algorithm by imposing statistical priors [86], a

shifted NMF-based clustering algorithm that links each basis with a corresponding

note played by an identical instrument [87], and multi-channel extension of NMF

for an improved clustering strategy [88].

Comparatively, the history of using deep neural network (DNN) in source sep-

aration is relatively short with [89], [90] being among the earliest adoption in this
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domain. A DNN is trained for producing a training target for each individual

source based on suitable feature snapshots. There are several options available to

use as a training target such as ideal binary mask, ideal ratio/soft mask and signal

approximation [91]. During the testing stage, the estimated target mask is mul-

tiplied with the mixed observation to extract the desired source. A binary mask

requires that the feature domain does not contain any overlapping source to avoid

producing artefact noise. Conversely, the soft masks work in a similar fashion as

other interference rejection filters, however, the algorithm gets complicated and

resource intensive with increasing number of sources. Furthermore, the soft masks

are generally defined for each individual time-frequency bin, which can be chal-

lenging to accurately predict with sparse and non-stationary speech signals. Apart

from the selection of the target mask, the choice of input feature also influences

the performance of a DNN classifier. Some popular alternatives for feature repre-

sentation include interaural time and level differences [92], STFT coefficients [93],

mel-frequency and gammatone-frequency cepstral coefficient [94], relative spectral

transform, and perceptual linear prediction [95]. The choice of neural network

can be made arbitrarily or in an empirical manner that suits the target acoustic

scenario, a few of which are demonstrated in [96]–[98].

2.2.2 Spatial signal processing-based techniques

The source separation based on spatial filtering majorly deals with array signal

processing techniques [99]. The most common approach to this end is beamforming

[10], [100] which boosts signal from a particular direction. The selection and design

of fixed and adaptive beamformers are well-studied in literature [101], [102], and

hence, we skip the discussion in this thesis. Beamforming requires prior knowledge

of direction of arrival (DOA) of the desired sources, which is usually acquired

along the way using a suitable DOA estimation technique2. The performance of

a beamforming-based source separation is limited by the directivity index of the

beamformer as well as the direction of the interfering sources. In the presence of

diffused noise field or reverberation, or narrow spatial separation between sources,

2A detailed discussion on the state-of-the-art DOA estimation techniques are presented in the
following section
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beamforming fails to produce the desired outcome. Hence, a post-filter is commonly

associated with a beamformer to complement its output which is known to enhance

system performance by boosting interference rejection [11]. Most of the popular

post-filtering techniques are modelled in the spectral domain utilising the power

spectral densities (PSD) of the individual signal components [103]–[106]. Hence,

while the spatial filtering approach attracts a lot of attention due to its simplicity

and efficient implementation strategy, it requires a robust and accurate system for

PSD estimation in a noisy reverberant conditions.

PSD carries characteristic information of a signal which is useful in various

acoustic processing tasks [8], [107], [108]. Several PSD estimation techniques have

been proposed in the literature for a single-source in a reverberant environment.

Lebart et al. [109] used a statistical model of room impulse responses (RIR) to es-

timate the reverberation PSD and used that in a spectral subtraction-based speech

dereverberation technique. Braun et al. [110] proposed a PSD estimator using a

reference signal under the strict statistical assumption of a diffused reverberant

field. Kuklasiński et al. [111] developed a maximum likelihood-based method for

estimating speech and late reverberation PSD in a single-source noisy reverber-

ant environment assuming a prior knowledge of noise PSD. The spatial correlation

between the received microphone signals were utilised in [107] to compute direct

to reverberant energy ratio in a noiseless environment by estimating PSDs of the

direct and reverberant components. Saruwatari et al. [112] devised a method

to suppress undesired signals in a multi-source environment using complementary

beamformers. A similar idea was adopted in [8] for PSD estimation and source

separation utilising multiple fixed beamformers to estimate source PSDs. While

[8] is capable of extracting PSDs with a larger number of concurrent sources com-

pared to [112], both the algorithms were developed for the non-reverberant case

and presumed known speech and noise source directions. The beamformers used in

[8] were chosen empirically which made it vulnerable to ill-posed solutions, hence,

a structured design strategy for [8] was explored in [113] exploiting the property of

an M-matrix.

In the recent years, spherical harmonic decomposition is becoming a popular

choice for performing various acoustic processing such as beamforming [114], [115],

PSD estimation [116], speech dereverberation [117], and noise suppression [118].
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One of the major advantages of spherical harmonic domain representation of a

signal is the inherent orthogonality of its basis functions. In our work, we focus

towards developing a mathematical model for modal coherence of the spherical

harmonic coefficients of a noisy and reverberant soundfield separately and apply

that in extracting PSDs of the individual signal components in a multi-source

environment.

2.3 Multi-source DOA Estimation

One of the prerequisites of beamforming and PSD estimation is to acquire the

knowledge of source locations. Estimating source location can either be restricted

to determine the direction of arrival (DOA) only, or finding out the exact source

position in space through a source localisation technique. For the purpose of this

thesis, it is sufficient to know the DOA of the desired sources, hence, this discussion

primarily focuses on existing DOA estimation techniques.

DOA estimation is a decades’ old problem with a number of algorithms de-

veloped over the years to accurately estimate sound source locations. However,

while different algorithms have shown their usefulness under certain environments,

they all have their own constraints and limitations and hence, DOA estimation

remains an active problem in acoustic signal processing. A large number of DOA

estimation techniques have been developed in the parametric domain [119]. There

are subspace-based methods like multiple signal classification (MUSIC) [12] or the

estimation of signal parameters via rotational invariance technique (ESPRIT) [13]

which utilises the orthogonality between the signal and noise subspaces to estimate

the source DOAs. MUSIC algorithm was originally developed for narrowband

signals, however, it has been extensively used with wideband processing using a

frequency smoothing technique [120] or by decomposing the signal into multiple

narrowband subspaces [121]. It is common knowledge that the performance of the

subspace-based methods are susceptible to strong reverberation and background

noise [14]. Recently a variation of MUSIC was proposed in [122] to improve its

robustness in a reverberant room assuming the prior knowledge of room coupling

coefficients.

There also exist beamforming-based methods for DOA estimation where the
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output power of a beamformer is scanned in all possible directions to find out

when it reaches the maximum. A popular formulation of the beamformer-based

technique is the steered response power (SRP) method which formulates the output

power as a sum of cross-correlations between the received signals. Dibiase proposed

an improvement to SRP in [15] using the phase transform (PHAT) variant of the

generalised cross-correlation (GCC) model [123]. The beamforming-based methods

experience degradation in their performance for closely-spaced sources due to the

limitation of the spatial resolution. Furthermore, both subspace and beamforming

based techniques require to scan for all possible DOA angles during the run time

which can be both time and resource intensive. Several modifications have been

proposed to reduce the computational cost of SRP-PHAT by replacing the tradi-

tional grid search with region-based search [124]–[127], however, this increases the

probability of missing a desired source in reverberant conditions.

Another group of parametric approaches to DOA estimation uses the maximum

likelihood (ML) optimisation with the statistics of the observed data which usu-

ally requires accurate statistical modelling of the noise field [128]–[130]. In more

recent works, DOA estimation, posed as a ML problem, was separately solved for

reverberant environments [131], [132] and with unknown noise power [133] using

expectation-maximisation technique. A large number of localisation techniques

are based on the assumption of non-overlapping source mixture in the short-time

Fourier transform (STFT) domain, known as W-disjoint orthogonality (WDO) [16].

Li et al. adopted a Gaussian mixture model to estimate source locations using ML

method on the basis of WDO [134]. The sparsity of speech signals in the STFT do-

main was exploited in [135], [136] to localise broadside sources by mapping phase

difference histogram of the STFT coefficients. The works in [137], [138] imply

sparsity on both signals and reflections to isolate time-frequency (TF) bins that

contain only direct path contributions from a single source and subsequently es-

timate source DOAs based on the selected TF bins. Recently, there has been an

increase in efforts for intensity-based approaches where both sound pressure and

particle velocity are measured and used together for DOA estimation [139]–[142].

Lately, the application of spatial basis functions, especially the spherical har-

monics, is gaining researchers’ attention in solving a wide variety of acoustic prob-

lems including DOA estimation. Among the works we have referred so far in
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this thesis, [120], [122], [141], [142] were implemented in the spherical harmonic

domain. Tervo et al. proposed a technique for estimating DOA of the room re-

flections based on maximum likelihood optimisation using a spherical microphone

array [143]. Kumar et al. implemented MUSIC and beamforming-based techniques

with the spherical harmonic decomposition of a soundfield for near-field DOA es-

timation in a non-reverberant environment [115]. A free-field model of spherical

harmonic decomposition was used in [144] to perform an optimised grid search

for acoustic source localisation. The spherical harmonics are the natural basis

functions for spatial signal processing and consequently offers convenient ways for

recognising the spatial pattern of a soundfield. Furthermore, the spherical har-

monic coefficients are independent of the array structure, hence, the same DOA

estimation algorithm can be used with different shapes and designs of sensor arrays

as long as they meet a few basic criteria of harmonic decomposition [63], [65]–[68],

[71].

Over the past decade, the rapid technology advances in storage and processing

capabilities led researchers to lean towards machine learning in solving many prac-

tical problems including DOA estimation. Being a data-driven approach, neural

networks can be trained for different acoustic environments and source distribu-

tions. In the area of single source localisation, significant progresses have been

made in solving the limitations in the parametric approaches by incorporating ma-

chine learning-based algorithms. The authors of [145]–[147] derived features from

different variations of the GCC model to train a neural network for single source

localisation. Ferguson et al. used both cepstrogram and GCC to propose a single

source DOA estimation technique for under-water acoustics [148]. Inspired by the

MUSIC algorithm, the authors of [149] utilised the eigenvectors of a spatial corre-

lation matrix to train a deep neural network. Conversely, multi-source localisation

poses a more challenging problem to solve, especially with overlapping sources. In

the recent past, a few algorithms have been proposed for multi-source localisation

based on CNN. A CNN-based multi-source DOA estimation technique was pro-

posed in [150] where the authors used the phase spectrum of the microphone array

output as the learning feature. The method in [150] was implemented in the short-

time Fourier transform (STFT) domain and all the STFT bins for each time frame

were stacked together to form the feature snapshot. On the contrary, Adavanne et
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al. considered both magnitude and phase information of the STFT coefficients and

used consecutive time frames to form the feature snapshot to train a convolutional

recurrent neural network (CRNN) and performed a joint sound event detection and

localisation [151]. Both [150] and [151] require the model to be trained for unique

combinations of sound sources from different angles in order to accurately estimate

the DOA of simultaneously active multiple sound sources. Hence, we explore the

idea of developing an efficient DOA estimation technique that reduces the resource

requirements during training and testing phases as well as offers improved per-

formance compared to the traditional and contemporary techniques by exploiting

deterministic nature of the modal coherence model of a soundfield.

2.4 Research Gaps

Based on the foregoing discussion, we identify the following gaps in the existing

literature which we aim to address through this thesis:

• Soundfield separation: Most of the existing soundfield separation tech-

niques are based on multiple planar surfaces which divide an acoustic zone

into two infinite regions, i.e., they slice the soundfield into two halves with

respect to the measurement planes. Such a technique is useful in measuring

reflection coefficients of a surface [39], [40] or to isolate interfering sources or

reflections from a certain direction [48], [51], but does not offer any solution

to isolate a bounded region from surrounding external interference. Such a

soundfield separation strategy can be deemed attractive in various branches of

acoustic signal processing such as teleconference, spatial ANC, soundfield re-

production and so on [17], [20], [22], [25], [28]. Although Williams introduced

a conceptual idea of scattering near-field holography using two circular arrays

for 2D sound propagation, it was meant for isolating the scattered soundfield

from the incident waves and never tested against separating interior and exte-

rior soundfields caused by independent sound sources originated both inside

and outside an enclosure.

• Application of an array of HOM in NAH: The dual surface strategy

of NAH becomes complex and inefficient from a logistic point of view when
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we desire to isolate a bounded spatial zone for 3D sound propagation. Due

to this limitation, no attempts have been made so far to achieve such an

outcome despite having a large number of proposals on planar separation.

Furthermore, though we find a handful of work on using a higher order mi-

crophone with NAH [59], the contributions and limitations of a HOM array

to near-field acoustical holography remains vastly unexplored.

• Source separation: Comparatively, we have seen many research works fo-

cused on audio source separation over the last few decades. However, al-

though there already exist numerous algorithms for extracting individual

sources from an acoustic mixture, the research on source separation is far

from over due to the dynamic nature of audio signals. All the existing meth-

ods such as ICA, NMF, and beamforming exhibit their individual strengths

and limitations under certain environments due to the various assumptions

and constraints imposed on them. Hence, the researchers in this field con-

tinue to seek better solutions to this problem as the technologies such as deep

neural network and soundfield decomposition evolve. We intend to scrutinise

the source separation problem from the perspective of spatial basis functions

by analysing modal interactions and modelling the coherence between spher-

ical harmonic coefficients of a soundfield. A few of the existing works utilise

the spatial correlation matrix in the frequency domain based on measurement

data [107] whereas we envisage developing a mathematical model of modal

coherence which provides an intuitive explanation of reverberant and noisy

soundfield behaviour.

• DOA estimation: The advent of fast and efficient machine learning tech-

niques encourages the researchers to rethink the traditional strategies of solv-

ing various acoustic problems to overcome their limitations. One of such

cases involves DOA estimation where the data-driven approaches are intro-

duced to improve the performance of DOA estimation in challenging acoustic

conditions [150], [152]. However, being relatively new research area, DOA

estimation using DNN offers lots of scope for improvements in terms of per-

formance and resource efficiency. Furthermore, selecting an intelligent feature

for neural networks can significantly boost the performance and reduce algo-
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rithm complexity. Being the natural representatives of spatial characteristics,

the spherical harmonic coefficients can be an attractive choice for training a

machine on the directionality of a soundfield which has not been examined

thoroughly. In our attempt to DOA estimation using DNN, we intend to

develop a machine learning algorithm that learns the directional characteris-

tics of sound sources based on the unique patterns of modal coherence of its

spherical harmonic coefficients.

• Post-filtering techniques: The use of post-filtering techniques in speech

enhancement and source separation is an old proposition. Most of the exist-

ing spectral filters assume orthogonality between different audio components.

Recently, it has been shown that this orthogonality assumption does not hold

true in the short time frame of STFT domain [153]. Furthermore, in a rever-

berant condition, the reflected waves maintains a certain level of correlation

with the original signal. Hence, it is important to analyse the validity of this

assumption in noisy and reverberant environments. While this is a known

issue in literature, it lacks a comparative study between the existing methods

to find out the extent of deviation due to the violation of orthogonality.

2.5 Harmonic Decomposition of a Soundfield

This thesis makes an extensive use of harmonic decomposition of a soundfield.

Most of the theories and models we develop here will be in the modal domain

using harmonic coefficients of a soundfield. In this section, we briefly discuss the

theory of harmonic representation of a soundfield and outline various spatial audio

processing techniques associated with harmonic decomposition.

In audio signal processing, harmonic decomposition expresses a soundfield as

a weighted sum of well-defined spatial basis functions to capture, analyse, and/or

reproduce diverse acoustic scenarios over a spatial region. This branch of acous-

tics uses the fundamental solutions of the Helmholtz wave-equation as the basis

functions whose nature is principally determined by the wave propagation model.

Several techniques have been developed over the years which use various shapes

and designs of microphone arrays to estimate the appropriate weights, known as
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harmonic coefficients, that characterise a soundfield over a region.

The most common forms of spatial basis functions are spherical and cylindrical

harmonics which are inherently orthogonal and can describe a region in terms of a

common set of coefficients. The harmonic decomposition offers intuitive and con-

venient ways for recognising the spatial characteristics of a soundfield which makes

it suitable for solving various acoustic problems that involve spatial conundrums.

The well-defined orthogonal basis functions allow us to achieve a compact and

generalised representation of a soundfield over a sphere. The spherical harmonic

coefficients are independent of the array structure, hence, the same harmonic-based

algorithm can be used with different shapes and designs of sensor arrays as long

as they meet a few basic criteria of harmonic decomposition [63], [65]–[68], [71].

Furthermore, the separation of radial and angular dependencies in harmonic de-

composition is proven to be useful in developing various closed-form models and

achieving better algorithm efficiency as we have demonstrated throughout this

thesis. Lastly, the harmonic decomposition provides conducive means for spatial

transformation of a soundfield, such as translation and rotation, using the inherent

properties of its basis functions.

In the recent past, the application of harmonic decomposition, especially using

the spherical harmonic basis functions, is gaining researchers’ attention in solv-

ing a wide variety of acoustic problems such as binaural rendering [154]–[157],

room acoustic modelling [116], [158]–[160], source localisation [115], [120], [141]–

[144], beamforming [72], [115], [161]–[164], soundfield reproduction [31], [165]–[167],

active noise cancellation [168]–[171], and dereverberation [117], [172]–[174]. Con-

versely, cylindrical harmonic decomposition is used for acoustic signal processing

involving cylindrical symmetry [175]–[178]. Cylindrical harmonics are also useful

in representing a height-invariant soundfield with a simple mathematical model

[179], [180] which allows efficient and fast evaluation and often offers a seamless

transition to 3D sound propagation model [181]. In this section, we summarise the

harmonic decomposition theory and provide a brief overview of different techniques

to estimate the harmonic coefficients for spherical and cylindrical wave propagation

models.
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(a) (b)

Figure 2.2: The convention used in this work for (a) spherical and (b) Cylindrical
coordinate system.

2.5.1 Coordinate system

The mathematical expression for the spatial basis functions varies based on the

coordinate system and its convention. Hence, we first define the convention we

follow for spherical and cylindrical coordinate system throughout this dissertation.

Fig. 2.2 shows the orientation of the axis and convention we adopt for spherical

and cylindrical coordinate systems. The arrows in Fig. 2.2 point towards the

positive directions for respective coordinates which follows the right-hand rule.

For spherical coordinate system, a point is determined by a triplet (r, θ, φ), where

radius r is the distance of the point from the origin, elevation θ is the angle formed

at the origin by positive Z-axis and the position vector of the corresponding point,

and azimuth φ is defined as the angle between positive X-axis and the projection

of the position vector on XY-plane. On the other hand, the cylindrical coordinate

system uses a different triplet (r, φ, z) to define a point where the definition of φ

remains the same with the spherical coordinate system, however, it defines r as

the length of the projection of the position vector on XY-plane and utilises the

Cartesian parameters z that measures the height of the corresponding point from

XY-plane. To define a unique set of coordinates for each point in spherical and
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cylindrical coordinate system, we impose the following restrictions in their ranges

r ∈ [0,∞] (2.3)

θ ∈ [0◦, 180◦] (2.4)

φ ∈ [0◦, 360◦]. (2.5)

Furthermore, the spherical coordinate (r, θ, φ) of a point is related to its Cartesian

counterpart (x, y, z) by the following identities

(x, y, z) ≡ (r sin θ cosφ, r sin θ sinφ, r cos θ). (2.6)

Conversely, the relationship between cylindrical coordinate (r, φ, z) and Cartesian

coordinate (x, y, z) of the same point is calculated as follows

(x, y, z) ≡ (r cosφ, r sinφ, z). (2.7)

Letting x be the position vector of a point irrespective of the coordinate sys-

tem used, we define the sound pressure at x as p(x, t) and P (x, k) in time and

frequency domain, respectively, where t is the discrete time index and k = 2πf
c

denotes wavenumber with f and c representing frequency and the speed of sound

wave, respectively.

2.5.2 Sound propagation in space

In steady state, sound propagates through a homogeneous medium following the

wave equation

∇2p(x, t)− 1

c

∂2p(x, t)

∂t2
= 0 (2.8)

where the spatial Laplacian operator ∇2 can be expressed based on a chosen coor-

dinate system. The time domain sound pressure p(x, t) is related to the frequency

domain representation P (x, k) by the well-known Fourier transform

P (x, k) =

∫ ∞
−∞

p(x, t)e−i2πft (2.9)
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where i =
√
−1. For the purpose of this thesis, we are mainly interested in harmonic

decomposition of P (x, k) using complex harmonics. Consequently, we focus on the

Fourier transform of (2.8), known as the Helmholz equation, as

∇2P (x, k) + k2P (x, k) = 0. (2.10)

Equation (2.10) is the basis of all the harmonic analysis discussed in this thesis. In

the following sections, we are going to discuss the cylindrical and spherical harmonic

decomposition by solving the Helmholz equation for corresponding model of wave

propagation.

2.5.3 Harmonic decomposition of a soundfield

We achieve the harmonic decomposition of a soundfield by solving (2.10) for appro-

priate coordinate system. The solution approach uses a technique called separation

of variables which assumes that the general solution can be written as a product

of independent solutions for each coordinate.

Spherical harmonic decomposition

We use the appropriate definition of ∇2 for the spherical coordinate system and

apply separation of variables technique on (2.10) to reach the alternative solutions

of the wave equation in a 3D space as [1, ch. 6]

P (x, k) =
∞∑
nm

[
αnm(k) jn(kr) + α(2)

nm(k) yn(kr)
]
Ynm(x̂) (2.11)

P (x, k) =
∞∑
nm

[
βnm(k) hn(kr) + β(2)

nm(k) h(2)
n (kr)

]
Ynm(x̂) (2.12)

where x ≡ (r, θ, φ) for spherical coordinate system,
∞∑
nm

≡
∞∑
n=0

n∑
m=−n

, α and β are

known as spherical harmonic coefficients of a soundfield, jn(·) and yn(·) are the

spherical Bessel functions of the first and second kind, respectively, and hn(·) and

h
(2)
n (·) are the spherical Hankel functions of the first and second kind, respectively.
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Source

Source

(a)

Figure 2.3: Examples of an interior soundfield, ζ1.

The complex spherical harmonics Ynm(x̂) is defined as

Ynm(x̂) =

√
(2n+ 1)

4π

(n− |m|)!
(n+ |m|)! Pn|m|

(
cos θ

)
eimφ (2.13)

where x̂ ≡ (θ, φ), |·| denotes absolute value, (·)! represents factorial, and Pn|m|(·) is

an associated Legendre polynomial. Both (2.11) and (2.12) offers solutions to the

wave equation (2.10) in a source-free region, however, (2.11) is more appropriate

for standing waves whereas (2.12) is considered suitable in explaining travelling

wave equations.

The categorisation of a soundfield based on the relative positions of sound

sources has been extensively studied in literature [1], [71], [165], [182], [183]. For

an interior soundfield, the sound sources are located entirely outside the region

of validity ζ1, as shown in Fig. 2.3. For mathematical tractability, we define the

centre of ζ1 as the global origin which implies we must have a finite sound pressure

at origin. Based on the fact that the Hankel functions approach infinity at origin,

we must exclude (2.12) from the set of possible solutions for an interior soundfield.

Furthermore, the spherical Bessel function yn(·) is also infinite at origin, hence, we

set α
(2)
nm(·) = 0 in (2.11) to get the spherical harmonic decomposition of an interior
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Source

(b)

Figure 2.4: Examples of an exterior soundfield, ζ2.

soundfield as

PI(x, k) =
∞∑
nm

αnm(k) jn(kr) Ynm(x̂) (2.14)

where the subscript (·)I indicates an interior soundfield.

Conversely, an exterior soundfield is demonstrated in Fig. 2.4 where the region

of validity ζ2 lies beyond the farthest point of the source region with respect to the

origin. Since the origin is not included in the region of validity, we can use (2.12)

as the solution to an exterior soundfield. Furthermore, the asymptotic behaviour

of the Hankel functions dictates that h
(2)
n (kr) represents an incoming wave which

cannot be true for an exterior field. Hence, the appropriate solution for such a case

is reached by letting β
(2)
nm(·) = 0 in (2.12), i.e.,

PE(x, k) =
∞∑
nm

βnm(k) hn(kr) Ynm(x̂) (2.15)

where PE(·) denotes sound pressure due to an exterior soundfield.
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Cylindrical harmonic decomposition

Based on the application, the solution of wave equation in the cylindrical coordi-

nate system can prove to be more desirable in certain areas. Cylindrical harmonic

decomposition is of great interest in the fields that extensively use cylindrical sym-

metry such as in near-field holography [1], submarine vibration and radiation pat-

terns analysis [176], and noise control in a circular duct [177]. In this thesis, we

use reduced cylindrical harmonic decomposition when we assume height-invariant

sound propagation model for mathematical simplicity.

Following a similar technique as in the last section, we can reach the solutions

to the wave equation (2.10) using cylindrical coordinates as [1, ch. 4]

P (x, k) =
∞∑

n=−∞

einφ
∫ ∞
−∞

[
αn(k, kz) Jn(krr) + α(2)

n (k, kz) Yn(krr)
]
eikzz dkz (2.16)

P (x, k) =
∞∑

n=−∞

einφ
∫ ∞
−∞

[
βn(k, kz) Hn(krr) + β(2)

n (k, kz) H
(2)
n (krr)

]
eikzz dkz

(2.17)

where x ≡ (r, φ, z) for cylindrical coordinate system, kr =
√
k2 − k2

z , α and β

are cylindrical harmonic coefficients of a soundfield, Jn(·) and Yn(·) are the Bessel

functions of the first and second kind, respectively, and Hn(·) and H
(2)
n (·) are the

Hankel functions of the first and second kind, respectively. Equation (2.16) and

(2.17) are appropriate for standing and travelling waves, respectively. In the context

of this thesis, we are mostly interested in the height-invariant wave propagation

where ∂2P (x,k)
∂z2 = 0 and thus kz = 0, hence, (2.16) and (2.17) reduce to

P (x, k) =
∞∑

n=−∞

[
αn(k) Jn(kr) + α(2)

n (k) Yn(kr)
]
einφ (2.18)

P (x, k) =
∞∑

n=−∞

[
βn(k) Hn(kr) + β(2)

n (k) H(2)
n (kr)

]
einφ. (2.19)

Henceforth, using the boundary conditions for interior and exterior soundfield, we

can deduce the cylindrical harmonic decomposition of height-invariant soundfield
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(a)

Figure 2.5: Examples of a near-field sound source.

as

PI(x, k) =
∞∑

n=−∞

αn(k) Jn(kr) einφ (2.20)

PE(x, k) =
∞∑

n=−∞

βn(k) Hn(kr) einφ (2.21)

where (2.20) and (2.21) represents interior and exterior soundfields, respectively.

In the next section, we review the analytical expression of harmonic coefficients

of a soundfield caused by near-field and far-field sound sources.

Analytical expression of harmonic coefficients of a soundfield

Let us consider P (x|ys, k) be the sound pressure at x ≡ (r, θ, φ) ≡ (r, x̂) caused

by a near-field source at ys ≡ (rs, θs, φs) ≡ (rs, ŷs) (Fig. 2.5). It can be shown

that P (x|ys, k), called the Green’s function, satisfies the homogeneous Helmholz

equation (2.10) everywhere except at x = ys [184, pp. 25-26]. Mathematically, the

Green’s function is the solution to the inhomogeneous Helmholz equation

(∇2 + k2)P (x|ys, k) = −δ(x− ys) (2.22)
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(b)

Figure 2.6: Examples of a far-field sound source.

where δ(·) is a Dirac delta function. It is shown in [184, pp. 26] that the solution

to (2.22) is

P (x|ys, k) =
eik‖x−ys‖

4π ‖x− ys‖
(2.23)

where ‖·‖ denotes Euclidean norm. This can be expanded into spherical harmonic

domain using the addition theorem [185, pp. 31-32] as

eik‖x−ys‖

4π ‖x− ys‖
=


∞∑
nm

ik hn(krs) Y
∗
nm(ŷs) jn(kr) Ynm(x̂), r < rs

∞∑
nm

ik jn(krs) Y
∗
nm(ŷs) hn(kr) Ynm(x̂), r > rs

(2.24)

where (·)∗ denotes complex conjugate. Clearly, the first and second case of (2.24)

satisfy the boundary condition of an interior and exterior soundfield, respectively.

Hence, comparing (2.24) with (2.14) and (2.15), we get

αnm(k) = ik hn(krs) Y
∗
nm(ŷs) (2.25)

βnm(k) = ik jn(krs) Y
∗
nm(ŷs). (2.26)
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When rs � r, the source is considered a far-field source and the sound prop-

agates as a plane wave. Under such assumption, the denominator of the Green’s

function in (2.23) can be reduced by approximating ‖x− ys‖ ≈ rs. However, due

to the oscillating nature of the frequency-dependent exponential, we can not use

the same approximation with the numerator in the right hand side of (2.23). In-

stead, we use a more accurate approximation ‖x− ys‖ ≈ rs − x · ŷs [185, pp. 21],

which is also evident from Fig. 2.6, to get a far-field approximation of the Green’s

function

P (x|ys, k) =
eik(rs−x·ŷs)

4πrs
. (2.27)

Furthermore, the asymptotic behaviour of the spherical Hankel functions for large

argument suggests [185, pp. 30]

hn(krs) = (−i)n+1 e
ikrs

krs
, rs →∞. (2.28)

Hence, by using (2.27) and (2.28) in (2.24) and then cancelling the common terms

from both sides, we get the spherical harmonic expansion of the far-field approxi-

mation of the Green’s function

e−ik x·ŷs =
∞∑
nm

4π (−i)n Y ∗nm(ŷs) jn(kr) Ynm(x̂), rs � r. (2.29)

Consequently, comparing (2.29) with (2.14), we get the spherical harmonic coeffi-

cients for a far-field source as

αnm(k) = 4π (−i)n Y ∗nm(ŷs). (2.30)

Note that, for mathematical tractability, (2.24) and (2.29) are normalised with

respect to the sound pressure at ys and origin, respectively. If we have to ensure

the same scaling for near-field and far-field sources, we need to keep the common

terms on both sides of (2.29) such that the left hand side of (2.29) matches (2.27).

In a similar manner, the cylindrical harmonic expansion of the Green’s function

for 2D height-invariant sound propagation can be used to show that the cylindrical

harmonic coefficients due to a near-field source is given by [186, pp. 13-15] [1, Ch.
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4] [187]

αnm(k) = Hn(krs) e
−inφs (2.31)

βnm(k) = Jn(krs) e
−inφs (2.32)

where a point source is located at (rs, φs, zs) in cylindrical coordinate system. Fi-

nally, the cylindrical harmonic coefficients for an interior height-invariant soundfield

due to a far-field source is given by [186, pp. 14]

αnm(k) = (−i)n e−inφs . (2.33)

2.5.4 Properties of spherical harmonics

A large part of this thesis deals with various properties of spherical harmonics, a

few of which are described subsequently.

Spherical harmonics are a set of orthonormal basis functions which can represent

a continuous function defined over a sphere. Mathematically, we can express the

orthonormality of spherical harmonics by∫
x̂

Ynm(x̂) Y ∗n′m′(x̂) dx̂ = δnn′δmm′ (2.34)

where the Kronecker delta function δab is defined as

δab =

1, a = b

0, a 6= b.
(2.35)

Each spherical harmonic mode Ynm(·) is associated with an order n and degree

m and favours certain directionality. The orders of the spherical harmonics are

non-negative integers and can be extended infinitely. However, in most of the

practical cases, a first few orders of the spherical harmonics are enough to represent

a soundfield with acceptable accuracy [60], [166]. On the other hand, m is closely

related to n and can vary in the range of [−n, n]. Fig. 2.7 shows all the spherical

harmonics up to 4th order.

Due to the recurrent property of the associated Legendre functions, the spherical
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(b)

Figure 2.7: Spherical harmonics up to 4th order.

harmonics exhibit the following symmetry [1, pp. 191]

Y ∗nm(x̂) = (−1)m Yn(−m)(x̂). (2.36)

The orthonormal spherical harmonics of order n obeys the addition theorem [185,

pp. 27-28] which is often used in simplifying harmonic representation of a soundfield

m=n∑
m=−n

Ynm(x̂) Y ∗nm(ŷ) =
2n+ 1

4π
Pn
(

cos θx̂ŷ
)

(2.37)

where Pn(·) is Legendre polynomial and θx̂ŷ denotes the angle between x̂ and ŷ.

Another important property that we extensively use in this thesis is the behaviour

of the integration of three different spherical harmonics over a sphere [188, pp. 63]

∫
x̂

Ynm(x̂) Yn′m′(x̂) Yn′′m′′(x̂) dx̂ =

√
(2n+ 1)(2n′ + 1)(2n′′ + 1)

4π(
n n′ n′′

0 0 0

) (
n n′ n′′

m m′ m′

)
(2.38)

where (·) in (2.38) represents Wigner-3j symbol [189]. The integral property of the

spherical harmonics is very useful in describing a defused soundfield due to the fact

that the integration becomes space-independent.
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We use the aforementioned properties of the spherical harmonics along with

the harmonic decomposition of a soundfield in achieving various desired spatial

modification.

2.5.5 Estimating harmonic coefficients from measurements

We have discussed the synthesis equation to reconstruct a soundfield from its har-

monic coefficients. We also have shown the analytical expression of the coefficients

for a unit impulse in a non-reverberant environment. However, in a practical sit-

uation, often we face scenarios where a soundfield is composed of time-varying

sources and the reflections from surrounding walls and objects. In such a case, we

need to rely on the measured sound pressure or velocity to estimate the harmonic

coefficients instead of using the aforementioned analytical solutions. A large num-

ber of array design and algorithms are proposed in literature related to extracting

soundfield coefficients based on measurements [63], [65], [67]–[71]. Ideally for the

same acoustic setup, the harmonic coefficients should remain constant irrespective

of the underlying techniques. However, the values can vary slightly depending on

the accuracy of the design and extraction procedures.

In this section, we briefly summarise the estimation of soundfield coefficients

using a spherical microphone array [63], [71]. Multiplying both sides of (2.14) by

Yn′m′(x̂) and integrating on the surface of a sphere, we get∫
x̂

PI(x, k) Yn′m′(x̂) dx̂ =
∞∑
nm

αnm(k) jn(kr)

∫
x̂

Ynm(x̂) Yn′m′(x̂) dx̂. (2.39)

Using the orthogonal property of spherical harmonics from (2.34) in (2.39), we

obtain

αnm(k) =
1

jn(kr)

∫
x̂

PI(x, k) Yn′m′(x̂) dx̂. (2.40)

Eq. (2.40) poses an impractical requirement of a continuous aperture over a sphere

to estimate αnm(k). Instead, spatial sampling techniques [73] are utilised to ap-
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proximate (2.40) with

αnm(k) ≈ 1

jn(kr)

Q∑
q=1

wq PI(xq, k) Y ∗nm(x̂q) (2.41)

where Q is the number of microphones and wq ∀q are corresponding microphone

weights, determined by the spatial sampling scheme, in order to enforce the or-

thonormal property of the spherical harmonics with a limited number of sampling

points, i.e.
Q∑
q=1

wq Ynm(x̂q) Y
∗
n′m′(x̂q) ≈ δnn′δmm′ . (2.42)

Several array structures have been proposed in the literature to estimate αnm using

(2.41) such as a spherical open/rigid array [63], [71], multiple circular arrays [68],

or a planar array with differential microphones [65]. For a general case, jn(kr) in

(2.41) is replaced by bn(kr) such that [1, pp. 228-230]

bn(ξ) =

jn(ξ) for an open array

jn(ξ)− j′n(ξ)
h′n(ξ)

hn(ξ) for a rigid spherical array
(2.43)

where ξ ∈ R and (·)′ refers to the corresponding first derivative term.

2.6 Summary

In this chapter, we performed a comprehensive literature survey on three distinct

acoustic challenges - (1) spatial separation of a soundfield, (2) source separation

in reverberant environment, and (3) source localisation and DOA estimation for

single and multi-source environments. We also discussed background theories of

sound propagation and signal representation techniques that we utilise in this the-

sis to devise solutions to the aforementioned problems. We identified the existing

gaps in literature that we intend to address in this thesis. We also laid down the

foundation of spherical harmonics and its contribution in soundfield decomposition

which is used in the subsequent chapters to analyse, predict, and modify spatial

characteristics of a soundfield. In the next chapter, we devise multiple algorithms
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to isolate interior and exterior soundfields from an acoustic mixture utilising the

harmonic decomposition in spherical and cylindrical coordinate systems. We fur-

ther investigate the characteristics of a reverberant soundfield in Chapter 4 and

propose a novel algorithm for PSD estimation establishing a closed-form expres-

sion of modal coherence between the spherical harmonic coefficients. Chapter 5

demonstrates a practical application of the PSD estimation technique in terms of

source separation using full and reduced coherence matrix. The uniqueness of the

modal coherence patterns with respect to source directions are analysed in Chapter

6 to train a convolutional neural network for multi-source DOA estimation with an

efficient training and evaluation strategy. Finally in Chapter 7, we analyse limita-

tions of different post-filtering methods under various practical environments in an

attempt to understand the acoustic bottleneck of the source separation algorithm.
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Chapter 3

Soundfield Separation over a

Large Spatial Region

A soundfield separation technique decomposes a mixed soundfield into

multiple segments based on the spatial location of the inducing sound

sources. Soundfield separation over a large region holds significant po-

tentials to solve various acoustic problems in sound recording, reproduc-

tion, and noise cancellation fields. This chapter explores the practical

viability of soundfield separation over a bounded region and studies its

strengths and limitations in different simulated environments. We first

consider a height-invariant sound propagation to validate the concept

in a docile environment and analyse its outcome. We then expand the

methodology for a 3D sound propagation model and devise an alter-

native theory for an efficient soundfield separation using higher order

microphones in near-field acoustical holography. Both the cases are

complemented by multiple experimental evaluations based on different

acoustic scenarios.

3.1 Introduction

A soundfield caused by one or more sound sources takes the form of an interior,

exterior or a mixed soundfield based on the relative locations of the sound sources.

49
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The recording and reproduction of a combined soundfield has been extensively stud-

ied in the literature [21], [29], [31], [33], however, the challenging task of separat-

ing them from mixed measurements to achieve selective recording remains largely

unexplored. But in nature, the interior and exterior soundfields often co-exist,

hence, their isolation is key to the success in various branches of acoustic signal

processing such as audio surveillance, spatial active noise cancellation, selective

soundfield reproduction and so on [17], [20], [21], [25], [28]. The planar separation

of soundfield has been discussed and analysed in the past [41], [42], [45], [47] using

near-field acoustical holography [2], however, it offers only a limited scope in prac-

tical application, e.g., measuring reflection coefficients of a testing material [39].

Comparatively, not much has been explored in the more generic case of separating

soundfield from/inside a bounded region. To the best of our knowledge, the concep-

tual design of scattering near-field holography to isolate the incident and reflected

waves [1] is the nearest topic in this area. However, [1] poses significant challenges

for its application with 3D soundfield due to the requirement of a large number of

microphones which affects the practical feasibility as well as the robustness of the

algorithm.

In this Chapter, we extend the concept of scattering near-field holography to

isolate two independent acoustic zones, both containing active sound sources, to

extract the interior and exterior soundfields based on the measurements on two

holographic circular planes for 2D height-invariant sound propagation. We eval-

uate the performance of this method in separating a desired soundfield from the

interfering sources as well as demonstrate its applicability in traditional speech

enhancements such as speech dereverberation. We then extend the multi-zone

holographic technique to 3D sound propagation utilising an array of higher order

microphones to improve the performance, robustness, as well as practical viability.

The proposed solution considers a sparse distribution of the higher order micro-

phones which further reduces the design complexity by offering a simpler geometry.

Both the techniques are evaluated under different noisy and noiseless environments

to measure the effectiveness as well as the robustness of the algorithms.

The rest of the chapter is organised as follows. Section 3.2 introduces the prob-

lem statement and develop a soundfield separation technique for height-invariant

sound propagation. The problem is redefined for a 3D soundfield in Section 3.3
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Figure 3.1: Room geometry for a 2D height-invariant sound propagation model.

and a novel algorithm is proposed using an array of higher order microphones envi-

sioning a more robust and viable solution for a practical scenario. Both the models

are scrutinised under different acoustic environments and the experimental results

are presented in Section 3.4. Finally, a conclusion is drawn in Section 3.5 with an

indication of the forthcoming work.

3.2 Height-invariant Sound Propagation

This section considers a special scenario of height-invariant sound propagation

model. We simultaneously measure sound pressure on two circular planes and

utilise near-field acoustical holography based on a cylindrical coordinate system to

accomplish zonal separation of a soundfield.

3.2.1 Problem statement

We define a bounded region ζ1 of radius R, as shown in Fig. 3.1 with green-shaded

region, such that the desired sound sources are located inside ζ1. We further as-
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sume that the interfering and noise sources as well as reflections originate in a

non-overlapping zone ζ2 (grey-shaded region in Fig. 3.1) and there exist a finite

separation between the desired and undesired zones. By measuring the mixed

soundfield in the region between ζ1 and ζ2, we intend to isolate the overall contri-

bution of the desired and undesired sound sources.

3.2.2 Modal framework

Without loss of generality, the centre of ζ1 is taken as the global origin. For a

height-invariant sound propagation, a cylindrical harmonic representation of the

soundfield is more appropriate to attain mathematical tractability. In terms of

cylindrical harmonics, a soundfield observed at x ≡ (r, φ) due to a sound source at

ys ≡ (rs, φs) is given by [1, ch. 4]

P (x, k) =



∞∑
n=−∞

αn(k) Jn(kr) einφ, rs > r (3.1)

∞∑
n=−∞

βn(k) Hn(kr) einφ, rs < r (3.2)

where k = 2πf
c

is the wavenumber, f denotes frequency, c stands for the speed of

sound propagation, Jn(·) and Hn(·) are the nth order Bessel and Hankel functions

of first kind, respectively, and i =
√
−1. The nth order cylindrical harmonic coeffi-

cients αn(k) and βn(k) represent the interior and exterior soundfields, respectively.

Note that, cylindrical harmonic expansion of a height-invariant soundfield does not

contain the height-dependent coordinate z, hence, z is omitted in the definition of

x and ys. Furthermore, for a unit amplitude sound source at ys, αn(k) and βn(k)

are defined as [61]

αn(k) = Hn(krs) e
−inφs (3.3)

βn(k) = Jn(krs) e
−inφs . (3.4)
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For L desired sound sources in ζ1 and M interfering sources in ζ2, total observed

sound pressure at x is

P (x, k) =
M∑
m=1

Pm(x, k) +
L∑
`=1

P`(x, k) (3.5)

where Pm(x, k) and P`(x, k) are the sound pressures due to mth and lth source,

respectively. Note that, the reflections originating from outside ζ1 can be modelled

as image sources [190] and hence, are included in the count of L.

By constraining x to lie between ζ1 and ζ2, M sources inside ζ1 and L sources

from ζ2 contribute to an exterior and interior soundfield at x, respectively. Hence,

we express (3.5) in the modal domain by comparing it with (3.1) and (3.2):

P (x, k) =
∞∑

n=−∞

[(
M∑
m=1

β(m)
n (k)Sm(k)

)
Hn(kr) +

(
L∑
`=1

α(`)
n (k)S`(k)

)
Jn(kr)

]
einφ

(3.6)

=
∞∑

n=−∞

[
βn(k)Hn(kr) + αn(k)Jn(kr)

]
einφ (3.7)

where α
(`)
n (k) and β

(m)
n (k) are the interior field coefficients due to `th source and ex-

terior field coefficients due to mth source, respectively, whereas αn(k) and βn(k) are

the combined contribution from the corresponding zones ζ1 and ζ2. The individual

source strengths S`(k) and Sm(k), respectively for `th and mth source, are shown for

brevity, however, at this time we do not seek to extract individual sources. Instead,

we concentrate on separating the interior and exterior soundfields as a whole by

measuring the mixed sound pressure P (x, k) at different spatial points inside the

measuring zone. We intend to estimate αn(k) and βn(k) in order to reconstruct

soundfields caused by sound sources originated from the desired or undesired sound

zone. It is worth mentioning that the estimation of the desired soundfield is impor-

tant for audio capturing and reproduction whereas an accurate approximation of

the undesired soundfield is a prerequisite for applications like spatial active noise

cancellation.
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3.2.3 Extracting soundfield coefficients

To separate the interior and exterior soundfield coefficients from the mixed obser-

vation, we employ the dual surface approach of near-field acoustical holography

[1]. We place two concentric circular microphone arrays with respective radius of

r1 and r2 in the measuring zone such that r2 > r1 > R (Fig. 3.1). Hence, based on

the modal expression of a soundfield as in (3.7), the measured sound pressures at

the two microphone arrays are given by

P (x1, k) =
∞∑

n=−∞

[
βn(k)Hn(kr1) + αn(k)Jn(kr1)

]
einφ (3.8)

P (x2, k) =
∞∑

n=−∞

[
βn(k)Hn(kr2) + αn(k)Jn(kr2)

]
einφ (3.9)

where x1 ≡ (r1, φ) and x2 ≡ (r2, φ). Multiplying both the sides of (3.8) by e−in
′φ

and integrating with respect to φ, we get∫ 2π

0

P (x1, k) e−in
′φ dφ =

∞∑
n=−∞

[
βn(k)Hn(kr1) + αn(k)Jn(kr1)

] ∫ 2π

0

ei(n−n
′)φ dφ.

(3.10)

The exponential functions obey the following orthogonality property

∫ 2π

0

ei(n−n
′)φ dφ =

2π, if n = n′

0, otherwise.
(3.11)

Using (3.11) in (3.10), we obtain

βn(k)Hn(kr1) + αn(k)Jn(kr1) = P1n(k) (3.12)

where

P1n(k) ≡ 1

2π

∫ 2π

0

P (x1, k) e−inφ dφ. (3.13)

Following the similar technique, we get the following identity from (3.9) and (3.11)

βn(k)Hn(kr2) + αn(k)Jn(kr2) = P2n(k) (3.14)
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where

P2n(k) ≡ 1

2π

∫ 2π

0

P (x2, k)e−inφ dφ. (3.15)

The realisation of (3.13) and (3.15) imposes an impractical requirement of contin-

uous microphone arrays. Hence, they need to be approximated based on a finite

number of microphones by virtue of a spatial sampling theory [71] to estimate

P1n(k) and P2n(k) as

P̂1n(k) =
1

2π

Q1∑
q=1

A1qP1(φq, k)e−inφq (3.16)

P̂2n(k) =
1

2π

Q2∑
q=1

A2qP2(φq, k)e−inφq (3.17)

where Qj ∀j ∈ [1, 2] is the number of microphones in jth array and φq denotes

the angular location of qth microphone. We restrict Qj to its minimum value that

guarantees to evade spatial aliasing [71]

Qj = (2Nj + 1), ∀j ∈ [1, 2] (3.18)

where Nj = dkerj/2e is the truncated soundfield order [60] and d·e denotes ceiling

operation. A1q and A2q are corresponding microphone weights to ensure the validity

of the orthonormality property of exponential functions with a finite number of

elements. For mathematical tractability, we use a uniform-angle sampling scheme

with A1q = 2π/Q1 and A2q = 2π/Q2. Consequently, we solve (3.12) and (3.14) for

αn(k) and βn(k) as

α̂n(k) =
Hn(kr2)P̂1n(k)−Hn(kr1)P̂2n(k)

Jn(kr1)Hn(kr2)− Jn(kr2)Hn(kr1)
(3.19)

β̂n(k) =
Jn(kr1)P̂2n(k)− Jn(kr2)P̂1n(k)

Jn(kr1)Hn(kr2)− Jn(kr2)Hn(kr1)
. (3.20)

In this work, we focus on estimating β̂n(k) in order to extract exterior soundfield.

In the subsequent sections, we demonstrate a few practical applications and exper-

imental validation of the proposed technique based on exterior soundfield estima-
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tion. Note that the proposed approach is equally pertinent for interior soundfield

extraction for applications such as active noise cancellation.

3.2.4 Practical applications

A couple of practical applications of exterior soundfield extraction are presented in

this section.

Selective capturing of a soundfield

The proposed method is useful in capturing soundfields originated from a specific

region. Assuming all the undesired sources lie outside the target zone, the desired

soundfield can be reconstructed by using (3.20) in (3.2):

P̂d(x, k) =

Nd∑
n=−Nd

β̂n(k) Hn(kr) einφ (3.21)

where P̂d(x, k) is the soundfield measured at point x caused by the desired sources

and Nd = dkerd/2e is the exterior soundfield order. rd is the radius of the farthest

source from origin which needs to be known as a priori or estimated using a suitable

localisation algorithm.

Speech dereverberation

The reflected waves in a reverberant room form an interior soundfield irrespective

of the source and microphone positions. Hence, it is possible to model the room

reflections based on the image source method [190]. Under such an assumption,

(3.6) can be used to represent a reverberant room by letting M = 1, Sm(k) = S(k)

being the direct path signal, and L as the total number of reflections and noise

sources with S`(k) containing corresponding amplitude and phase. Under such a

condition, (3.21) represents the spatial filtered version of S(k), i.e., the direct path

signal measured at x. Furthermore, with the knowledge of source DOA, we can
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use (3.4), (3.6) and (3.21) to estimate unfiltered version of S(k) by

Ŝ(k) =
P̂s(x, k)

NS∑
n=−NS

βn(k)Hn(kr)einφ
. (3.22)

Note that, S(k) can also be estimated solely based on a single mode by Ŝ(k) =

β̂n/βn ∀n, however, (3.22) is the preferable approach to avoid occasional Bessel

zeros.

3.3 3D sound Propagation Model

A 3D sound propagation is more generic and practical model compared to the

height-invariant case. The model we developed in the last section to separate inte-

rior and exterior soundfield for height-invariant sound propagation is conceptually

applicable for 3D soundfield as well, however, it requires a large number of mi-

crophones for a large 3D region. Hence, in this section, we devise an alternative

approach to solve the sound separation problem for a 3D soundfield.

3.3.1 Problem description

The spherical harmonic decomposition of a 3D soundfield at any point x ≡ (r, θ, φ)

due to a sound source at ys ≡ (rs, θs, φs) is given by [1, ch. 6]

PI(x, k) =

NI∑
nm

αnm(k) jn(kr) Ynm(x̂), if rs > r (3.23)

PE(x, k) =

NE∑
nm

βnm(k) hn(kr) Ynm(x̂), if rs < r (3.24)

where αnm(k) and βnm(k) are the spherical harmonic coefficients for interior sound-

field PI and exterior soundfield PE, respectively, Ynm(x̂) is the spherical harmonic

of order n and degree m towards x̂ ≡ (θ, φ), and jn(·) and hn(·) are the nth order

spherical Bessel and Hankel functions of the first kind, respectively. The trunca-

tion limits of the soundfield orders are given by NI = dker/2e and NE = dkers/2e
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Figure 3.2: Projection of a 3D soundfield separation aperture setup.

[60]. For a 3D soundfield, we define a spherical shell region χ as the measuring

zone with an inner radius of rI and outer radius rE (Fig. 3.2). Restricting all

the desired sources ζ1 and undesired sources ζ2 inside and outside the spherical

shell, respectively, the observed sound pressure inside χ follows the superposition

principle, i.e.,

P (x, k) = PE(x, k) + PI(x, k) (3.25)

where PE(x, k) and PI(x, k) are the contributions of the desired and undesired

sources, respectively. Given the measured sound pressure P (x, k), our goal is to

estimate αnm(k) and βnm(k) to separate interior and exterior soundfields using

(3.23) and (3.24).

3.3.2 Soundfield separation using an array of HOMs

A higher order microphone (HOM) itself is an array of pressure microphones which

is capable of recording higher order soundfields. Let us consider an array of Q
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HOMs of order V . Each HOM located at a position xq ≡ (rq, θq, φq), where q ∈
[1, Q]. We further assume that each HOM contains Q′ pressure microphones located

at xq′ ≡ (rM , θq′ , φq′) with respect to the local origin of the corresponding HOM,

where q′ ∈ [1, Q′]. Note that all the desired and undesired sources create an interior

soundfield on each HOM irrespective of their positions. Hence, the local soundfield

coefficient for each HOM in the array is given by (2.41)

α(q)
vµ =

1

bv(krM)

Q′∑
q′=1

P (xq′ , k) Y ∗vµ(x̂q′) (3.26)

where ∗ denotes complex conjugate, x̂q′ ≡ (θq′ , φq′), v ∈ [0, V ] and µ ∈ [−v, v] are

local order and degree of each HOM, respectively, and

bv(krM) =

jv(krM) for an open array

jv(krM)− j′v(krM )
h′v(krM )

hv(krM) for a rigid array.
(3.27)

Applying the addition theorem for Bessel and Hankel functions [62], [191] in (3.23),

(3.24), (3.25) and (3.26), we can relate the global coefficients αnm and βnm with

the local coefficients α
(q)
vµ as

α(q)
vµ (k) =

NI∑
nm

αnm(k) Ŝmµnv (xq) +

NE∑
nm

βnm(k) Smµnv (xq) (3.28)

where

Ŝmµnv (xq) = 4πi(v−n)

n+v∑
`=0

i`(−1)m j`(krq) Y`(m−µ)(x̂q) W1W2 ξ (3.29)

Smµnv (xq) = 4πi(v−n)

n+v∑
`=0

i`(−1)m h`(krq) Y`(m−µ)(x̂q) W1W2 ξ (3.30)

with

W1 =

(
n v `

0 0 0

)
and W2 =

(
n v `

−m µ (m− µ)

)
(3.31)



60 Soundfield Separation over a Large Spatial Region

denoting Wigner 3-j symbols [189], x̂q ≡ (θq, φq), and

ξ =

√
(2n+ 1)(2v + 1)(2`+ 1)

4π
. (3.32)

Rewriting (3.28) in a matrix form, we get

α = Td (3.33)

where

α ∈ CQ(V+1)2

= [α
(1)
00 (k), . . . α

(1)
V V (k), . . . α

(Q)
00 (k), . . . α

(Q)
V V (k)]T (3.34)

d ∈ C(NI+1)2+(NE+1)2

= [α00(k), . . . αNINI
(k), β00(k), . . . βNENE

(k)]T (3.35)

T =


Ŝ00

00(x1) . . . . . . ŜNI0
NI0(x1) S00

00(x1) . . . . . . SNE0
NE0(x1)

...
...

...
...

...
...

...
...

Ŝ0V
0V (xQ) . . . . . . ŜNIV

NIV
(xQ) S0V

0V (xQ) . . . . . . SNEV
NEV

(xQ)

 (3.36)

with C being the set of complex numbers. Eq. (3.33) can be solved for the sound-

field coefficients d by

d̂ = T †α (3.37)

where (·)† denotes pseudo-inverse operation on a matrix. Note that, to avoid an

under-determined system of (3.33), at least Qmin HOMs are required in the array,

where

Qmin =
(NI + 1)2 + (NE + 1)2

(V + 1)2
. (3.38)

3.3.3 Practical applications

Similar to the height-invariant case, the estimated αnm and βnm can be used in

reconstructing desired soundfield. A couple of examples are given below.



3.4 Experimental Results 61

Interior-exterior separation

We attain interior and exterior separation of a mixed soundfield by using α̂nm(k)

and β̂nm(k) from (3.37) in (3.23) and (3.24) as

P̂I(x, k) =

NI∑
nm

α̂nm(k) jn(kr) Ynm(x̂) (3.39)

P̂E(x, k) =

NE∑
nm

β̂nm(k) hn(kr) Ynm(x̂). (3.40)

Equation (3.40) eliminates all the undesired sources outside rE along with external

noise and reflections. Conversely, (3.39) is useful in estimating undesired sound-

field to compute the driving signal for the secondary speakers in an active noise

cancellation task.

Sound source extraction

P̂E(x, k) of (3.40) can be considered as the free field response at x due to a point

source excitation SE(k) at ys ≡ (rs ≤ rE, θs, φs). Hence, the source excitation can

be estimated as

ŜE(k) =
P̂E(x, k)

PE(x, k)
(3.41)

where the corresponding free-field unit amplitude response PE(x, k) is obtained by

using the analytical value of βnm(k) from (2.26) in (3.24).

3.4 Experimental Results

This section contains experimental evaluations and analysis of the performances of

the two algorithms we have discussed in this chapter.

3.4.1 Dual surface approach for height-invariant soundfield

First we demonstrate the performance of the dual surface approach using a height-

invariant sound propagation model. Unless specified otherwise, the following pa-
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rameter settings were used for the simulations: r1 = 1 m, r2 = 1.5 m, rs = 0.5 m,

φs = π/3 and c = 343 m/s.

Array design

Theoretically, for a perfect reconstruction, we require at least Q1 = (2N1 + 1) and

Q2 = (2N2+1) microphones in array 1 and array 2, respectively. At high frequency,

it requires a large number of microphones to achieve aliasing-free reproduction

of a soundfield. However, in some practical scenarios, it may deem acceptable

and more appropriate to reduce the number of microphones at the expanse of

constrained reproduction error. In this exercise, we gradually introduced spatial

aliasing error by reducing number of microphones in the arrays and observed its

impact in spatial reconstruction. We are going to show that for a bounded aliasing

error, the estimation error remains within an acceptable limit. Note that, the

term acceptable is subjective, and depends on the usage and error sensitivity of the

system.

For simplicity, we used the same number of microphones Q for both the arrays

in our simulation. To measure the performance, we defined the following coefficient

estimation error

Cerr =

∑
∀n
|βn(k)− β̂n(k)|∑
∀n
|βn(k)| (3.42)

where |·| denotes absolute value. We used 20 random sources, 10 point sources and

10 plane waves, to simulate the undesired soundfield using the 2D wave propagation

model as [186]

P`(x, k) =

A` i
4
H0(k ‖x− y`‖) for point source,

A` e
−ik ŷ`·x for plane wave

(3.43)

where ‖·‖ denotes Euclidean distance. The signal magnitude A` and source location

y` were chosen randomly outside r2.

Fig. 3.3 plots Cerr against various Q in distinct frequencies. As expected, Cerr

is negligible when Q ≥ Q2. However, we can make an intriguing observation in the

region Q1 ≤ Q ≤ Q2 where Cerr remains low up to some extent. This is likely due
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Figure 3.3: βn(k) estimation error for different number of microphones in the arrays.

to the fact that, the exterior soundfield order is determined by the source radius R

(Fig. 3.1), thus the exterior soundfield order remains bounded by Ns < N1 < N2

in the proposed model. Hence, the contribution of the higher orders gradually

decreases beyond N1 for the exterior soundfield. We can further observe that, as

we start reducing the number of microphones (Q) in the array from the theoretical

lower bound of Q2, the impact of spatial aliasing on estimation error becomes

prominent much earlier in the lower frequencies. Therefore, depending on the

frequency, array radii, and microphone spacing, it is possible to capture an exterior

soundfield with Q < Q2. However, for estimating an interior soundfield to capture

the undesired sources, it is required to obey the theoretical limit of Q ≥ Q2. In this

work, we chose Q in heuristic manner based on the highest frequency component

of the signal.

Exterior soundfield recording

The next set of simulations was designed to extract desired soundfield from the

same mixed acoustic scenario we used in the previous section. The environment

was set to have f = 1 kHz, L = 20, M = 1, andQ = 70 which was intentionally kept



64 Soundfield Separation over a Large Spatial Region

x(m)

-2 0 2

y
(m

)

-3

-2

-1

0

1

2

3

0

0.1

0.2

0.3

0.4

0.5

(a)

x(m)

-2 0 2

y
(m

)

-3

-2

-1

0

1

2

3

0

0.1

0.2

0.3

0.4

0.5

(b)

x(m)

-2 0 2

y
(m

)

-3

-2

-1

0

1

2

3

0

0.1

0.2

0.3

0.4

0.5

(c)

x(m)

-2 0 2

y
(m

)

-3

-2

-1

0

1

2

3

0

0.1

0.2

0.3

0.4

0.5

(d)

Figure 3.4: soundfield recording with f = 1 kHz, Q = 70, r1 = 1 m, r2 = 1.5
m, rs = 0.5 m and φs = π/3. The black circle denotes the source area. (a)
Original soundfield, (b) combined soundfield with 20 undesired sources outside r2,
(c) reconstructed soundfield without thermal noise and (d) reconstructed soundfield
with 30 dB thermal noise.

lower than Q2. Fig. 3.4(a) and 3.4(b) show the desired and the mixed soundfields,

respectively. We performed the extraction process under two different conditions.

In the first case, we explored the ideal case with no measurement inaccuracy which

resulted in a perfect reconstruction of the desired soundfield (Fig. 3.4(c)).

In real world applications, often the measurements we obtain get tainted by the

external factors and deviations. One of the major reasons for inaccurate measure-
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ments is the thermal noise that exists at the pressure sensors of the microphones

caused by the thermal vibrations. This induces random noise in the observed mi-

crophone signals, P1 and P2 of (3.8) and (3.9), respectively. To replicate a realistic

scenario and evaluate the performance of the proposed algorithm under practical

deviations, we added random white Gaussian noise at each microphone while main-

taining a combined signal to noise ratio (SNR) of 30 dB at each microphone array.

The SNR at each microphone array was calculated by

SNRj =

Qj∑
q=1

|Pj(φq, k)|2

σ2Qj

, for j ∈ [1, 2] (3.44)

where σ2 is the noise power.

The estimated soundfield in the presence of thermal noise is shown in Fig.

3.4(d). The thermal noise introduces a low level of distortion in the expected

outcome, however, it still exhibits a good resemblance with the intended soundfield.

Note that, the distortion is entirely due to the measurement inaccuracies caused by

the microphone internal noise, as the proposed method inherently cancels out all

the external noise sources lying outside r2. Furthermore, the seemingly directional

energy flux is random and changes its direction in each realisation.

Application in broadband soundfield separation

So far, we have measured the performance of the proposed algorithm using narrow-

band signals. However, as many acoustic scenarios involve broadband processing,

this section demonstrates the proposed algorithm’s ability to perform the sound-

field separation of broadband signals. To this end, we apply the proposed technique

to achieve speech dereverberation in different reverberant environments simulated

using the image source method [190]. The image source method imitates the re-

flections as point sources at varying distances. Hence, in the context of this work,

the reflections can be considered originating from external point sources which

contribute to interior soundfield in the microphone positions. Our objective is to

suppress the reflections in order to extract the direct path signal by virtue of the

proposed interior-exterior soundfield separation technique.
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Figure 3.5: Dereverberation performance in the presence of 30dB thermal noise.
The legend entry Reconstructed indicates the direct path signal measured at
(r1, π/3) whereas Estimated denotes the extraction of the source signal.

We evaluated speech dereverberation performance in two different hypothetical

2D rooms with [8 × 8] m and [5 × 5] m dimensions. We used the image method

to simulate reverberant conditions in those rooms with (r1, r2, rs) being (2.5, 3, 1)

m and (1, 1.5, 0.5) m, respectively. Each image source was modelled as a 2D point

source in space. Clean speech data were taken from WSJCAM0 corpus [192] and

re-sampled at fs = 8 kHz to reduce computational cost. A 256-point discrete

Fourier transform was used with a 20 ms window and 50% overlap. We evalu-

ated the performance of dereverberation in terms of frequency-weighted segmental

SNR (FWSegSNR) and cepstral distance (CD) [193]. For reference, an increase

in FWSegSNR and reduction in CD indicate a better performance in terms of

dereverberation and background noise suppression.
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For a Nyquist frequency of 4 kHz, the required numbers of microphone are given

by (3.18) as [Q1, Q2] = [499, 599] and [201, 301] for room 1 and 2, respectively.

However, based on the discussion on array design in the previous section, we used

a reduced number of microphones Q = 325 and 175 for room 1 and 2, respectively.

The simulation results are shown in Fig. 3.5 for different reflection coefficients. We

measured the performance of reconstructed exterior soundfield P̂ and estimated

clean speech Ŝ at (r1, π/3) in the presence of thermal noise. We observe up to 1

dB and 1.5 dB improvements in terms of FWSegSNR and CD for P̂ , respectively.

However, a significant improvement of FWSegSNR is detected in case of Ŝ, except

for room 2 at high reverberant condition which can be caused by the truncation

and aliasing error. As FWSegSNR measures the spectral similarities, Ŝ shown a

better result compared to the spatially filtered version of P̂ . The improved SNR

for Ŝ comes at the cost of an additional requirement to know the source position

contrary to P̂ which can be estimated only from the knowledge of source radius.

The latter case is particularly useful when the speakers are located at fixed radial

positions (e.g., in a meeting room). Note that, CD between the processed output

does not exhibit a large difference which indicates that both Ŝ and P̂ attain the

same level of performance in terms of speech distortion.

3.4.2 HOM-based approach for 3D sound propagation

In this section, we continue our discussion on performance evaluation of the pro-

posed 3D soundfield separation technique employing an array of HOMs.

Array geometry & simulation criteria

The conventional sampling schemes [73] require to place the microphones around a

sphere in a regular pattern, which is often inconvenient for physical implementation.

Hence, we propose to distribute the HOMs in 3 distinct planes at 45◦, 90◦ and 135◦

elevations on the surface of a sphere (Fig. 3.6) and solve the problem in a least-

square sense to avoid distortion due to irregular distribution of microphones. In the

simulation, the radial distance of each HOM was randomised within a spherical shell

between 0.8−1.0m to improve robustness against ill-posed problem. We embraced

the theory of over-sampling [61] by a factor of κ = 0.75 and calculated the total
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HOM

Figure 3.6: The higher order microphones are placed along the dotted lines in 3
rings around the sphere. The desired and undesired sources need to be inside and
outside the sphere, respectively.

number of HOMs in the array as Q = Qmin/κ (i.e. Q = 39 at 1 KHz frequency

with a source radius of 0.1 m). The HOMs were evenly distributed on the three

elevation planes with each plane consisting of Q/3 HOMs. Each HOM was assumed

to be rigid and of 4th order, i.e. V = 4, with uniformly distributed sensors. The

sound pressure at each sensor of the HOMs were simulated assuming point sources,

however, the method is equally applicable for directional or non-point sources as

well. We simulated the thermal noise by adding complex white Gaussian noise at

each sensor of the HOM in such a way that the combined array signal to noise ratio

remains at 30 dB. All the measurements and calculations were performed in the

frequency domain.
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Figure 3.7: The reconstructed soundfields on 2 different planes for a desired source
at 0.1m from the origin with 5 random interfering sources. 30 dB thermal noise
was added to the microphone measurements.
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Extraction of an exterior soundfield

Based on the aforementioned setup, we intend to extract the desired soundfield

originated from a bounded region in the presence of external interfering sources

as well as thermal noise at microphones. The simulations were performed at 1

KHz frequency with Q = 39 and a desired source 0.1 m from the origin. We

considered 5 interfering sources distributed randomly outside the spherical shell

χ. Fig. 3.7 demonstrates the reconstruction accuracy on 2 different planes. The

left column of Fig. 3.7 exhibit, respectively from top to bottom, the reference,

measured, and reconstructed soundfield on XZ-plane y = 1.2 m. The similar

plots are shown on the right-sided column of Fig. 3.7, but with respect to the

XY plane at z = 0m. The reconstructed soundfields in both the planes confirm

that the 3D soundfield separation technique is capable of accurately extracting the

exterior soundfields. We also observe that, unlike the height-invariant case in Fig.

3.4, the HOM-based separation does not exhibit any visible distortion due to the

measurement inaccuracy contributed by the thermal noise. This certifies that an

array of rigid HOMs is more robust in a practical environment compared to the

dual surface approach.

We also measured the estimation error for various source radii and frequencies.

The estimation error was defined by

ε(k) =

∑
∀x
|PE(x, k)− P̂E(x, k)|2∑

∀x
|PE(x, k)|2 . (3.45)

The results were accumulated over 10 trials where the desired and interfering

sources were positioned randomly in each trial. We considered a 3D region from

−6 m to 6 m in each dimension with respect to the origin and calculated average

estimation error within the region. Fig. 3.8(a) shows that the estimation error

remains low in the designated frequency range. The estimation error also remains

insignificant in the plotted radii range, as shown in Fig. 3.8(b), however, it shows

a gradually increasing trend for a larger source region. This suggests that as we

keep increasing the source radius, the estimation may fail at some point due to

mathematical instability of the translation matrix. To overcome this issue, a proper
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Figure 3.8: Estimation error against different (a) frequencies (rE = 0.1m) and (b)
source radii (f = 1 KHz). The term ”noisy” denotes the presence of measurement
inaccuracy due to thermal noise.

regularisation [44] method should be accompanied to solve an ill-posed problem.

Note that, the angular source position does not have any significant impact on the

estimation error due to the fact that the soundfield order NE depends only on the

source radius.

Real-world applications

The proposed method offers a proficient conceptual model for 3D soundfield sepa-

ration in a mixed acoustic environment. The algorithm offers numerous application

in real-world scenarios as we discussed in the preceding chapters. However, it re-
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quires a large number of microphones to deal with a large spatial region and high

frequency contents. Hence, at the current state, the concept is more practical to

apply in certain areas that deal with low frequencies, such as active noise can-

cellation, or a smaller spatial region like a wearable recording device in a aircraft

cockpit. Furthermore, it is possible to implement the idea with a reduced number

of microphones by imposing certain constraints or assuming priors on the acoustic

environments as done in the following subsequent works [194], [195].

3.5 Summary

This work introduced soundfield separation techniques for 2D and 3D soundfields

based on near-field acoustical holography. The followings are the major contribu-

tions and findings reached at the end of this work:

• A soundfield separation technique was devised for height-invariant sound

propagation using two concentric circular arrays. The theoretical develop-

ment was complemented by experimental validation in terms of soundfield

reproduction and speech dereverberation under various acoustic conditions.

• We developed a novel technique of 3D soundfield separation by applying near-

field acoustical holography with higher order microphones. The advantages

of employing higher order microphones in near-field acoustical holography

are multi-folds: (1) it allows soundfield separation using a single holographic

plane, (2) it offers a logistical advantage by reducing the microphone density,

(3) it improves robustness of system due to the inherent characteristics of

rigid HOMs.

• We showed that both the techniques are capable of extracting exterior sound-

fields from mixed measurements irrespective of the number and nature of

interfering sources.

• The HOM-based model was found to be more robust against thermal noise

at the microphones.

• We proposed a sparse distribution of higher order microphones to reduce the

design complexity by offering a simpler array geometry.
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• We performed multiple stress tests with both the models to investigate their

robustness against the variation of frequencies, number of microphones, and

the size of the source region.

The soundfield separation technique is useful as a standalone application in different

fields of acoustics. It can also be used as a pre-processing tool to a source separation

algorithm to suppress the undesired soundfields and enhance the performance. In

the next chapter, we are going to focus on developing a mathematical model for the

modal coherence of a soundfield which can be exploited in accomplishing various

signal processing tasks such as source separation and DOA estimation.
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Chapter 4

PSD Estimation from Modal

Coherence of a Noisy and

Reverberant Soundfield

In the previous chapter, we devised multiple techniques for spatial sepa-

ration of a soundfield. However, various practical applications require a

finer dissection of a soundfield down to its individual source components.

In pursuit of an efficient source separation algorithm, this chapter lay

the basic foundation by developing a mathematical model for the modal

coherence of the spherical harmonic coefficients of a noisy and reverber-

ant soundfield in the presence of multiple sound sources. Subsequently,

we exploit the model to estimate the power spectral densities (PSD) of

the individual sound components in a least-square sense. We also in-

vestigate certain implementation issues and offer engineering solutions

to them. The performance of the proposed algorithm is evaluated in

real-life environments using a commercially available microphone array

in order to incorporate the deviations incurred in a real-world scenario.

77
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4.1 Introduction

The spherical harmonic decomposition of a soundfield offers an intuitive description

of a soundfield behaviour. Hence, by delving into the underlying spatial structure of

a soundfield in terms of the modal coherence of its spherical harmonic coefficients,

one can expect to better understand the soundfield characteristics and extract its

fundamental elements. In this work, we develop a novel mathematical model for a

noisy and reverberant soundfield and exploit the model in estimating power spectral

densities of the desired signal as well as of the reverberation and coherent noise

components in a multi-source environment.

The power spectral density (PSD) of an audio signal carries useful information

about the signal characteristics. Many spectral enhancement techniques, most

commonly the Wiener filter and spectral subtraction methods, use the knowledge

of the PSD to suppress undesired signal components such as background noise[108],

late reverberation [109], [196], or both [111]. Other applications of the knowledge

of PSD include computing direct to reverberation energy ratio (DRR) [107] or

separating sound sources in a mixed acoustic environment [8]. Most of the existing

spectral enhancement techniques focused on estimating PSD components under

strict assumptions such as a noiseless, free-field or a single-source scenario [8],

[107], [110]–[113], [116]. We intend to release those restrictions and approach the

problem by decomposing the soundfield into space using a set of orthogonal basis

functions.

Exploiting different properties of the spherical harmonics and relevant functions,

we develop a model to express a complex soundfield and use that for various pur-

poses. The orthogonality of the spherical harmonic basis functions ensures a well-

posed solution without imposing any additional design criteria [113]. Additionally,

in contrast to the conventional beamformer-based methods [8] where only the auto-

correlation coefficients of the beamformer output were used, we also incorporate

the cross-correlation between the spherical harmonic coefficients in our solution.

This latter approach was used in [107], [116] for estimating DRR in a single-source

environment. The additional correlation coefficients make the algorithm suitable

for separating a large number of sources compared to the conventional techniques.

We also carry out detailed theoretical analysis, demonstrate the practical impact,
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and offer engineering solutions to various implementation challenges such as the

Bessel-zero issue which, if not addressed in a correct way, significantly limits the

performance of the system.

The rest of the chapter is organised as follows. Section 4.2 contains the problem

statement and defines the objective of the work. In Section 4.3, we develop a math-

ematical model of modal coherence of a noisy and reverberant environment. We use

the modal framework in Section 4.4 to devise a PSD estimation technique. Finally

in Section 4.5, we evaluate and compare the performance of the proposed algorithm

with other contemporary methods based on objective metrics and graphical aids.

4.2 Problem Formulation

Let us consider a microphone array consisting of Q microphones to capture the

soundfield in a noisy reverberant room with L distinct sound sources. The received

signal at the qth microphone is given by

p(xq, t) =
L∑
`=1

h`(xq, t) ∗ s`(t) + z(xq, t) (4.1)

where q ∈ [1, Q], ` ∈ [1, L], xq ≡ (rq, θq, φq) denotes the qth microphone position,

h`(xq, t) is the RIR between the `th source and the qth microphone, t is the discrete

time index, ∗ denotes the convolution operation, s`(t) is the source excitation for

the `th sound source, and z(xq, t) is the coherent noise1 at the qth microphone

position. The RIR can be decomposed into two parts

h`(xq, t) = h
(d)
` (xq, t) + h

(r)
` (xq, t) (4.2)

where h
(d)
` (xq, t) and h

(r)
` (xq, t) are the direct and reverberant path components,

respectively. Substituting (4.2) into (4.1) and converting into frequency domain

1Here the coherent noise refers to the coloured background noise, different from the white ther-
mal noise, which can be originated from any unknown noise source such as room air-conditioning
system.
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using short-time Fourier transform (STFT), we obtain

P (xq, τ, k) =
L∑
`=1

S`(τ, k)

(
H

(d)
` (xq, τ, k) +H

(r)
` (xq, τ, k)

)
+ Z(xq, τ, k) (4.3)

where {P, S,H, Z} represent the corresponding signals of {p, s, h, z} in the STFT

domain, τ is the time frame index, k = 2πf/c, f denotes the frequency, and c is

the speed of sound propagation. In the subsequent sections, the time frame index

τ is omitted for brevity.

Given the measured sound pressure p(xq, t) ∀q, we aim to estimate the individ-

ual source PSDs, E
{
|S`(k)|2

}
∀`, where E{·} represents the expected value over

time.

4.3 Modal Framework for PSD Estimation

In this section, we develop a spherical harmonic domain framework to establish the

relationship between the soundfield coefficients and the individual PSD components

in a multi-source noisy and reverberant environment. We use this model in Section

4.4 to estimate individual PSD components from a mixed recording.

4.3.1 Spatial domain representation of room transfer func-

tion

We model the direct and reverberant path of room transfer function (RTF) in the

spatial domain as

H
(d)
` (xq, k) = G

(d)
` (k) eik ŷ`·xq (4.4)

H
(r)
` (xq, k) =

∫
ŷ

G
(r)
` (k, ŷ) eik ŷ·xq dŷ (4.5)

where G
(d)
` (k) represents the direct path gain for the `th source, i =

√
−1, ŷ` is a

unit vector towards the direction of the `th source, and G
(r)
` (k, ŷ) is the reflection

gain at the origin along the direction of ŷ for the `th source. Hence, we obtain the

spatial domain equivalent of (4.3) by substituting the spatial domain RTF from
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(4.4) and (4.5) as

P (xq, k) =
L∑
`=1

S`(k)

(
G

(d)
` (k) eik ŷ`·xq +

∫
ŷ

G
(r)
` (k, ŷ) eik ŷ·xq dŷ

)
+ Z(xq, k).

(4.6)

4.3.2 Spherical harmonic decomposition

In this section, we formulate the spherical harmonic expansion of (4.6) based on

the harmonic decomposition theory discussed in Section 2.5. Although the subse-

quent theory is developed for a spherical microphone array, the proposed method

is equally effective with various shapes and designs of sensor arrays as long as they

meet a few basic criteria of harmonic decomposition [63], [65]–[68], [71].

A continuous function F (x̂) over a sphere can be expressed in the spherical

harmonic domain as

F (x̂) =
∞∑
nm

anmYnm(x̂) (4.7)

where x̂ ≡ (1, θ, φ) is defined over a sphere,
(·)∑
nm

≡
(·)∑
n=0

n∑
m=−n

, Ynm(·) denotes the

spherical harmonic of order n and degree m, and anm indicates corresponding

coefficient. Accordingly, the spherical harmonic decomposition of the 3D incident

soundfield of (4.6) is given by [1]

P (xq, k) =
∞∑
nm

αnm(k) jn(kr)︸ ︷︷ ︸
anm(kr)

Ynm(x̂q) (4.8)

where r is the array radius, x̂q = xq/r is a unit vector towards the direction of the

qth microphone, and αnm(k) is the array-independent soundfield coefficient. Eq.

(4.8) can be truncated at the soundfield order N = dker/2e due to the high-pass

nature of the higher order Bessel functions [60], [166], where e ≈ 2.7183 and d·e
denoting the ceiling operation. The soundfield coefficients αnm(k) can be estimated

using the technique outlined in Section 2.5.5 where a lower bound Q ≥ (N + 1)2

needs to be imposed in order to avoid spatial aliasing.

Similarly, the spherical harmonic decomposition of the coherent noise compo-
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nent Z(xq, k) of (4.6) is

Z(xq, k) =
∞∑
nm

ηnm(k)jn(kr)Ynm(x̂q) (4.9)

where ηnm(k) is the soundfield coefficient due to the coherent noise sources. Finally,

the spherical harmonic expansion of the Green’s function is given by [185, pp. 27–

33]

eik ŷ`·xq =
∞∑
nm

4πin Y ∗nm(ŷ`) jn(kr) Ynm(x̂q) (4.10)

where (·)∗ denotes the complex conjugate operation. Using (4.8), (4.9) and (4.10)

in (4.6), we obtain the harmonic-domain representation of a noisy reverberant

soundfield by

∞∑
nm

αnm(k)jn(kr)Ynm(x̂q) =

∞∑
nm

[
4πin

L∑
`=1

S`(k)

(
G

(d)
` (k) Y ∗nm(ŷ`) +

∫
ŷ

G
(r)
` (k, ŷ) Y ∗nm(ŷ) dŷ

)

+ ηnm(k)

]
jn(kr)Ynm(x̂q). (4.11)

Hence, the expression for the combined soundfield coefficients is obtained from

(4.11) as

αnm(k) = 4πin
L∑
`=1

S`(k)

(
G

(d)
` (k) Y ∗nm(ŷ`) +

∫
ŷ

G
(r)
` (k, ŷ) Y ∗nm(ŷ) dŷ

)
+ ηnm(k)

(4.12)

= λnm(k) + ηnm(k) (4.13)

where λnm(k) is defined as the soundfield coefficients related to the direct and

reverberant components of the sound signals.

It is important to note that we consider a far-field sound propagation model

in (4.4) and (4.5). For a near-field sound propagation, the corresponding Green’s
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function and its spherical harmonic expansion is defined as [185, pp. 31]

eik‖xq−y`‖

4π ‖xq − y`‖
=
∞∑
nm

ik hn(kr`) Y
∗
nm(ŷ`) jn(kr) Ynm(x̂q) (4.14)

where y` = (r`, ŷ`) is the position vector of `th source and ‖·‖ denotes the Euclidean

distance. In this work, we use the far-field assumption for mathematical tractabil-

ity, however, the model is equally applicable for a near-field sound propagation.

4.3.3 Spatial coherence of the soundfield coefficients

In this section, we propose novel techniques to develop closed form expressions of

the spatial coherence between the harmonic coefficients of reverberant and noise

fields in a multi-source environment. From (4.12), the spatial coherence between

αnm(k) and αn′m′(k) is

E
{
αnm(k)α∗n′m′(k)

}
= E

{
λnm(k)λ∗n′m′(k)

}
+ E

{
ηnm(k)η∗n′m′(k)

}
(4.15)

where we assume uncorrelated speech and noise sources, i.e.

E
{
λnm(k) η∗n′m′(k)

}
= 0. (4.16)

Spatial coherence of the direct and reverberant components

From (4.12) and (4.13), the spatial cross-correlation between the direct and rever-

berant path coefficients is

E
{
λnm(k)λ∗n′m′(k)

}
= Cnn′

L∑
`=1

L∑
`′=1

E{S`(k) S∗`′(k)}×

E

{(
G

(d)
` (k) Y ∗nm(ŷ`) +

∫
ŷ

G
(r)
` (k, ŷ) Y ∗nm(ŷ) dŷ

)
×(

G
(d)∗
`′ (k) Yn′m′(ŷ`′) +

∫
ŷ′
G

(r)∗
`′ (k, ŷ′) Yn′m′(ŷ

′) dŷ′
)}

(4.17)
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where Cnn′ = 16π2in−n
′
. Due to the autonomous behaviour of the reflective surfaces

in a room (i.e., the reflection gains from the reflective surfaces are independent from

the direct path gain), the cross-correlation between the direct and reverberant gains

is negligible, i.e.,

E
{
G

(d)
` (k) G

(r)∗
` (k, ŷ)

}
= 0. (4.18)

Furthermore, we assume that the sources are uncorrelated with each other, and so

are the reverberant path gains from different directions, i.e.

E
{
S`(k) S∗`′(k)

}
= E

{
|S`(k)|2

}
δ``′ (4.19)

E
{
G

(r)
` (k, ŷ) G

(r)∗
` (k, ŷ′)

}
= E

{
|G(r)

` (k, ŷ)|2
}
δŷŷ′ (4.20)

where |·| denotes absolute value. Using (4.18), we eliminate the cross terms of the

right hand side of (4.17) and deduce

E
{
λnm(k)λ∗n′m′(k)

}
= Cnn′

L∑
`=1

L∑
`′=1

E
{
S`(k) S∗`′(k)

}
(
E
{
G

(d)
` (k) G

(d)∗
`′ (k)

}
Y ∗nm(ŷ`) Yn′m′(ŷ`′)+∫

ŷ

∫
ŷ′
E
{
G

(r)
` (k, ŷ) G

(r)∗
`′ (k, ŷ′)

}
Y ∗nm(ŷ) Yn′m′(ŷ

′) dŷ dŷ′
)
. (4.21)

Defining Φ`(k) =
(
E
{
|S`(k)|2

}
E
{
|G(d)

` (k)|2
})

as the PSD of the `th source at the

origin, we use (4.19) and (4.20) in (4.21) to obtain

E
{
λnm(k)λ∗n′m′(k)

}
= Cnn′

L∑
`=1

(
Φ`(k) Y ∗nm(ŷ`) Yn′m′(ŷ`)

+ E
{
|S`(k)|2

}∫
ŷ

E
{
|G(r)

` (k, ŷ)|2
}
Y ∗nm(ŷ) Yn′m′(ŷ) dŷ

)
. (4.22)
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Since |G(r)
` (k, ŷ)|2 is defined over a sphere, we can represent it using the spherical

harmonic decomposition as

E
{
|G(r)

` (k, ŷ)|2
}

=
V∑
vu

E
{
γ(`)
vu (k)

}
Yvu(ŷ) (4.23)

where γ
(`)
vu (k) is the coefficient of the power of a reverberant soundfield due to `th

source and V is a non-negative integer defining corresponding order. Substituting

the value of E{|G(r)
` (k, ŷ)|2} from (4.23) into (4.22), we derive

E
{
λnm(k)λ∗n′m′(k)

}
= Cnn′

L∑
`=1

(
Φ`(k) Y ∗nm(ŷ`) Yn′m′(ŷ`)

+ E
{
|S`(k)|2

} V∑
vu

E
{
γ(`)
vu (k)

} ∫
ŷ

Yvu(ŷ) Y ∗nm(ŷ) Yn′m′(ŷ) dŷ

)
. (4.24)

Using the definition of Wigner constants W u,m,m′

v,n,n′ from Appendix A.1, we rewrite

(4.24) as

E
{
λnm(k)λ∗n′m′(k)

}
=

L∑
`=1

Φ`(k) Cnn′ Y
∗
nm(ŷ`) Yn′m′(ŷ`) +

V∑
vu

Γvu(k) Cnn′ W
u,m,m′

v,n,n′ (4.25)

where

Γvu(k) =

(
L∑
`=1

E{|S`(k)|2} E
{
γ(`)
vu (k)

})
(4.26)

is the total reverberant power for order v and degree u. Please note that the spatial

correlation model developed in [116] was derived for a single source case, i.e. L = 1,

and did not include background noise in the model.
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Spatial correlation model for coherent noise

In a similar way (2.40) was derived, we obtain the expression for ηnm from (4.9) as

ηnm(k) =
1

bn(kr)

∫
x̂

Z(x, k) Y ∗nm(x̂) dx̂ (4.27)

where x = (r, x̂). Hence, we deduce

E
{
ηnm(k)η∗n′m′(k)

}
=

1

|bn(kr)|2
∫
x̂

∫
x̂′
E
{
Z(x, k)Z∗(x′, k)

}
Y ∗nm(x̂)Yn′m′(x̂

′) dx̂ dx̂′. (4.28)

The spatial correlation of the coherent noise is given by [197]

E
{
Z(x, k)Z∗(x′, k)

}
= E

{
|Z(x, k)|2

} N∑
nm

jn(k ‖x− x′‖)

4πin Ynm

(
x′ − x
‖x− x′‖

)∫
ŷ

E {|A(ŷ)|2}∫
ŷ
|A(ŷ)|2dŷ Y ∗nm(ŷ) dŷ (4.29)

where A(ŷ) is the complex gain of the noise sources from ŷ direction. In a re-

verberant room, the noise field can be assumed to be diffused [198], hence (4.29)

reduces to

E
{
Z(x, k)Z∗(x′, k)

}
= Φzx(k) j0(k ‖x− x′‖) (4.30)

where Φzx(k) is the PSD of the noise field at x. Furthermore, for the sake of

simplicity, we assume that the noise field is spatially white within the small area of

a spherical microphone array (e.g., a commercially available spherical microphone

array Eigenmike [199] has a radius of 4.2 cm), i.e. Φzx(k) = Φz(k) ∀x. Hence,

from (4.28) and (4.30), we get

E
{
ηnm(k)η∗n′m′(k)

}
=

Φz(k)
1

|bn(kr)|2
∫
x̂

∫
x̂′
j0(k ‖x− x′‖) Y ∗nm(x̂) Yn′m′(x̂

′) dx̂ dx̂′. (4.31)
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The combined model

Finally, from (4.25) and (4.31), we obtain the complete model of the spatial corre-

lation in a noisy reverberant environment as

E
{
αnm(k)α∗n′m′(k)

}
=

L∑
`=1

Φ`(k) Υn′m′

nm (ŷ`) +
V∑
vu

Γvu(k) Ψm,m′,u
n,n′,v + Φz(k) Ωn′m′

nm (k)

(4.32)

where

Υn′m′

nm (ŷ`) = Cnn′ Y
∗
nm(ŷ`) Yn′m′(ŷ`) (4.33)

Ψm,m′,u
n,n′,v = Cnn′ W

u,m,m′

v,n,n′ (4.34)

Ωn′m′

nm (k) =
1

|bn(kr)|2
∫
x̂

∫
x̂′
j0(k ‖x− x′‖) Y ∗nm(x̂) Yn′m′(x̂

′) dx̂ dx̂′. (4.35)

The integrals of (4.35) can be evaluated using a numerical computing tool. An

approximation of (4.35) can be made through the finite summations as

Ωn′m′

nm (k) ≈ 1

|bn(kr)|2
Q′∑
q=1

Q′∑
q′=1

wq w
∗
q′ j0(k ‖xq − xq′‖) Y ∗nm(x̂q) Yn′m′(x̂q′) (4.36)

where x̂q and wq are chosen such a way that the orthonormal property of the

spherical harmonics holds. Also, a closed-form expression for (4.35) is derived

in Appendix A.2 with the help of the addition theorem of the spherical Bessel

functions [184] as

Ωn′m′

nm (k)=
(4π)

3
2 i(n−n

′)jn(kr)jn′(kr)W
0,−m,−m′
0,n,n′

|bn(kr)|2 . (4.37)

The spatial correlation model of (4.32) is developed considering a far-field sound

propagation. Following the discussion of Section 4.3.1, it is evident from (4.10) and

(4.14) that a near-field source consideration for the direct path signals changes the

direct path coefficient Υn′m′
nm (ŷ`) of (4.32) as

Υn′m′

nm (ŷ`, k) = k2hn(kr`)h
∗
n′(kr`) Y

∗
nm(ŷ`) Yn′m′(ŷ`). (4.38)
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Hence, to design a system with near-field sources, we require the additional knowl-

edge of the source distance r`.

4.4 PSD Estimation

In this section, we reformulate (4.32) into a matrix form and solve it in the least

square sense to estimate the source, reverberant and noise PSDs. We also discuss

an implementation issue and offer engineering solutions to the problem.

4.4.1 Source PSDs

Defining

Λn′m′

nm = E
{
αnm(k)α∗n′m′(k)

}
, (4.39)

we can write (4.32) in a matrix form by considering the cross-correlation between

all the available modes as

Λ = T Θ (4.40)

where

Λ = [Λ00
00 Λ1−1

00 . . .ΛNN
00 Λ00

1−1 . . .Λ
NN
NN ]T1×(N+1)4 (4.41)

T =


Υ00

00(ŷ1) . . . Υ00
00(ŷL) Ψ0,0,0

0,0,0 . . . Ψ0,0,V
0,0,V Ω00

00
...

...
...

...
...

...
...

...
...

...
...

...
...

...

ΥNN
NN(ŷ1) . . . ΥNN

NN(ŷL) ΨN,N,0
N,N,0 . . . ΨN,N,V

N,N,V ΩNN
NN


︸ ︷︷ ︸

(N+1)4×(L+{V+1}2+1)

(4.42)

Θ = [Φ1 . . .ΦL Γ00 . . .ΓV V Φz]
T
1×(L+{V+1}2+1) (4.43)

where (·)T denotes transpose operation. Note that, the frequency dependency is

omitted in (4.40)-(4.43) to simplify the notation. Henceforth, we estimate the

component PSDs in a least-square sense:

Θ̂ = T † Λ (4.44)
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where † indicates the pseudo-inversion of a matrix. In a practical implementation,

a half-wave rectification or similar measure is required on (4.44) to avoid negative

PSDs. The terms Φ` and Φz in the vector Θ̂ of (4.44) represent the estimated source

and noise PSDs at the origin, respectively. It is worth noting that, (4.44) can readily

be used for estimating source PSDs in a non-reverberant or noiseless environment

by respectively discarding the Ψm,m′,u
n,n′,v and Ωn′m′

nm terms from the translation matrix

T in (4.42).

4.4.2 PSD of the reverberant field

The total reverberation PSD at the origin due to all the sound sources is

Φr(k) =
L∑
`=1

E
{
|S`(k)|2

}∫
ŷ

E
{
|G(`)

r (k, ŷ)|2
}
dŷ. (4.45)

Using (4.23), the definition of Γvu(k) in (4.26), and the symmetrical property of

the spherical harmonics, (4.45) can be written as

Φr(k) =
V∑
vu

Γvu(k)

∫
ŷ

Yvu(ŷ) dŷ

=
V∑
vu

Γvu(k)
(√

4π δ(v)δ(u)
)

=
√

4π Γ00(k) (4.46)

where δ(·) is the Dirac delta function. PSD estimation process for a single frequency

bin is shown in Algorithm 1.

4.4.3 Bessel-zero issue

One of the challenges in calculating the Λ vector is the Bessel-zero issue. We define

Bessel-zero issue as the case when |bn(kr)| of (2.41) takes a near-zero value and

thus causes noise amplification and induces error in αnm estimation. This situation

arises in 3 distinct scenarios:
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Algorithm 1: Algorithm to estimate PSD components

Data: xq, P (xq, k) ∀q
1 Find αnm using (2.41). wq is manufacture defined;
2 Get ŷ` ∀` using any suitable DOA estimation technique;

3 Calculate Υn′m′
nm , Ψm,m′,u

n,n′,v , and Ωn′m′
nm from (4.33), (4.34) and (4.37),

respectively;
4 Get the expected value Λn′m′

nm using (4.49);
5 Solve (4.44) for Θ using the definitions from (4.41) - (4.43).

At low frequencies

To avoid under-determined solutions as well as to improve the estimation accuracy

of (4.44) by incorporating extra spatial modes, we force a minimum value of the

soundfield order N at the lower frequency bins. For example, with V = 3, L = 4

and f = 500 Hz, the calculated soundfield order is N = 1 and the dimension of T of

(4.40) becomes [16× 21] which results in an under-determined system. In another

scenario, if we choose a smaller value of V = 1, though we can avoid an under-

determined system, the availability of a fewer spatial modes affects the estimation

accuracy. Hence, we impose a lower boundary on N for all frequency bins such

that N = max{N,Nmin}, where max{·} denotes the maximum value and Nmin is

the lower limit of N . For this work, we choose Nmin = 2 in an empirical manner.

This, however, results in the aforementioned Bessel-zero issue for n ∈ [1, Nmin] at

the lower frequencies as shown in Fig. 4.1(a). To avoid this issue, we impose a

lower boundary on bn(kr) as well such that

|bn(kr)| = max
{
|bn(kr)|, bnmin

}
, n ∈ [1, Nmin] (4.47)

where bnmin
is a pre-defined floor value for |bn(kr)|.

At the mode activation boundary

This scenario appears at the first few frequency bins after a higher order mode

(N > Nmin) becomes active. As an example, for r = 4.2 cm, 3rd order modes are

activated approximately at ka3 = 35 and kb3 = 48, where ka3 and kb3 are defined as

the values of k when we consider N = dker/2e and N = dkre, respectively. In the
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Figure 4.1: The unaltered Bessel functions with the modified version to alleviate the
Bessel-zero issue. (a) Plots unaltered bn(kr) as a function of k. The complex values
are plotted as magnitudes. Solid and dashed lines denote open and rigid arrays,
respectively. (b) Shows |bn(kr)| after modification. Dashed extension denotes the
original value.

proposed algorithm, the 3rd order modes are introduced at k = ka3 and we observe

from Fig. 4.1(a) that the value of |b3(kr)| is close to zero for the first few frequency

bins after the activation of the 3rd order modes. To overcome this, we introduce

another lower boundary criterion on |bn(kr)| as

|bn(kr)| = max
{
|bn(kr)|, |bn(kbnr)|

}
, n > Nmin. (4.48)

It is important to note that, the modifications proposed in (4.47) and (4.48) only

affect the higher order modes at each frequency bin whereas the lower-order modes

remain unchanged. Hence the distortion resulted from these modifications is ex-

pected to have less adverse impact than the Bessel-zero issue.

Zero-crossing at a particular frequency

Another case of a Bessel-zero issue occurs when the Bessel functions cross the zero-

line on the y-axis at higher frequencies. This is more prominent with the open

array configuration as shown in Fig. 4.1(a). The use of a rigid microphone array in

the experiment is a way to avoid this issue which we followed in our experiments.
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Also note that, the modifications we propose for the previous two scenarios also

take care of this zero crossing issue of the Bessel functions for an open array, when

N > 0.

Fig. 4.1(b) plots the magnitudes of bn(kr) after the modification for different

values of k. The impact of the Bessel-zero issue and the improvement after the

proposed modifications are discussed in the result section.

4.5 Experimental Results

In this section, we demonstrate and discuss the experimental results based on

practical recordings in a noisy and reverberant room using 4, 6, and 8 speech

sources.

4.5.1 Experimental setup

We evaluated the performance in 7 distinct scenarios under 3 different reverberant

environments2 as shown in Table 4.1. The reverberation time T60 and DRR in

Table 4.1 were calculated based on the methods used in [200]. All the experiments

included background noise from the air-conditioning system and the vibration of

the electrical equipments in the lab. We created separate training and evaluation

datasets that consisted of 320 male and female voices from the TIMIT database

[201]. The training dataset was used to set the parameters such as V , Nmin etc.

whereas the algorithm performance was measured using the evaluation dataset.

Each of the 7 scenarios was evaluated 50 times with different mixtures of mixed-

gender speech signals making it a total of 350 unique experiments. We used the

far-field assumption in each case for computational tractability. We measured

the performance with the true and estimated DOA3 (denoted as “Proposed-GT”

and “Proposed-EST”, respectively), where the latter was found with a MUSIC-

based algorithm [120]. We compared the performance with multiple beamformer-

based method of [8] (denoted as “MBF”) as, to the best of our knowledge, no

similar harmonics-based technique has been proposed in the literature. Note that,

28-speaker case was not tested in room B & C due to logistical issues.
3The true and estimated DOAs for L = 4, 6 are listed in Appendix A.3.
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for the fairness of comparison, we used all 32 microphones of Eigenmike for all

the competing methods. Furthermore, as the experiments were designed with the

practical recordings instead of a simulation-based approach, the robustness of the

proposed algorithm against the realistic thermal noise at the microphones was

already evaluated through the process.

Table 4.1: Experimental environments. dsm denotes source to microphone distance.

Room Dimension (m) T60 (ms) DRR dsm # Speakers

A [6.5× 4.5× 2.75] 230 10.9 dB 1 m 4, 6, 8

B [6.5× 4.5× 2.75] 230 2.5 dB 2 m 4, 6

C [11× 7.5× 2.75] 640 −0.6 dB 2.8 m 4, 6

The Eigenmike consists of 32 pressure microphones distributed on the surface

of a sphere with a radius of 4.2 cm. The mixed sound was recorded at 48 kHz sam-

pling rate, but downsampled to 16 kHz for computational efficiency. The recorded

mixed signals were then converted to the frequency domain with a 8 ms Hanning

window, 50% frame overlap, and a 128-point fast Fourier transform (FFT). All

the subsequent processing were performed in the STFT domain with the truncated

soundfield order N = 4, Nmin = 2, and bnmin
= 0.05, unless mentioned otherwise.

The noise PSD was assumed to have significant power up to 1 kHz whereas all other

PSD components were estimated for the whole frequency band. The expected value

Λn′m′
nm (k) of (4.39) was computed using an exponentially weighted moving average

as

Λn′m′

nm (τ, k) = βΛn′m′

nm (τ − 1, k) + (1− β)αnm(τ, k)α∗n′m′(τ, k) (4.49)

where β ∈ [0, 1] is a smoothing factor, we chose β = 0.8.

4.5.2 Selection of V

V represents the order of the power of a reverberation soundfield. The exact har-

monic analysis of the power of a reverberation soundfield is a difficult task and

depends on the structure, orientation, and characteristics of the reflective surfaces.
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Hence, unlike a free-field sound propagation, a reverberant field cannot be analyt-

ically decomposed into linear combination of Bessel functions which enables the

truncation of a non-reverberant soundfield order [31, 32]. Theoretically, V extends

to infinity, however, we need to consider several limiting factors such as

• Avoid an under-determined system of equations in (4.40) which imposes a

limit on V as

V ≤
√

(N + 1)2 − L− 1− 1. (4.50)

• Save computational complexity by choosing the minimum required value of

V .

It is also important to note that the nature of the reverberation field plays an

important role in determining V . As an example, for a perfectly diffused reverber-

ant room with spatially-uniform reverberant power, only 0th order (V = 0) mode

is enough. On the other hand, a room with strong directional characteristics re-

quires the higher orders to be considered. Hence, V should be tuned separately

for each reverberation environment to obtain an acceptable performance. In our

experiments, we chose V = 0, 4, 8 for room A, B, and C, respectively, based on the

performance with the training dataset.

4.5.3 Evaluation metrics

We evaluate the performance through visual comparisons of the true and estimated

PSDs of the sound sources. In addition to that, we also introduce an objective

performance index to measure the full-band normalised PSD estimation error as

Φerr`′
= 10 log10

(
1

F

∑
∀k

E
{
|Φ`′(τ, k)− Φ̂`′(τ, k)|

}
E
{
|Φ`′(τ, k)|

} )
(4.51)

where F is the total STFT frequency bands.

4.5.4 Visualisation of Bessel-zero issue through simulation

In this section, we discuss the practical impact of the Bessel-zero issue, described

in Section 4.4.3, on PSD estimation. For this section only, we used a simulated
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Figure 4.2: The log-spectrograms of the PSDs in a simulated environment to
demonstrate the Bessel-zero issue: (a) received signal at the first microphone, (b)
true PSD, (c) and (d) estimated PSD without Bessel-zero correction using an open
and a rigid array, respectively, and (e) and (f) estimated PSD of with Bessel-zero
correction using an open and a rigid array, respectively.
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environment to generate the mixed signal, as we required the recordings of both

open and rigid arrays to gain a better insight. The simulated environment had

identical setup with the practical environment used in the experiments. Fig. 4.2(a)

and (b) respectively show the PSDs of the mixed signal and the true PSD of the

source signal for S-01. When we estimated the PSD for speaker 1 using an open

array and without the proposed Bessel-zero correction (Section 4.4.3), it resulted in

Fig. 4.2(c) where the spectral distortion is easily visible at the higher frequencies

in the form of isolated horizontal bars (Section 4.4.3) and some random distortions

at the lower frequency range (Section 4.4.3). The Bessel-zero issue described in

Section 4.4.3 is not prominent here as the impact depends on the spatial location

and the relative power of the new incoming mode.

We also tried to solve the Bessel-zero issue by replacing the open array with

a rigid array and the result is shown in Fig. 4.2(d). As expected, the rigid array

removed the isolated distortions at the higher frequencies, but failed to act on the

random distortions at the lower frequency range. It can also be observed that

the rigid array resulted an inferior performance in terms of low-frequency noise

suppression. As an alternative solution, we used the previous recording from the

open array, but this time with the Bessel-zero correction as outlined in Section.

4.4.3. The results, shown in Fig. 4.2(e), provided a better estimation this time by

removing most of the Bessel-zero induced distortions. However, few distortions in

the form of isolated spectral dots remained at the higher frequencies which were

eventually removed when we integrated the proposed solution with a rigid array,

as shown in Fig. 4.2(f).

Hence, we conclude that, irrespective of the array type, the most part of the

Bessel-zero issue can be overcome through the proposed correction. However, for

a better estimation accuracy, it is recommended to integrate the solution with a

rigid microphone array. It must be noted that the Bessel-zero corrections can result

in some spectral distortion especially at the lower frequency range due to a less

number of active modes. However, the gain achieved through these corrections

proved to be more significant compared to the resulting distortion, as it will be

more evident from the source separation performances we analyse in Chapter 5.
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Figure 4.3: Full-band normalised PSD estimation error Φerr`′
in room A (Table 4.1)

for different number of sources.

4.5.5 Evaluation of PSD estimation accuracy

Fig. 4.3 and 4.4 show the normalised PSD estimation error in all 7 scenarios where

we observe improved PSD estimation for each individual source. In case of room B

(Fig. 4.4(a) & (b)) where the source to microphone distance is close to the critical

distance, the relative improvement offered by the proposed algorithm is significant

which emphasises on the importance of the use of cross-correlation coefficients in

highly reverberant environments. We also observe notable improvements in room C

(Fig. 4.4(c) & (d)) where we have a weaker direct path compared to the reverberant

path (DRR < 0 dB). However, the performance in room C was affected due to
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Figure 4.4: Full-band normalised PSD estimation error Φerr`′
in room B and C

(Table 4.1) for different number of sources.

the non-uniform reflective surfaces (e.g. glass and brick walls) which resulted in

relatively strong directional characteristics. This could be improved if the order V

was allowed to be increased which was not possible due to (4.50). Finally, with

the DOA estimation accuracy within 4 degree (Table A.1), no major performance

deviation was observed for true and estimated DOA consideration.

Fig. 4.5 shows the original and the estimated PSDs in room A for S-03 and

S-04 along with the mixed signal PSD for 4-speaker case. From Fig. 4.5 we

observe that S-04 estimation exhibits a very good resemblance to the original signal

whereas S-03 are affected by few spectral distortions. This is due to the relative

difference in signal strength in terms of signal to noise ratio (SNR) and signal to
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Figure 4.5: The log-spectrograms of the estimated PSDs for a 4-source setup in
room A. The received signal PSD at microphone 1 and the true PSDs are included
for reference.
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interference ratio (SIR) as S-03 possessed the lowest values of SNR and SIR among

all the sources. We also notice the presence of very low frequency background

noise in the estimated PSD of S-03. This can be a result of the spatial position

of S-03 in addition to the aforementioned SNR and SIR issues. This problem

can be resolved by pre-filtering the input signal with a high pass filter (HPF) to

remove the signal below 200 Hz. Furthermore, few random spectral distortions

are observed in some frequencies which are mainly contributed by the practical

limitations such as source and microphone positioning error, Bessel-zero correction,

the deviation of the speaker and microphone characteristics from the ideal scenario,

the finite correlation between the sources and the reverberation components due

to limited STFT window length and imperfect room characteristics, measurement

inaccuracies etc.

4.6 Summary

The main objective of this chapter was to develop a mathematical model for the

modal coherence of a noisy and reverberant soundfield in order to exploit that for

overcoming various signal processing challenges such as PSD estimation, source

separation, and DOA estimation. To that end, we achieved the following outcomes

from this chapter

• We developed a mathematical model for the modal coherence of a multi-

source reverberant soundfield using its spherical harmonic coefficients.

• We derived a novel closed-form expression of coherent noise field by using its

spherical harmonic coefficients.

• We utilised the modal coherence model to estimate power spectral densities of

individual sound components of a complex noisy and reverberant soundfield.

The modal coherence model is capable of extracting a significantly larger

number of sources compared to the conventional beamformer-based solutions.

• We analysed and investigated various implementation challenges including

the impact of the Bessel-zero issue and offered engineering solutions to them.
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• We measured PSD estimation accuracy in various practical environments

with a commercial microphone array. The relative comparison revealed that

the proposed method outperformed other competing methods under diverse

acoustic environments.

Based on the foundation of the modal coherence model and PSD estimator we

developed so far, in the next chapter we attempt to design and evaluate a source

separation methodology using complete as well as partial coherence matrices.
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Chapter 5

Application of Modal

Coherence-based PSD Estimation

in Source Separation

Source separation is a common requirement in many acoustic signal

processing applications. Despite having a long research history, this is

still an active research area due to various limitations and constraints of

the existing algorithms considering the complex dynamic nature of audio

signals. In this chapter, we investigate the application of the modal

coherence-based PSD estimation technique we outlined in the previous

chapter by performing source separation in a noisy and reverberant

environment. We demonstrate two different approaches to the solution.

First, we use a spherical microphone array to extract the full coherence

matrix and subsequently attain source separation using the estimated

PSDs. Next, we propose an extension of this method by designing a

planar array which utilises only a partial coherence matrix in order to

reduce the computational cost and hardware requirement.

105
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5.1 Introduction

In this chapter, we explore a practical application of the modal coherence model

we developed in Chapter 4 in the form of source separation. Source separation is

a useful technique in many signal processing applications [19], [202], [203]. Var-

ious techniques have been developed in literature to accomplish a reliable source

separation technique [76], [83], [91], [99]. However, each technique exhibits certain

advantages as well as limitations under specific acoustic scenarios. Hence, various

constraints and priors need to be considered for the existing techniques that keep

the source separation an active research area. In this chapter, we evaluate source

separation performance based on the modal coherence model we developed in the

previous chapter and compare it with the contemporary solutions.

First we analyse the performance of the algorithm exploiting the full coherence

matrix employing a spherical microphone array. We conduct multiple experiments

in several practical room environments with a commercially available microphone

array, Eigenmike [199], without any prior knowledge about the source character-

istics. We validate the performance of the algorithm by carrying out 350 experi-

ments in 3 different acoustic environments with varying number of speakers using

mixed-gender speech signals. The performance is evaluated in terms of perceptual

evaluation of speech quality (PESQ) [204] and frequency-weighted segmental sig-

nal to noise ratio (FWSegSNR) [193] and compared against multiple contemporary

methods.

Later we investigate an alternative array structure to achieve spatial coherence-

based source separation using a planar microphone array. We only expose a partial

coherence matrix to achieve the desired outcome with a significantly smaller number

of microphones and a simpler array structure. This is useful in integrating the

solution with various commercial products such as smart home appliances. The

performance of the planar array-based source separation is compared with different

existing techniques as well as spherical and differential microphone arrays.

The rest of the chapter is organised as follows. Section 5.2 defines the problem

statement for this chapter as a continuation of the methods we developed in Chap-

ter 4. In Section 5.3, we describe the source separation algorithm based on the

full modal coherence matrix. A detailed experimental validation of Section 5.3 is
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demonstrated in Section 5.4 using a spherical microphone array. In Section 5.5, the

theory modal coherence-based source separation is modified to use with a planar

array. Finally, the performance of the planar array with the proposed model is

analysed in Section 5.6.

5.2 Problem Statement

To avoid repetition, we start from where we left in the previous chapter. We

already established in Section 4.3 and 4.4 that the power spectral density (PSD)

of the individual audio components of a noisy and reverberant soundfield can be

estimated by solving the following system of equations derived from the modal

coherence model:
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where Λn′m′
nm = E

{
αnm(k)α∗n′m′(k)

}
is based on the measurements, Υ, Ψ, and Ω

are design parameters given by (4.33), (4.34), and (4.37), respectively. The source

PSDs Φ` ∀` ∈ [1, L] for L active sources and noise PSD Φz are readily attainable

from (5.1) using a least-square method. Finally, PSD of the reverberant field can

be calculated from the following equation

Φr(k) =
√

4π Γ00(k). (5.2)

Hence, we define our problem for this chapter as to estimate source signal S`(k) ∀`
given the measured sound pressure P (xq, k) ∀q ∈ [1, Q], where Q is the number of

microphones, or the corresponding spherical harmonic coefficients αnm(k).
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P (xq, τ, k) ∀q
ŷ` ∀`

ŷ` ∀`

Z`(τ, k) ∀`

Θ̂(τ, k)

Ŝ`(τ, k) ∀`
DOA

Estimation

Beamformer

Wiener
Post Filter

PSD
Estimation

Figure 5.1: Block diagram of an application of the proposed PSD estimation
method in terms of source separation.

5.3 Source Separation using Full Modal Coher-

ence Matrix

In this section, we perform PSD estimation based on the full modal coherence

matrix utilising all available soundfield modes up to order N . The estimated PSDs

then are used to design a Wiener filter to boost the interference rejection of a

beamformer output. The performance of the Wiener filter largely depends on

the estimation accuracy of the source and interfering PSDs, which is where the

importance of a PSD estimation algorithm lies. A block diagram of the complete

source separation methodology is shown in Fig. 5.1 and explained in the subsequent

sections.

5.3.1 Estimation of the direction of arrival

The PSD estimator as well as the beamformer requires the knowledge of the di-

rections of arrival (DOA) of sound sources. If the source positions are unknown,
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a localisation technique, e.g., multiple signal classification, commonly known as

MUSIC [12], has to be used to estimate the DOA of the source signals. For the

current work, we focus on measuring the performance of source separation, hence,

we demonstrate the evaluation results using both oracle DOA as well as single-

source DOA estimation based on a frequency-smoothed approach of the MUSIC

algorithm [120].

5.3.2 Choice of beamformer

There are several beamforming techniques available in literature such as delay and

sum (DS), maximum directivity (MD), or minimum variance distortionless response

(MVDR) etc. The choice of the beamforming technique depends on the application

and objective of the exercises. In this work where the undesired signal includes the

correlated reverberant component of the desired signal, an MVDR beamformer

can result desired signal cancellation if the undesired PSD components at each

microphone position are unknown. Hence, a simple delay and sum beamformer or

a maximum directivity beamformer is more appropriate for the current case whose

output, when steered towards `th far-field source, is given by [63], [205]

Ŝ
(`)
bf (k) =

N∑
nm

dn(kr) αnm(k)Ynm(θ`, φ`) (5.3)

where

dn(kr) =

 i−n

(N+1)2 for an MD beamformer

4π|bn(kr)|2
in

for a DS beamformer
. (5.4)

5.3.3 Wiener post-filter

Regardless of the choice of beamformer, a post filter is known to enhance the

beamformer output in most of the cases [11], [106], [198]. Hence, at the last stage,

we apply a Wiener post filter at the beamformer output using the estimated PSDs.
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The transfer function of a Wiener filter for the `th source is given by

H(`)
w (k) =

Φ`(k)
L∑

`′=1

Φ`′(k) + Φr(k) + Φz(k)

. (5.5)

where all the PSD components are already estimated by the proposed algorithm

and available in the vector Θ̂. Hence, the `th source signal is estimated by

Ŝ`(k) = Ŝ
(`)
bf (k) H(`)

w (k). (5.6)

5.4 Experiments using a Spherical Array

Based on the foregoing discussion, we designed several experiments based on practi-

cal measurements using a commercial microphone array. In this section, we present

the source separation performance in 3 different room conditions of Table 5.1 based

on the same dataset we used in Chapter 4. The experimental setup remains iden-

tical to the one described in Section 4.5.1. Note that, all the measurements were

taken in practical acoustic scenarios, hence, the experiments captured all the phys-

ical deviations including background noise, microphone noise, and measurement

inaccuracies.

Table 5.1: Experimental environments. dsm denotes source to microphone distance.

Room Dimension (m) T60 (ms) DRR dsm

A [6.5× 4.5× 2.75] 230 10.9 dB 1 m

B [6.5× 4.5× 2.75] 230 2.5 dB 2 m

C [11× 7.5× 2.75] 640 −0.6 dB 2.8 m

For the comparative performance evaluation, we retain the three methods we

used in Section 4.5, namely multiple beamformer-based “MBF” [8], oracle DOA

knowledge-based “Proposed-GT”, and estimated DOA-based “Proposed-EST”. In
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(c) Room A (L = 8)

Figure 5.2: PESQ in room A (Table 5.1) for different number of sources.

addition to that, we include the results from the beamformer output (denoted as

“BF”) in order to demonstrate the improvement offered by the post-filtering block.

The source separation performances are measured frequency-weighted segmen-

tal signal to noise ratio (FWSegSNR) [193] and perceptual evaluation of speech

quality (PESQ) [204]. Each of the experiment was performed 50 times with random

mixture of speech and the average results from all the experiments are presented

in the subsequent sections.
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(d) Room C (L = 6)

Figure 5.3: PESQ in room B and C (Table 5.1) for different number of sources.

5.4.1 Performance evaluation of source separation

We first investigate the impact based on PESQ, which is an ITU-T recommended

metric to measure the overall quality, speech distortion, and noise distortion. It

was shown in [193] that PESQ exhibits the highest correlation with overall quality

and signal distortion among the widely-used objective metrics. Fig. 5.2 and 5.3

plot PESQ in all 7 acoustic scenarios for the competing methods. It is obvious from

the plots that the proposed method outperforms the beamformer output as well as

“MBF” by a large margin under each scenario. We also notice that the improvement

offered by “MBF” over the traditional beamformer diminishes as the number of

sources increases. This is due to the heuristic selection of beamformer directivity
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(c) Room A (L = 8)

Figure 5.4: FWSegSNR (dB) in room A (Table 5.1) for different number of sources.

in [8] that resulted in ill-posed problem as the number of sources increases, and

hence, affects its performance. The performance issue with “MBF” is found to be

more prominent under strong reverberation (Fig. 5.3) compared to Fig. 5.2 where

direct path is significantly stronger with DRR of 10.9 dB. Conversely, irrespective

of oracle or estimated DOA, the proposed algorithm avoids such distortion due to

the well-structured nature of orthogonal spherical harmonic basis functions that

ensures the maximum spatial dissociation among the harmonic beams.

A similar trend is observed in Fig. 5.4 and 5.5 which plot FWSegSNR for

the competing methods. FWSegSNR measures the spectral similarities between

the competing methods and correlates well with overall quality and background
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(d) Room C (L = 6)

Figure 5.5: FWSegSNR (dB) in room B and C (Table 5.1) for different number of
sources.

distortion of an audio signal [193]. Similar to PESQ, FWSegSNR also confirms

the superior performance of the proposed algorithm in each room condition. The

performance of the proposed method remains comparatively unaffected against

stronger reverberation whereas “MBF” suffers from the presence of stronger re-

flections. This is credited by the fact that the inclusion of the cross-terms in the

proposed algorithm significantly increases the spectral resolution of the dissection

and achieves better outcomes in rejecting the undesired reflections.

The source separation performance shown here agrees with the PSD estimation

accuracy demonstrated in Section 4.5.5. This further establishes the fact that the

MSE error shown in Fig. 4.3 and 4.4 of previous chapter were within an acceptable
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Figure 5.6: The estimated waveforms of speaker 1 in Room A. The waveform at
the beamformer output along with the original and the mixed signal waveforms are
shown for reference.

range for source separation application. Furthermore, the notable improvement in

terms of PESQ confirms minimum signal distortion due to the Bessel zero correction

we incorporated during the PSD estimation task.

It is worth noting that, our primary objective was to measure the performance

of modal coherence-based source separation technique and compare it with the con-

temporary algorithms. Hence, we did not make any considerable effort in relation

to the design of the beamformer block in Fig 5.3.1, instead, we ensured that the

same beamformer design was followed throughout the experiments.

Finally in Fig. 5.6, we present time domain acoustic snapshots of a speaker in

Room A captured at different stages of Fig. 5.1 and compare it with the reference.

It is clear from the plot that, while a beamformer can only partially restore the
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(b) 6-speaker case
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(b) 8-speaker case

Figure 5.7: PESQ in Room A for estimated source signals with N = 2 and 4.

original signal, a Wiener post-filter significantly improves the quality given that we

achieve an accurate estimation of the signal and interfering PSDs.

5.4.2 Impact of array size and order on system perfor-

mance and error sensitivity

One of the major challenges in spherical harmonics-based solutions is the number of

microphones required to calculate all soundfield coefficients. The required number

of microphones is directly related to the maximum soundfield order N . Theoreti-

cally, to calculate the spherical harmonic coefficients of an N th-order soundfield, we

generally require at least (N + 1)2 microphones. So far, we have used N = 4 in our
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Figure 5.8: Condition number of the transfer matrix T with N = 2 and 4.

experiments; however, reducing it to N = 2 does not have any significant adverse

impact on the performance, as shown in Fig. 5.7. Hence, for the demonstrated ex-

amples, it is possible to utilise a lower-order microphone array [66] without having

a major performance degradation.

However, as the number of sources increases or the room exhibits lesser diffused

reverberation, a higher order decomposition ensures a better estimation accuracy

as it offers more accurate knowledge of the spatial distribution of soundfield. Fur-

thermore, additional modes help to avoid ill-posed problem of (5.1) in the presence

of a larger number of sources. This is evident from Fig. 5.8 which plots the con-

dition number of T for N = [2, 4] with V = 1 against different number of sources

and frequencies. The sources considered in Fig. 5.8 were uniformly distributed on

the surface of a 1 m sphere at 5 different azimuth planes. For the case of N = 2,

the condition number of T remains low up to 21 sources, but increases rapidly

beyond that. On the contrary for N = 4, the system remains well-posed within the

experimental limit of 30 sources. Notably, the same behaviour is observed over a

wide frequency range. This is due to the fact that only the noise terms in the last

column of T are frequency dependent when the far-field assumption is made.

5.5 A Planar Array for Source Separation

In practical applications, we often seek to reduce computational complexity and

manufacturing cost while exploring seamless integration possibilities, even at the

cost of imposing certain constraints. In this section, we explore such an option to
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apply the same modal coherence-based source separation that we described earlier,

but with a simpler planar array.

5.5.1 Motivation for a planar array

The motivation for a simple planar array comes from the fact that the PSD esti-

mation and source separation technique we discussed so far requires a minimum

(N + 1)2 microphones when used with a spherical microphone array [63], [71] or(
2(N+1)2−2

)
omni-directional microphones with a hybrid differential microphone

array [65]. A reduced number of microphones is desirable from many commercial

perspectives, especially when a smaller number of sources are to be considered.

Furthermore, a planar array offers a reduced design complexity compared to a

spherical microphone array and can easily be integrated in different practical de-

vices such as smart home appliances. Hence, we explore the idea of using a planar

microphone array in performing the source separation algorithm exploiting certain

properties of spherical harmonics.

Based on the fact that the modal coherence model for PSD estimation, shown

in (5.1), is array-independent and fully scalable, the sufficient criteria to solve (5.1)

is

Ncoeff ≥ L+ (V + 1)2 + 1 (5.7)

where Ncoeff is the number of coherence coefficients. Frequently, we end up having

an over-determined system of (5.1), hence, it is possible to discard a few modes

without significantly impacting the performance of the algorithm. In the subse-

quent sections, we systematically pick a subset of the available modes to construct

(5.1) with a reduced number of microphones.

We also consider eliminating the beamformer of Fig. 5.1 to reduce storage and

computational requirements. Furthermore, as we discussed in Section 2.5.3, the far-

field approximation of Green’s function is normalised with respect to the source

signal at the origin. Hence, the definition of the PSD terms Φ` and Γnm (Section

4.3.3) are also measured at the origin. Hence, to avoid spatial anomaly, we apply

the spectral filter on the measured signal at the origin instead of at beamformer’s

output.
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5.5.2 The proposed method

The odd spherical harmonics1 are invisible on the XY plane due to the properties of

the associated Legendre polynomials. Hence, a planar array is capable of extracting

only the even soundfield coefficients. For an N th-order soundfield, there exist
(
(N+

1)(N + 2)/2
)

active even modes, hence, the necessary condition to solve (5.1) with

a planar array is (
(N + 1)(N + 2)

2

)2

≥ L+ (V + 1)2 + 1. (5.8)

Theoretically, it is possible to solve (5.1) using an arbitrary microphone array,

provided that the criterion in (5.8) is satisfied. However, we consider uniformly

distributed microphones in a circular array for our experiments which offer a sim-

plified array structure with efficient computation techniques. Furthermore, such a

circular array is common in various existing commercial audio appliances creating

an opportunity for a seamless integration of the proposed technique.

To achieve the second design criteria, i.e. eliminating the beamformer, we place

an additional microphone at the origin. Feeding the signal at origin to the Wiener

filter’s input agrees with definition of Φ`(k) and Φr(k). Therefore, the estimated

source signal under the new model becomes

Ŝ`(k) = P (x0, k)
Φ`(k)

L∑
`′=1

Φ`′(k) + Φr(k)

(5.9)

where x0 = (0, 0, 0) indicates the origin.

5.5.3 Extract the even coefficients using the proposed array

structure

The extraction of the even soundfield coefficients using multiple circular arrays

was first proposed in [68]. Here, we utilise a circular array with an additional

microphone at the origin. We can readily calculate α00(k) from the received signal

1The odd and even coefficients are decided based on the value of the corresponding (n+ |m|).
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at the origin by setting q = n = m = 0 in (4.8) as

α00(k) =
√

4πP (x0, k). (5.10)

Assuming that the circular array has a radius of R and contains Q omni-directional

microphones, we obtain the sound pressure at each microphone using (4.8) by

P (xq, k) =
N∑
nm

αnm(k) jn(kR) Ynm(
π

2
, φq) (5.11)

where N = dkRe and q ∈ [1, Q]. From the definition of the spherical harmonics in

(2.13), we know

Ynm(
π

2
, ·) =


1√
4π
, if n = 0

0, if (n+ |m|) is odd

Ynm(π
2
, ·), otherwise.

(5.12)

Hence, using (5.10) and (5.12) in (5.11), we obtain

P (xq, k)− P (x0, k) j0(kR) =
N∑
nm
n6=0

n+|m| even

αnm(k) jn(kR) Ynm(
π

2
, φq) (5.13)

where αnm(k) =
{
αnm(k) : n > 0; and (n + |m|) is even

}
. Considering all the

microphones on the circular array, we write (5.13) in a matrix form as
P 1

...

...

PQ

 =


Λ1−1(φ1) . . . ΛNN(φ1)

...
...

...
...

...
...

Λ1−1(φQ) . . . ΛNN(φQ)




α1−1

...

...

αNN

 (5.14)

where

P q = P (xq, k)− P (x0, k) j0(kR) (5.15)
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Figure 5.9: Block diagram of the proposed method using a planar array with
6 omni-directional microphones. FFT blocks and k-dependency are omitted for
brevity.

and

Λnm(φq) = jn(kR) Ynm(
π

2
, φq). (5.16)

The dependency on k is omitted in (5.14) for brevity. Note that, the right-most

vector of (5.14) contains
(
(N + 1)(N + 2)/2 − 1

)
elements, hence, (5.14) can be

solved for all αnm(k) as long as

Q ≥ (N + 1)(N + 2)

2
− 1. (5.17)

5.5.4 PSD estimation and source separation

Once we estimate all the even modes
[
α00(k), αnm(k)

]
using (5.10) and (5.14), we

construct and solve (5.1) considering the even modes only, subject to the constraint

mentioned in (5.8). Finally, we employ the single-channel Wiener filter of (5.9) to

reconstruct each source signal separately. Fig. 5.9 shows the block diagram of the

proposed method with the planar array structure.

5.6 Performance Evaluation with a Planar Array

We evaluated source separation performance using the proposed planar array through

practical experiments as well as computer simulations. We considered N = 2 for

this purpose and excluded the background noise in the modal coherence model for
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DSB   MBF   SMA   PMA

(a) FWSegSNR (dB) (b) PESQ

Figure 5.10: Average performances of the competing methods for non-reverberant
cases.

tractability. Data processing was performed in the frequency domain with a 8 ms

Hanning window, 50% frame overlap, a 128-point fast Fourier transform (FFT),

and 8 kHz sampling frequency. The source directions were estimated using a spher-

ical harmonics-based frequency-smoothed MUSIC algorithm [120]. All the sources

were considered to be either above or below the XY-plane, which can be easily

ensured with a proper placement of the array. The performance was measured

through FWSegSNR and PESQ, as in the last experimental section. Each of the

experiments was performed 20 times with mixed-gender random speech signals and

the average values of the objective metrics are presented in the subsequent sections.

5.6.1 Non-reverberant case

We first consider a non-reverberant case in a simulated environment with L =

{2, 4, 6, 8} sources at random locations. We used the proposed planar array with

Q = 5 and R = 2 cm. Fig. 5.10 compares the performance of the spatial coherence-

based source separation using the proposed planar array (denoted as “PMA”) as

well as a 32-channel spherical microphone array (denoted as “SMA”) of type Eigen-

mike with a conventional delay and sum beamformer (denoted as “DSB”) and a
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Figure 5.11: Estimated signal waveform of the first speaker in a 4-speaker non-
reverberant environment.

multiple beamformer-based method [8] (denoted as “MBF”). For a fair comparison,

we used the same number of microphones for the “DSB” and “MBF” methods as

we used for the proposed method. The strong performance of “SMA” in Fig. 5.10

is expected as it was able to use the full coherence matrix due to the array struc-

ture and additional microphones. The proposed planar array used only the even

modes to act on a partial coherence matrix, but still performed better compared

to the conventional DSB. The performance comparison with “MBF” reveals that

the proposed method exhibits better results in all of the cases except for L = 2

where advantage of “PMA” was concealed by the spatial aliasing error. Note that,

“MBF” is designed to perform well when the number of beamformer is low [8], as

is the case with L = 2. Hence, the relative performance gain achieved with the

proposed method over “MBF” improved as the number of sound sources increases.

The estimated waveform for the first speaker in a 4-speaker system is shown in

Fig. 5.11 which exhibits a good resemblance with the reference.
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Table 5.2: Average performance in a practical reverberant room with 2 speakers.

Metric DSB MBF DMA PMA

PESQ 1.94 1.90 2.2 2.22

FWSegSNR 3.57 3.79 4.45 3.97

5.6.2 Reverberant case

We also evaluated the performance in a practical room environment with reverbera-

tion. It is worth noting that, as a trade-off for using a small number of microphones

on a single plane, we need to restrict the order of the reverberant soundfield power

to V ≤ 1 to avoid an under-determined system. The exclusion of the higher or-

der reverberant soundfield power can introduce some artefacts at the final output,

however, the contribution of the higher order modes to the total reverberant power

is expected to be less prominent compared to the contribution of the lower order

modes.

For the experimental validation, we used a planar array with Q = 5 and R =

3 cm. We compared the performance of the planar using a 16-channel hybrid

differential microphone array [66] (denoted as “DMA”) as well as with the “DSB”

and “MBF” techniques referred in Section 5.6.1. The results with 2 sound sources

are shown in Table 5.2 which suggest that the proposed method performs better

compared to “DSB” and “MBF”, and maintain a comparable performance with

“DMA” despite having fewer number of microphones in the array. Note that, to

achieve a better performance with a planar array based on the proposed algorithm,

the planar array structure can be extended with multiple circles, such as [68], to

extract the higher order modes.

Finally, we include the time domain waveforms of “PMA” output for the 2-

speaker system in Fig. 5.12 to offer a visual comparison.
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Figure 5.12: Estimated signal waveforms using the proposed planar array in a
practical reverberant room with 2 speakers. (a)-(b) represent the first speaker
while (c)-(d) shows the waveforms of the second speaker.

5.7 Summary

The objective of this chapter was to demonstrate a practical application of the

modal coherence model. We performed source separation in different acoustic envi-

ronments and measured the performance using a spherical and a planar microphone

array. Below are the major outcomes from this chapter:

• We presented a complete performance overview of a source separation algo-

rithm utilising the modal coherence model of a soundfield. We compared the

performance of the proposed method with various conventional and contem-

porary techniques using a real-world dataset and in 7 different reverberant

environments. The proposed method was found to outperform the competing

methods in terms of audio quality and perception.

• The scalability of the modal coherence model is exploited to propose a source

separation algorithm based on a partial coherence matrix. It allowed to em-
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ploy a simpler planar array to achieve acceptable performance in reverberant

and non-reverberant cases. The deployment of a planar array is beneficial

from different practical aspects such as computational and manufacturing

costs, processing time and seamless integration.

• We analysed the impact of different frequencies and soundfield orders on the

outcome of the proposed algorithm.

This chapter studied different aspects of practical application of the modal coher-

ence model we developed in the last chapter. We have noticed that both PSD

estimation and source separation required the knowledge of source DOAs. So far,

we have used the traditional methods to estimate the source locations. In the next

chapter, we exploit the unique directional pattern of the modal coherence model

to develop a better DOA estimation technique.
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Chapter 6

Multi-Source DOA Estimation

through Pattern Recognition of

the Modal Coherence of a

Reverberant Soundfield

Direction of arrival (DOA) estimation is an important prerequisite in

soundfield and source separation. The traditional approaches to DOA

estimation are known to suffer performance issues under strong rever-

beration and noisy environment. Hence, we pursue a data-driven ap-

proach to train a convolutional neural network to learn the unique di-

rectional pattern of the modal coherence of a soundfield we developed

in the preceding chapters. Furthermore, we introduce a novel strategy

of multi-source DOA estimation for overlapping sources that uses only

single-source scenario during training. The proposed model achieves

better performance and resource efficiency compared to the state-of-

the-art methods in the same domain.

129
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6.1 Introduction

We propose a novel multi-source direction of arrival (DOA) estimation technique

using a convolutional neural network (CNN) algorithm which learns the modal co-

herence patterns of an incident soundfield through measured spherical harmonic

coefficients. The data-driven approach allows the model to learn the evolution of

acoustic environments and predict accurately in unknown conditions. The tradi-

tional approaches such as MUSIC and ESPRIT [12], [13] are known to be suscep-

tible to strong reverberation and background noise [14]. Furthermore, they require

to scan the whole DOA range at the run-time which affects latency of the sys-

tem. Conversely, the beamforming-based approaches [15] experience degradation

in their performance for closely-spaced sources due to the limitation of the spatial

resolution. Recently, deep neural networks (DNN) are being used for DOA esti-

mation [150], [151] to overcome the aforementioned limitations of the parametric

domain. However, the computational complexity of the existing methods increases

considerably as the number of sources and the DOA range increase.

In this work, we aim to improve the performance of DOA estimation in chal-

lenging acoustic environments by taking a CNN-based approach as well as pro-

pose a novel strategy to reduce the resource requirements and computational load.

We train our model for individual time-frequency bins in the short-time Fourier

transform spectrum by analysing the unique snapshot of modal coherence for each

desired direction. The proposed method is capable of estimating simultaneously

active multiple sound sources on a 3D space using a single-source training scheme.

This single-source training scheme reduces the training time and resource require-

ments as well as allows the reuse of the same trained model for different multi-source

combinations. The method is evaluated against various simulated and practical

noisy and reverberant environments with varying acoustic criteria and found to

outperform the baseline methods in terms of DOA estimation accuracy. Further-

more, as the training stage of the proposed algorithm involves single-source scenar-

ios only, we can independently train our model for azimuths and elevations based on

the same input dataset provided that we measure the soundfield for various source

positions in each intended azimuth and elevation planes. This significantly im-

proves the training efficiency of the joint azimuth and elevation estimation without
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Figure 6.1: A graphical impression of a spherical microphone array setup in the
presence of multiple sound sources. Array shape may differ depending on the
spherical harmonic decomposition technique.

affecting the overall estimation accuracy.

The remainder of the chapter is structured as follows. Section 6.2 contains

the problem statement and defines the objective of the work. In Section 6.3, we

present a detailed description of the proposed model including different aspects of

feature selection. Finally, in Section 6.4, we evaluate and analyse the performance

of the proposed algorithm and compare it with a contemporary method based on

objective metrics and graphical aid.
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6.2 Problem Formulation

Consider L sound sources concurrently emitting sound in a reverberant room. The

sound pressure observed by an omnidirectional microphone placed at a coordinate

xq ≡ (rq, θq, φq) inside the room, where rq, θq, and φq are the radius, elevation, and

azimuth of point xq in the spherical coordinate system, respectively, is expressed

by

p(xq, t) =
L∑
`=1

h`(xq, t) ∗ s`(t) (6.1)

where t is the discrete time index, h`(xq, t) is the room impulse response (RIR)

between the `th source position and xq, s`(t) is the `th source signal, and ∗ denotes

the convolution operation. The corresponding frequency domain representation of

(6.1) in short-time Fourier transform (STFT) domain can be obtained using the

multiplicative model of convolution and is formulated as

P (xq, τ, k) =
L∑
`=1

S`(τ, k)H`(xq, k) (6.2)

where {P, S,H} represent the corresponding signals of {p, s, h} in the STFT do-

main, τ is the time frame index, k = 2πf/c, f denotes the frequency, and c is the

speed of sound propagation. Henceforth, τ is omitted for brevity as we shall treat

each of the time frames independently.

In this work, we intend to estimate the individual DOAs in the presence of mul-

tiple concurrent sound sources, i.e., we want to estimate ̂̂y` ≡ (θ̂`, φ̂`) ∀` ∈ [1, L],

given a set of measured sound pressure p(xq, t) ∀q ∈ [1, Q] or the corresponding

spherical harmonic coefficients1 of a mixed soundfield. We pose the DOA estima-

tion as a CNN classification problem where we sample the intended DOA range

into discrete sets Θ =
{
θa
}
a∈[1,I]

for elevations and Φ =
{
φb
}
b∈[1,J ]

for azimuths.

Thereafter, we propose a feature unique to each angle and train a CNN framework

individually for each of the members of Θ and Φ. Finally, during the evaluation,

the CNN model finds the closest match of the true DOA ŷ` ≡ (θ`, φ`) ∀` in the

DOA sets Θ and Φ based on its learning and accurately combines the independent

1The spherical harmonic decomposition technique is described in Section 4.3.2.
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estimations θ̂` and φ̂` for each individual source to achieve full DOA estimation.

6.3 CNN-based DOA Estimation

CNN is a popular technique in the deep learning domain, and is predominantly

used in computer vision applications. The input, often a 2D or 3D tensor, goes

through multiple convolution filters followed by a traditional fully-connected neu-

ral network. In this work, we pose the DOA estimation problem as an image-

classification problem where the input image represents the modal coherence of the

soundfield.

6.3.1 Modal Framework

We are going to construct a feature utilising the concept of modal coherence of a

reverberant soundfield in order to efficiently train a CNN. In Chapter 4, we devel-

oped a closed-form expression of the modal coherence of a reverberant soundfield

as

E
{
αnm(k)α∗n′m′(k)

}
=

L∑
`=1

E
{∣∣∣S`(k)

∣∣∣2}(E{∣∣∣G(d)
` (k)

∣∣∣2} Υn′m′

nm (ŷ`)+

V∑
vu

E
{
γ(`)
vu (k)

}
Ψm,m′,u
n,n′,v

)
(6.3)

where E{·} denotes expected value and

V∑
vu

E
{
γ(`)
vu (k)

}
Yvu(ŷ) = E

{∣∣∣G(r)
` (k, ŷ)

∣∣∣2} (6.4)

Υn′m′

nm (ŷ`) = Cnn′ Y
∗
nm(ŷ`) Yn′m′(ŷ`) (6.5)

Ψm,m′,u
n,n′,v = Cnn′ W

u,m,m′

v,n,n′ (6.6)

Cnn′ = 16π2in−n
′

(6.7)
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W u,m,m′

v,n,n′ = (−1)m
√

(2v + 1)(2n+ 1)(2n′ + 1)

4π

(
v n n′

0 0 0

) (
v n n′

u −m m′

)
(6.8)

where (·) in (6.8) represents Wigner-3j symbol [189]. For temporal processing, it

is common to estimate the expected value by applying the exponential moving

average technique on the instantaneous measurements, i.e.,

E
{
αnm(τ, k)α∗n′m′(τ, k)

}
= β E

{
αnm(τ − 1, k)α∗n′m′(τ − 1, k)

}
+

(1− β) αnm(τ, k)α∗n′m′(τ, k) (6.9)

where β ∈ [0, 1] is a smoothing factor.

6.3.2 Feature selection

Intuitively, the soundfield coefficients αnm work as natural beamformers in the

modal domain due to the inherent properties of the spherical harmonic functions.

Hence, the energy distribution of αnm among different modes can be used as a clue

for understanding the source directionality. However, there only exists a limited

number of active modes in the low frequencies which might prove insufficient to

train a neural network for high spatial resolution scenario, especially in a rever-

berant environment. Therefore, we use the modal coherence model of (6.3) to

construct our input feature. For a multi-source scenario, it is common to assume

W-disjoint orthogonality [16] in the STFT domain, i.e., only a single sound source

remains active in each time-frequency (TF) bin of the STFT spectrum. Under the

W-disjoint orthogonality assumption, (6.3) takes the following form

E
{
αnm(k)α∗n′m′(k)

}
= E

{∣∣∣S`′(k)
∣∣∣2}(E{∣∣∣G(d)

`′ (k)
∣∣∣2} Υn′m′

nm (ŷ`′)+

V∑
vu

E
{
γ(`′)
vu (k)

}
Ψm,m′,u
n,n′,v

)
(6.10)

where `′ ∈ [1, L]. Note that, (6.10) remains true for a single-source scenario as well.

For audio signals with variable spectral densities, e.g., speech signals, it is intu-
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itive to select a feature based on the relative transfer function to make the feature

independent to the variations in the input signal [206]. Following a similar reason-

ing, we define the relative modal coherence (RMC) as

E
{
αnm(k)α∗n′m′(k)

}
E
{
α00(k)α∗00(k)

} =

E
{∣∣∣G(d)

`′ (k)
∣∣∣2} Υn′m′

nm (ŷ`′) +
V∑
vu

E
{
γ

(`′)
vu (k)

}
Ψm,m′,u
n,n′,v

E
{∣∣∣G(d)

`′ (k)
∣∣∣2} Υ00

00(x̂`′) +
V∑
vu

E
{
γ

(`′)
vu (k)

}
Ψ0,0,u

0,0,v

(6.11)

=

E
{∣∣∣G(d)

`′ (k)
∣∣∣2} Υn′m′

nm (x̂`′) +
V∑
vu

E
{
γ

(`′)
vu (k)

}
Ψm,m′,u
n,n′,v

4π E
{∣∣∣G(d)

`′ (k)
∣∣∣2}+ 16π2√

4π
E
{
γ

(`′)
00 (k)

}
(6.12)

where (6.12) is derived using (6.5) - (6.8) in (6.11). From (6.12) it is evident that

the relative modal coherence has a direct relation with the source position in a

particular room. However, with multiple active sources in a strong reverberant

environment, (6.12) introduces additional complexity due to the additive terms

in the denominator. On the other hand, the modal coherence of (6.10) offers a

simpler alternative to train a CNN due to the fact that the mode-independent

term

{∣∣∣S`′(k)
∣∣∣2} of (6.10) acts merely as a constant scaling factor across different

TF bins without altering the relative strength between different modes inside a TF

bin. The use of (6.10) as a feature reduces the complexity by eliminating location-

dependency from the denominator compared to RMC. Hence, we pose the DOA

estimation problem as an image-identification problem for CNN where the feature

snapshot is defined as the modal coherence of the soundfield in the individual TF

bins of the STFT spectrum

F̂mc(k) =

{
E
{
αnm(k)α∗n′m′(k)

}
: n ∈ [0, N ],m ∈ [−n, n], n′ ∈ [0, N ],m′ ∈ [−n′, n′]

}
(6.13)

where F̂mc is considered as an image consisting of [N ×N ] complex-valued pixels

with N = (N + 1)2 is the total number of modes. Note that, F̂mc is a frequency-

dependent function due to the frequency dependency of αnm, hence, we need to



136
Multi-Source DOA Estimation through Pattern Recognition of the Modal

Coherence of a Reverberant Soundfield

collect F̂mc from different frequency bands for training so that the model can learn

the frequency variations of the feature for the same source position. This devia-

tion is analogous to the transformed image conundrum in an image-identification

problem.

We also need to train the CNN model for various amplification levels due to

the presence of the source PSD term E
{∣∣∣S`′(k)

∣∣∣2} in F̂mc (analogous to train a

neural network to accommodate the differences in brightness of the same image).

This can be achieved through training the CNN model with any non-white random

audio signal such that the signal has a variable PSD in both time and frequency

directions of the STFT spectrum.

Finally, since a CNN model is best suited to work with real data, we convert our

2D complex-valued feature F̂mc into corresponding 3D tensor Fmc of [N ×N × 2]

dimension such that

Fmc =
〈〈
R
{
F̂mc

}
, I
{
F̂mc

}〉〉
3

(6.14)

where 〈〈·, ·〉〉3 stacks two matrices in the 3rd dimension and R{·} and I{·} denote

the real and imaginary part, respectively.

Fig. 6.2 shows the normalised snapshots of Fmc captured at random time

instants at 1500 Hz. For a CNN model to work with our input features, we want

them to be time-independent for the same source position in a room irrespective of

the nature of the audio signal. Indeed, as we observe from Fig. 6.2, Fmc changes

as a function of source angle and remains fairly constant across time.

6.3.3 TF bin processing

During both training and evaluation phases, the proposed CNN framework pro-

cesses each TF bin independently, i.e., it learns the directional patterns based on

the spatial distribution of the TF bin energy. Hence, it is important to consider

only the TF bins with a significant energy level to avoid misleading the neural

network. However, due to the sparse nature of speech signals in both time and fre-

quency, a large proportion of the TF bins usually ends up having low energy. The

sparsity in time can be addressed with a suitably designed voice activity detector,
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Figure 6.2: Normalised Fmc at different time instants. The snapshot is taken at
1500 Hz with a speech source present at (a)-(b) (θ, φ) = (60◦, 60◦) and (c)-(d)
(θ, φ) = (60◦, 120◦).

but the sparsity along the frequency can still mislead the CNN. Hence, to exclude

the low-energy TF bins from the training and evaluation datasets, a energy-based

pre-selection of TF bins is required where we drop all the TF bins with an average

energy below a certain threshold. If Tall is denoted as the collection of all the TF

bins, we can define a new set Tact ⊆ Tall such that

Tact = {κ ∈ Tall : Eκ ≥ Emin} (6.15)
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where Eκ is the average energy of the spatial coherence matrix for the κth TF

bin and Emin is the minimum energy threshold. This lowest energy threshold can

be a preset based on empirical measurements, or it can be set dynamically based

on the average energy of all the TF bins in the processing block. However, the

average energy of the processing block can be low when the number of low-energy

TF bins is high. We can also set the minimum energy level at the Kth percentile of

the average energy distribution of all TF bins, where K is usually large for speech

signal, as long as we are able to make at least a high-level prediction about the

energy distribution among the TF bins. Note that, (6.15) should be applied at

both training and evaluation stage, however, Emin does not need to be the same.

A second issue may arise when a TF bin violates the W-disjoint orthogonality

principle. In the proposed algorithm, CNN predicts the most dominant source in

each TF bin which are later combined in a clustered histogram to reach a global

outcome. However, as shown in [16], the number of TF bins violating the W-

disjoint orthogonality increases as the number of simultaneous sources increases.

When a TF bin contains significant energy from multiple sources, the prediction

of the CNN model can be arbitrary. To circumvent the uncertainty in prediction

due to the violation of W-disjoint orthogonality principle, we only consider the

predictions in the TF bins where the CNN model predicts a single DOA with a

high confidence level. Hence, if we define the probability score for each TF bin as

Pκ,Θ =
{
Pκ(θ)

}
θ∈Θ

(6.16)

Pκ,Φ =
{
Pκ(φ)

}
φ∈Φ

(6.17)

where Pκ(θ) and Pκ(φ) are the CNN’s predicted score for the corresponding el-

evation and azimuth classes at the κth TF bin, the final DOA estimation at the

evaluation stage should be based on the set Ttest ⊆ Tact such that

Ttest =
{
κ ∈ Tact : max

{
Pκ,Θ

}
≥ Pmin and max

{
Pκ,Φ

}
≥ Pmin

}
(6.18)

where Pmin denotes the minimum confidence level.
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6.3.4 CNN architecture

We utilise a CNN to estimate source DOA based on the local connectivity of the

modal coherence coefficients. A CNN topology typically consists of multiple con-

volution layers followed by fully-connected networks. For DOA estimation, we

perform multi-output multi-class classification where we share the same convolu-

tion layer structure to predict both the azimuth and elevation using separate fully

connected heads at the last stage - each responsible for predicting either azimuth or

elevation. We opt for a classification-based approach due to the limited resolution

of the practical dataset. However, the proposed technique can be extended for a

regression-based model subject to the availability of a denser training grid to learn

the evolution of dynamic reverberation characteristics.

In each convolutional layer, we use 64 spatial filters of 2 × 2 size to learn the

spatial coherence pattern for each desired point in a predefined DOA grid. As

our feature is defined as the modal coherence for each TF bin, it is important

to consider 2D filters in the convolution layers. A rectified linear unit (ReLU)

activation follows the convolution layer at each stage. The evaluation is done with

8 convolution layers with zero padding to keep the output size identical for all the

layers. The final convolution layer is connected to 2 fully-connected layers that

use ReLU activation. Finally, two separate fully connected heads responsible for

azimuth and elevation estimation, respectively, are used with Sigmoid activation.

A Sigmoid activation is chosen over Softmax in the last stage as it allows us to

perform prediction-based TF bin selection to remove the bins with low confidence,

as described in Section 6.3.3.

Due to the W-disjoint orthogonality assumption, ideally each TF bin is des-

ignated with a single DOA and can be classified using a multi-class classification

network using a Softmax activation-based categorical cross-entropy loss. However,

in a practical environment with multiple simultaneously active sources, it is un-

realistic to expect each of the TF bins to honour the W-disjoint orthogonality.

Therefore, it is possible to find occasional TF bins whose energy are contributed

by multiple sound sources. Such a TF bin produces a feature snapshot which does

not match with any of the patterns learned by the model during the single-source

training stage. In such cases it is expected that the output will not have a large



140
Multi-Source DOA Estimation through Pattern Recognition of the Modal

Coherence of a Reverberant Soundfield

prediction score for any of the classes. Hence, we use binary cross-entropy loss

function with Sigmoid activation instead of categorical cross-entropy in order to

independently predict the probability of each individual class in every TF bin. This

approach allows us to enforce the criterion mentioned in (6.18).

Detailed parameter settings are included in the experimental results section.

6.3.5 Training the model

In the training stage, we train the model based on the feature snapshots in a

single source scenario. Each training data is labelled independently for azimuths

and elevations. The model is trained for the elevation set Θ and the azimuth

set Φ in different azimuth and elevation planes, respectively. Once the model

learns the patterns for each of the intended directions, we independently predict

the elevations and azimuths for any number of concurrent sources as long as the

W-disjoint orthogonality principle majorly holds. This is a more realistic approach

than training the model for each possible angular combination [150], [152] which

becomes a resource-intensive operation as the number of classes or the number

of simultaneous sources increases. Furthermore, the proposed method does not

require retraining the model every time an additional source appears in the mixture.

6.3.6 DOA estimation

First, we jointly pick the highest probable elevation and azimuth classes for each

TF bin in Ttest to form a prediction multiset X such that

X =
{(

arg max
θ∈Θ

{
f : θ 7→ Pκ(θ)

}
, arg max

φ∈Φ

{
f : φ 7→ Pκ(φ)

})
: κ ∈ Ttest

}
. (6.19)

Let Ω be a set of all possible combinations of azimuths and elevation classes, i.e.,

Ω = {(θ, φ)}θ∈Θ, φ∈Φ. (6.20)
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Algorithm 2: Algorithm for DOA estimation - training stage

Data: Θ,Φ, αnm(θ, φ) ∀nm, ∀θ ∈ Θ, ∀φ ∈ Φ

1 Calculate spatial coherence E
{
αnm(k)α∗n′m′(k)

}
in each TF bin using (6.9);

2 Get F̂mc ∀θ ∈ Θ, ∀φ ∈ Φ using (6.13);
3 Apply (6.15) to filter out low energy TF bins and get Tact;
4 Use Tact to train the model using the parameters in Table 6.1 independently

for Θ and Φ;
5 Save the model

Subsequently, we define an accumulation function Z which calculates the number

of repetitions of any element of Ω in X ,

Z : ϑ ∈ Ω 7→ MX (ϑ) (6.21)

where MX (ϑ) denotes the multiplicity of ϑ in the multiset X , i.e., the number of

times ϑ occurs in X . Hence, the simplest way of multi-source DOA estimation is

to pick L largest peaks in Z(ϑ)

{̂̂x`}`∈[1,L]
=
{
ϑ′ ∈ Ω : Z(ϑ′) is one of L largest peaks in Z

}
. (6.22)

However, in case of a noisy prediction for a multi-source environment, the afore-

mentioned technique can cause erroneous results. For example, in a 2-source en-

vironment, if the true DOA of the prominent source lies between two adjacent

classes, both the adjacent classes for the prominent source might occur more fre-

quently than the true class corresponding to the weaker source. To avoid such a

scenario, a more robust technique is to apply a suitable clustering algorithm, such

as k-means [207] or density-based [208] clustering, to divide X into L clusters and

pick the peak in each cluster using

̂̂x` = arg max
ϑ∈Ω`⊂Ω

{
Z(ϑ)

}
, ∀` ∈ [1, L] (6.23)

where Ω` is a subset of Ω containing all points in `th cluster.

The training and evaluation steps are outlined in Algorithms 2 and 3, respec-

tively.
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Algorithm 3: Algorithm for DOA estimation - evaluation stage

Data: αnm ∀nm
1 Calculate spatial coherence E

{
αnm(k)α∗n′m′(k)

}
in each TF bin using (6.9);

2 Get F̂mc using (6.13);
3 Apply (6.15) to filter out low energy TF bins and get Tact;
4 Calculate the probability of each classes in Θ and Φ for the TF bins in Tact

using the model saved during training;
5 Apply (6.18) to get Ttest;
6 Apply (6.19) to form the prediction multiset X ;
7 if L == 1 then
8 ̂̂x = arg max

ϑ∈Ω

{
Z(ϑ)

}
;

9 else
10 Using a suitable clustering algorithm, divide X into L clusters;
11 Use (6.23) to estimate L source directions.;

12 end

6.4 Experimental Results and Discussion

In this section, we present the experimental results, comparison, and discussion of

the proposed algorithm with the contemporary counterparts.

6.4.1 Experimental methodology

We evaluated the proposed method in simulated and practical environments under

different room conditions. The parameter settings used in the evaluation are listed

in Table 6.1. We assessed the performance of the model in 3 simulated room envi-

ronments (room S1, S2, and S3 in Table 6.2) generated using a RIR Generator [209]

as well as with the recordings from a practical room (room P1 in Table 6.2) in the

presence of babble noise. The reverberation time (T60) and direct to reverberation

ratio (DRR) shown in Table 6.2 for room P1 were calculated using the techniques

outlined in [200]. We only considered the first-order harmonic coefficients which

need at least 4 microphones to calculate, however, in the result section, we used

recordings from 9 microphones oriented on a spherical grid suggested in [210] for

evaluating the proposed as well as the competing methods.
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Table 6.1: Parameter settings for the experiments

Name Value

Model parameters

Pmin 0.5

Emin Percentile-based

K 90

N 1

CNN parameters

Input size [4× 4× 2]

# Convolution layers 8

# Conv. filters 64 ([2× 2])

# Dense layers 2 (512)

We used random mixed-gender speech signals from the TIMIT corpus [201]

to synthesise the reverberant signals from the measured/simulated RIRs. The

spherical harmonic decomposition, as described in Section 4.3.2, was performed on

the reverberant signals to calculate the spherical harmonic coefficients up to first

order. Note that, the proposed method is independent of the type and shape of

the sensor array as long as the array is capable of performing spherical harmonic

decomposition2.

The CNN architecture has been discussed and presented in Section 6.3.4 and

Table 6.1. The implementation was done in Python using Keras [211] running on

top of TensorFlow [212]. For the proposed method, the TF bin-level predictions

were accumulated and clustered using k-means algorithm (step 10 in Algorithm 3)

assuming that the number of active sources was known as a priori, however, certain

algorithms offer to cluster the data without the advance knowledge of the number

of sources [208]. Furthermore, as k-means algorithm works with the Euclidean

geometry, we converted the predicted DOAs to corresponding Cartesian coordinates

on a unit sphere before clustering the data.

The processing was done at 16 kHz sampling frequency. The STFT used a 16ms

2A number of alternate array structures are available in the literature for capturing spherical
harmonic coefficients, a few can be found in [63], [65]–[68], [71].
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Table 6.2: Test environments. dsm denotes source to microphone distance.

Room Dimension T60 DRR dsm

P1 [11× 7.5× 2.75] m 640 ms −0.6 dB 2.8 m

S1 [6× 4× 3] m 200 ms - 1 m

S2 [7× 6× 3] m 300 ms - 1 m

S3 [8× 6× 3] m 500 ms - 1 m

Hanning window, 50% overlap, and 256-point discrete Fourier transform (DFT).

We only utilised the frequency range 500 − 2000 Hz for DOA estimation. A 30s

long speech was used to synthesise the data for training, however, the actual num-

ber of features reduced significantly after applying (6.15) to filter out low-energy

TF bins. The majority of the results and discussions in this section are presented

for azimuth estimation only considering the fact that the estimation of evaluation

is independent of the azimuth estimation and follows the same mechanism. How-

ever, in Section 6.4.3, we have demonstrated how a joint azimuth and elevation

estimation can be performed using the proposed method.

6.4.2 Baseline methods and evaluation metrics

The performance of the proposed algorithm is compared with a recent CNN-based

DOA estimation method proposed in [150] (subsequently denoted as “CNN-PH”)

where it was already shown that “CNN-PH” outperforms conventional parametric

methods like MUSIC and SRP-PHAT. For a fair comparison, we kept the CNN

architecture and other evaluation criteria same in all possible ways. We used the

same 9-microphone setup as described in Section 6.4.1 for the competing methods

unless mentioned otherwise. The convolution filter size for “CNN-PH” was set

to [2 × 1] as per the recommendation of the authors [150] whereas we applied

[2 × 2] filters with the proposed method. The difference in filter size between the

competing methods comes from the fact that the feature used in “CNN-PH” spans

across the frequency band where multiple active sources can be present in the

horizontal dimension. On the other hand, the proposed method uses the modal

coherence snapshot of a single TF bin as a feature where only one active source is
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expected due to the assumption of W-disjoint orthogonality.

To evaluate the performance, we first defined the prediction error for the `th

source in a single test by the angular difference between the true and the estimated

points at the origin of a unit sphere, i.e.,

∆` = cos−1
[

cos(θ̂`) cos(θ`) + sin(θ̂`) sin(θ`) cos(φ̂` − φ`)
]
. (6.24)

As we are posing the DOA estimation as a classification problem, the mean error

can be misleading unless the angular difference between adjacent classes are very

small. Hence, instead we propose to use performance metrics based on estimation

accuracy. At first, we define the multi-source DOA classification accuracy as the

percentage of the correct predictions, i.e.,

ηacc =
M{{∆`}}(0)

{{∆`}}
× 100% (6.25)

where {{∆`}} is a multiset containing ∆` ∀` for all the tests and · denotes the

cardinality of the underlying multiset. Note that, for a single test, the sequence of

the true and estimated DOAs need not be in the same order, hence, we map them

in such a way that M{{∆`}}(0) is maximised.

Occasionally, the definition of (6.25) may fail to offer the full picture as it does

not take it into consideration how far a wrong prediction deviates from the true

value although the adjacent classes are highly correlated in a DOA classification

task. Hence, we define another accuracy metric, termed as adjacent accuracy,

where we consider the predictions for adjacent classes as true positives as well, i.e.,

ηadj =
M{{max[0,∆`−∆Ω]}}(0)

{{∆`}}
× 100% (6.26)

where ∆Ω is the angular separation between two adjacent classes. A high ηadj

with low ηacc indicates that the transition of the feature pattern is not very sharp

between the adjacent classes, a phenomenon expected in a noisy environment.

All the results presented in the subsequent sections are based on the accumu-

lation of the results of 50 random experiments in each test case. Each experiment

was evaluated with random source positions and subsequently added with random



146
Multi-Source DOA Estimation through Pattern Recognition of the Modal

Coherence of a Reverberant Soundfield

Gaussian noise unless specified otherwise.

6.4.3 Results and discussions

In this section, we discuss and compare DOA estimation performances under dif-

ferent criteria and room environments. During the experiments, the microphone

array was placed at the centre of the room at 1m height. For the proposed method,

we completed the training once per room considering a single-source scenario and

used the same trained model at the testing stage irrespective of the number of si-

multaneously active sources. A 30s long speech was synthesised during the training

stage, however, we only used the top 10% STFT bins based on TF bin energy to

train the network3.

Azimuth estimation for a fixed elevation

In the first set of experiments, we considered uniformly spaced azimuth points at

10◦ interval (i.e., J = 36) on the fixed elevation plane at 45◦ for both training and

testing. Hence, we can use (6.24) to determine the angular separation between the

adjacent classes as ∆Ω = 7.07◦. For each room, we emulated 2 different signal to

noise ratio (SNR) by adding white Gaussian noise and evaluated the performance

for up to 3 active sources, i.e., L = [1, 3]. As “CNN-PH” was originally designed to

be trained for all possible angular combinations in an L-source DOA estimation,

we trained “CNN-PH” for 36 and 1260 unique angular combinations based on 36

azimuth classes for L = 1 and 2, respectively4. However, for testing with L = 3,

we trained “CNN-PH” for 2-source mixture (1260 angular combinations) to under-

stand the performance in a dynamic acoustic scenario. In contrast, the proposed

method was always trained for the single-source scenario, e.g., 36 unique cases for

this experiment, irrespective of the number of sources in the testing environment.

Fig. 6.3 shows DOA accuracy of the competing methods under different sce-

narios. At SNR = 30dB in Fig. 6.3, we observe that both the methods perform

well for L = 1 and 2 although the proposed method consistently exhibits slightly

3As an instance, the average size of the training dataset in Section 6.4.3 was 10, 505 samples
per label, each being a [4× 4] matrix.

4The training process for “CNN-PH” is outlined in [150, pp. 13]
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(c) Room S3, 30dB SNR
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(f) Room S3, 20dB SNR

Figure 6.3: Azimuth estimation under different simulated reverberant and noisy
environments on a 45◦ elevation plane.
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Figure 6.4: T-values in each of the scenarios of Fig. 6.3 calculated based on two-
tailed independent samples t-tests. T-values above the reference dotted lines im-
plies statistical significance based on corresponding p-values.

better performance. For 3-source combination under stronger reverberation, the

proposed method holds the level of adjacent accuracy ηadj while “CNN-PH” shows

performance degradation for both the metrics. For the noisy environments of SNR

= 20dB in Fig. 6.3, the performance distinctions are more prominent where the

proposed algorithm outperforms “CNN-PH” in each scenario. The use of modal

coherence as learning feature ensures steady performance of the proposed algorithm

at low SNR. We can also observe “CNN-PH” suffers significant performance issues

for L = 3 due to the fact that we did not train “CNN-PH” for all possible 3-source

combinations. We also investigated statistical significance of the results shown in

Fig. 6.3 through two-tailed independent samples t-tests. The null hypothesis for

the t-test was that both “CNN-PH” and the proposed algorithm have the equal

mean estimation error. The results of the t-tests, shown in Fig. 6.4, rejects the

null hypothesis for the scenarios where Fig. 6.3 exhibits notable difference between

the competing methods. This implies that the results we present in Fig. 6.3 are

statistically significant and can be considered as the usual outcome.

For reference, Fig. 6.5 plots the TF bin prediction histogram in room S3 for

L = 2 and 3 along with the true azimuths. The histogram shows a clear peak
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(a) L = 2

(b) L = 3

Figure 6.5: TF bin prediction histogram in room S3 (T60 = 500ms). Red crosses
denote the ground truths.

at each true azimuth location which can be separated using a suitable clustering

algorithm.

Performance in a practical room with babble noise

We conducted the next set of experiments in a big hall with strong reverberation,

we named it room P1 in Table 6.2. The room schematic for P1 is shown in Fig. 6.6.

The recording was performed with an Eigenmike [199], however, only first-order

harmonics were used for this task. The source was placed at a 2.8m distance from

the array in a uniform azimuth grid of 30◦ interval (J = 12) on a 95◦ elevation

plane. Directional babble noise was added to the recordings at 10dB SNR from
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Figure 6.6: An artist’s impression of room orientation and experimental setup for
the practical room P1 (Table 6.2). The sound sources were placed 2.8 m from the
microphone array.

multiple random locations. This time we trained “CNN-PH” with all possible

angular combinations for both L = 2 (132 angular combinations) and L = 3

(1320 angular combinations) while the proposed method used the same strategy

of single-source training for 12 classes. The comparative performance is shown

in Fig. 6.7 where the proposed algorithm shows a significantly better accuracy

than “CNN-PH”, especially for L = 3, despite “CNN-PH” being trained for all

possible angular combinations in each case. Note that, we found no significant

performance improvement for higher harmonic orders. This can be due to the low

spatial resolution of the training data. The higher order modes can be useful with

a denser source distribution, at high frequencies, or when a regression-based model

is used.
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Figure 6.7: Azimuth estimation accuracy with practical recordings with babble
noise at 10dB SNR. The tests were performed on 95◦ elevation plane.

Joint estimation of azimuth and elevation

So far, we have shown results only for azimuth estimation based on the proposition

that the proposed algorithm can estimate azimuth and elevation simultaneously

without interfering with each other. In this section, we are going to validate this

proposition by performing a full DOA estimation in room S2. We designed a 3D

uniform spatial grid with 30◦ resolution for azimuths (J = 12) and 20◦ resolution

for elevations. Furthermore, we considered the elevation range 30◦ − 150◦. That

makes a total of 7 unique elevation classes (I = 7) and a total 84 points on the 3D

DOA grid. The rest of the simulation criteria remain the same as Section 6.4.3.

We slightly modified the CNN architecture for this section to accommodate

the joint estimation in an efficient manner. As in the previous experiments, we

calculated the feature snapshot for each TF bin, but this time we labelled them

separately for azimuth and elevation. The CNN architecture remains the same for

the most part except at the last layer when we branched out 2 identical but sepa-

rated fully connected heads and supplied them with azimuth and elevation labels,

respectively. Hence, at the testing stage, the system outputs two separate predic-

tion sets for azimuth and elevation - one from each separated head. Note that, due
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Figure 6.8: A block diagram for joint estimation of azimuth and elevation.

to the independent estimation strategy, it is important to jointly pack the predicted

azimuths and elevations for each TF bin so that the estimated angles from the same

source remain together. Subsequently, we clustered the prediction outcomes using

the bi-variate k-means clustering algorithm. A block diagram for the joint estima-

tion of azimuth and elevation is shown in Fig. 6.85. It is worth mentioning that

the proposed algorithm can readily be expanded for full source localisation through

additional training for radius-dependency or corresponding Cartesian coordinates

due to its ability of independent estimation of different location parameters.

5Fig. 6.8 does not necessarily depict the actual processing flow, rather a visual aid for under-
standing the task.
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(a) L = 2

(b) L = 3

Figure 6.9: Color map for joint estimation of azimuth and elevation with the pro-
posed method in room S2 at 30dB SNR. Red crosses denote the ground truths.
The accuracy of a joint estimation over 50 tests was found to be similar compared
to the standalone azimuth estimation.

The outcome of the experiments is shown in Fig. 6.9 in terms of coloured heat

map based on the number of predicted TF bins for each DOA. It is clear from the
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figure that the proposed method had no difficulties in predicting full DOA in the

same manner as with the azimuth predictions. More importantly, the accuracy of

the joint DOA estimation was found to be similar to that of a standalone azimuth

estimation of Fig. 6.3 (and hence, the accuracy plots are not shown separately

for this section). This is an expected behaviour, as the azimuth and elevation

estimation processes are independent and should not be affected due to the joint

processing.

Azimuth estimation on a different elevation plane

In this section, we analyse the performance of the proposed algorithm when training

and testing were performed on different elevation planes. For the purpose of this

section, we used room S2 at 30dB SNR. The tests were performed for sources on

60◦ elevation plane while the training data were obtained from a different elevation.

In Fig. 6.10, we show the estimation accuracy for 2 distinct cases - when training

data were obtained from (case 1) 45◦ elevation plane only and (case 2) 45◦ and 75◦

elevation planes. We observe a clear improvement in case 2 over case 1 due to the

fact that when we trained the network on 2 different elevation planes, the model

learned the evolution of feature for change in elevation and predicted azimuths in

an arbitrary elevation plane more accurately. As the machine learning algorithms

take a data-driven approach, it is possible to further improve the performance by

training on additional planes.

It is worth noting that the proposed feature snapshot Fmc is mostly comprised

of the spherical harmonics where the dependency on θ and φ come through in-

dependent Legendre and exponential functions, respectively, as shown in (2.13).

Therefore, the impact of elevation change on Fmc comes mainly as a constant scal-

ing factor. For this reason, even for case 1 when training and testing were done

in separate individual elevation planes, the model did not entirely fail, rather gets

confused by the reverberation, noise and other non-linear distortions. This is ap-

parent from Fig. 6.10 where we observe a better accuracy in terms of ηadj but a

significant difference with ηacc.
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Figure 6.10: Azimuth estimation on 60◦ elevation plane when training was per-
formed on different elevation plane. TRAIN-45 denotes the case when training was
performed on 45◦ elevation only whereas for TRAIN-45-75, training was performed
with data from 45◦ and 75◦ elevations.

Impact of source to microphone distance

We investigate the impact of the varying source to microphone distance on the

proposed algorithm. We used the same simulated room S2 with the exception

that we increased the dimension of the room to [8 × 8 × 4]m for this particular

section in order to have a larger range for distance variation. The microphone

array position remained at the centre of the room, however, we varied the source

position between 0.5−3 m from the microphone array. The training was performed

at a fixed distance of 1m. The plots in Fig. 6.11 suggests that there is no significant

change in estimation accuracy for varying source to microphone distances during

the test. This implies that our model doesn’t need to be trained separately for near-

field and far-field considerations due to the separation of radius-dependency from

DOA-dependency in the modal coherence model. To understand the behaviour,

we examine the analytical expression of αnm for the direct path for `th source [185,

pp. 31]

α(`)
nm(k, r) = ikhn(kr`)Y

∗
nm(x̂`) (6.27)



156
Multi-Source DOA Estimation through Pattern Recognition of the Modal

Coherence of a Reverberant Soundfield

0.5m 1m 1.5m 2m 2.5m 3m
Source to array distance

0

20

40

60

80

100

D
O

A
 a

c
c
u
ra

c
y
 (

%
)

Figure 6.11: Azimuth estimation performance of the proposed algorithm with dif-
ferent source to microphone distances. The training was performed with sources
at 1m distance from the array centre on a 45◦ elevation plane.

where hn(·) is the spherical Hankel function of the first kind. From (6.27) it is clear

that the radial dependency comes through the Hankel function hn(kr`) together

with the frequency-dependent k. As we trained our model for different frequencies,

the impact of varying hn(kr`) on the feature pattern is already captured during the

training even with a fixed radius, hence, any radial change does not pose a major

threat to the performance of the proposed algorithm.

Number of active sources

In the last set of experiments, we tried increasing the number of sources on the

same 45◦ elevation plane in the acoustic scene of room S2 at 30dB SNR. As we

observe in Fig. 6.12, the accuracy gradually decreases with the increasing number

of sources. The performance issue can be contributed by an increased violation of

W-disjoint orthogonality with an increased number of sources. However, examin-

ing the histograms of random individual tests, we also found many instances when

the performance degradation was caused by the failure of the k-means clustering

algorithm and the ambiguity in the histogram for nearby sources. It is possible
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Figure 6.12: Azimuth estimation performance of the proposed algorithm with dif-
ferent number of active sources on a 45◦ elevation plane.

to improve the performance with a careful selection of a more robust clustering

algorithm, however, the investigation for a better clustering algorithm is out of the

scope of this work. To avoid ambiguity due to nearby sources, we can impose a re-

striction for maintaining a minimum distance between two sources before applying

this algorithm.

6.5 Summary

In this chapter, we proposed a modal coherence-based feature to train a convo-

lutional neural network for DOA estimation realised in the spherical harmonic

domain. The chapter offers the following major contribution:

• We proposed a CNN-based framework to estimate DOAs of simultaneously

active multiple sound sources. We used a novel feature to train a CNN which

utilises the modal coherence of a reverberant sound field in the spherical

harmonic domain. We showed that modal coherence represents a unique

pattern for each direction which can be learned and used for estimating source

DOAs in a composite acoustic scene.
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• We offered a new perspective by introducing a single-source training scheme

for multi-source localisation in a reverberant environment. The proposed

strategy saves significant time and resources during the training stage as

well as allows us to reuse the same trained model during the testing stage

irrespective of the number sources in the acoustic mixture.

• Unlike the existing methods in the CNN domain, we treat individual STFT

bin separately for training. Hence, the proposed method is capable of per-

forming parallel azimuth and elevation estimation, hence, allows us to per-

form full DOA estimation without affecting the estimation accuracy compared

to standalone azimuth estimation.

• The data-driven approach of DOA estimation overcomes some of the funda-

mental limitations of the traditional parametric domain approaches.

• The proposed algorithm outperforms the competing state-of-the-art tech-

nique while having a significantly reduced resource requirements.

In summary, we contributed to the cause by proposing a method that performs

better than the contemporary CNN-based methods in various acoustic environ-

ments, requires significantly less resource and time for training, and predict the

DOA based on a single training model for a room irrespective of the number of

sources.

6.6 Related Publication

• A. Fahim, P. N. Samarasinghe, and T. D. Abhayapala, ”Multi-Source DOA

Estimation through Pattern Recognition of the Modal Coherence of a Rever-

berant Soundfield”, IEEE/ACM Transactions on Audio Speech and Language

Processing, Volume 28, pp. 605–618, 2019.
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Chapter 7

Post-filter Selection for

Non-Orthogonal Signals

Choosing an appropriate post-filter is an important consideration in the

proposed source separation techniques, as outlined in Fig. 1.4, to im-

prove the perceived quality. In Chapter 5, we employed a traditional

Wiener filter to enhance source separation performance (Fig. 5.1 and

5.9). In this chapter, we review various existing options for spectral en-

hancements in addition to the Wiener Filter and explore their strengths

and limitations. Most of the existing post-filtering techniques use the

strict assumption of orthogonality between the desired and undesired

signal components. However, in a practical scenario, the orthogonality

assumption is often violated due to a short processing window as well

as the correlated reflected signals from the surrounding objects. The

scale and nature of the error due to this non-orthogonality depend on

the acoustic condition and the underlying constraints of the techniques.

Hence, it is important to analyse the performance of the existing post-

filtering solutions under different reverberant and noisy environments

to be able to make an informed decision while choosing a post-filtering

method for source separation in a reverberant environment.

161
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7.1 Introduction

Spectral enhancement improves the interference rejection of a mixed signal and is

typically achieved by designing a suitable post-filter in the frequency domain. Sev-

eral post-filtering techniques are available for this purpose such as a Wiener filter

(WF) [213], spectral subtraction (SS) [103], short-time spectral amplitude estima-

tor (STSA) [104], and log-spectral amplitude estimator (LSA) [105]. One common

assumption made by all of these conventional approaches is the strict orthogonal-

ity between the desired and undesired components of an observation. Based on

this orthogonality assumption, each of these methods chose different approaches

to devise the corresponding transfer function for a spectral filter. However, this

orthogonality assumption does not hold in many practical scenarios due to limited

time-domain support and the short-time stationarity of the speech signals. Hence,

the performances of these post-filtering methods vary under different acoustic en-

vironments depending on the robustness of their underlying constraints in that

specific scenario. To improve the performance of a conventional SS-based post-

filter, Lu et al. relaxed the orthogonality assumption by proposing a geometric

approach to spectral subtraction (GSS) [153], however, that introduces additional

constraints in their formulation. Originally [153] was assessed against background

noise suppression, however, the deviation from orthogonality assumption becomes

more prominent for reverberant environments due to correlated reflections from the

surrounding objects. In this chapter, we review the conventional techniques and

their performance and analyse the GSS model by scrutinising its transfer function

to gain an insight into the algorithm.

In order to conduct a comparative analysis between the conventional and con-

temporary approaches using a standard methodology, we evaluate the performance

of the post-filters in terms of single-channel dereverberation and noise suppres-

sion using the REVERB challenge 2014 dataset [214]. The REVERB challenge

2014 dataset does not offer a suitable option for spherical harmonic decomposition,

hence, we cannot apply the power spectral density (PSD) estimation technique we

developed in Chapter 4. Instead, we opt for a traditional approach to estimate

noise and reverberation PSDs and design the evaluation system based on that. As

we intend to evaluate the performance of the post-filtering techniques, the lack of
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spatial domain processing does not hinder our objective. Note that, though this

analysis is based on single-source dereverberation and noise suppression, the in-

sight we gain is equally applicable for a source separation scenario because of the

existence of reverberation and background noise. Furthermore, understanding of

the performance limitations due to non-orthogonality in a short-time Fourier trans-

form (STFT) frame is useful irrespective of whether the undesired signal is coming

from a separate source or from its own reflections. At the end of this chapter,

we hope to acquire the knowledge about the relative advantages between different

spectral filters and their limitations, which help us to make an informed decision

on selecting an appropriate post-filtering technique.

7.2 Problem Statement

The input to the Wiener filter in Fig. 5.1 and 5.9 was a single-channel signal from

the beamformer output and the centre-microphone, respectively. Hence, in this

chapter, we consider a single-channel audio y(n) as our input signal while analysing

the performance of different post-filtering techniques. Furthermore, in the context

of Chapter 5, y(n) constituted of the desired and undesired speech, reverberation,

and noise signals. However, to compare the performance of different post-filters

with the contemporary methods of the REVERB challenge 2014, we consider single-

source noisy and reverberant environment provided by the REVERB challenge 2014

dataset. Note that, as our objective is to measure the performance variation of

different post-filters in terms of interference rejection, the discussion and findings

of this chapter is equally applicable for the post-filter selection strategy of Chapter

5. The remaining of this chapter focuses on y(n) as the signal of interest and study

the performance of different signal enhancement techniques.

Under the single-source assumption, the input signal y(n) to the post-filter is

given by

y(n) = xe(n) + xr(n) + xn(n) (7.1)

where xe(n) is the desired signal, xr(n) represents the undesired reverberation

component, and xn(n) is the background noise. Our goal is to compare the perfor-

mances of different post-filtering techniques in extracting the desired signal xe(n)
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from y(n). The processing is done in the STFT domain where (Xe, Xr, Xn) repre-

sents the corresponding STFT coefficients of (xe, xr, xn).

7.3 Spectral Enhancement

In this section, we briefly describe the transfer functions of different post-filtering

techniques that we intend to compare.

7.3.1 The conventional approaches

For the theoretical analysis, we consider the following simplified signal model in

frequency domain

Pm(ω) = Pd(ω) + Pi(ω) (7.2)

where the desired signal Pd(ω) is distorted by the interfering signal Pi(ω) to produce

measured signal Pm(ω) with ω being the angular frequency. In the context of

Section 7.2, Pd(ω) = Xe(ω) whereas Pi(ω) can be in the form of the background

noise Xn(ω) or the late reverberation Xr(ω) modelled as an additive disturbance.

In the subsequent sections, we discuss two widely-used conventional post-filtering

techniques in terms of their transfer functions. For the remainder of this section,

we frequently omit ω in the definitions for brevity.

Conventional Spectral Subtraction

The conventional SS is based on the instantaneous signal or power spectra. From

(7.2), the squared-magnitude spectrum of measured Pm is given by

|Pm|2 = |Pd|2 + |Pi|2 + 2 |Pd| |Pi| cos
(
θdi
)

(7.3)

where θdi is the phase difference between Pd and Pi, and |·| denotes the absolute

value. Spectral subtraction assumes Pd and Pi to be orthogonal, i.e. θdi = π/2 ∀ω.

Hence, the cross-terms of (7.3) become zero and the transfer function of SS is given

by

Hss(ω) =

√
1− 1

γ(ω)
(7.4)
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where γ(ω) = |Pm(ω)|2
|Pi(ω)|2 is the a posteriori signal to interference ratio (SIR) based on

the instantaneous signal spectra. Note that, Hss(ω) is a real quantity, hence, the

noisy phase remains unchanged in signal reconstruction1.

Wiener Filter

In the Wiener filter theory, an optimum filter Hw is designed to estimate Pd by

minimising the mean squared error of the estimation, and the solution takes the

form of [216]

Hw(ω) =
Φdm(ω)

Φm(ω)
(7.5)

where Φdm is the cross spectral density (CSD) between Pd and Pm whereas Φm is

the PSD of Pm. Φm and Φdm can be calculated from (7.2) as

Φm = Φd + Φi + Φdi + Φid (7.6)

Φdm = Φd + Φdi (7.7)

where Φd and Φi are the PSDs of Pd and Pi, respectively, and Φdi and Phiid are the

CSDs between Pd and Pi. In the Wiener solution, the cross-terms are considered

zero and hence, using (7.5), (7.6) and (7.7), the solution becomes

Hw(ω) =
Φd(ω)

Φd(ω) + Φi(ω)

=
ξ̃(ω)

ξ̃(ω) + 1
(7.8)

where ξ̃(ω) = Φd(ω)
Φi(ω)

is the a priori SIR.

7.3.2 Limitations of the conventional approaches

The assumption of uncorrelated desired and undesired signal implies that

E
{
Pd(ω)P ∗i (ω)

}
= 0 (7.9)

1It has been argued in literature that the phase distortion is largely inaudible in audio pro-
cessing [215]
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Table 7.1: Cross-term estimation error (εavg) in dB under different reverberation
time (T60), noise type, SIR, and window length of STFT.

Frame Size

8 ms 16 ms 32 ms 64 ms

Reverberant speech

T60 = 300 ms -8.37 -8.5 -8.78 -8.96

T60 = 600 ms -2.9 -2.88 -2.81 -3.22

T60 = 700 ms -1.82 -1.77 -1.42 -2.44

Speech with air-condition noise

SIR = 10 dB -4.66 -4.85 -4.69 -3.98

SIR = 0 dB 0.34 0.15 0.31 1.02

Speech with white noise

SIR = 10 dB -4.93 -4.81 -4.07 -3.65

SIR = 0 dB 0.1 0.21 0.95 1.21

where E
{
·
}

denotes the expected value and (·)∗ represents complex conjugation.

However, (7.9) does not hold for late reverberation component of a signal which

exhibits finite correlation with the source. Furthermore, in practical experiments,

(7.9) needs to be approximated from the finite window length to avoid smearing

effect of non-stationary speech signal. Such a truncation results in residual cross-

terms of notable magnitude that leads to overestimation or underestimation of the

estimated signal inside the short processing frame.

Lu and Loizou used a noisy environment to demonstrate that the cross-term

error due to non-orthogonality is particularly large around 0 dB a priori SIR and

more severe as θdi approaches π [153]. To study the cross-term error in different

noisy and reverberant environments, we define the following error definition

εavg =
1

T

∑
∀τ

∑
∀k

∣∣∣|Pd(τ, k)|2 − |P̂d(τ, k)|2
∣∣∣∑

∀k
|Pd(τ, k)|2 (7.10)

=
2

T

∑
∀τ

∑
∀k
|Pd(τ, k)| |Pi(τ, k)|

∣∣cos
(
θdi(τ, k)

)∣∣∑
∀k
|Pd(τ, k)|2 (7.11)



7.3 Spectral Enhancement 167

0 1 2 3 4 5 6 7 8 9

Second

-0.5

0

0.5

100 200 300 400 500

Time frame

20

40

60

80

100

120

F
re

q
u
e
n
c
y
 b

in

-6

-4

-2

0

2

4

6

E
rr

o
r 

(d
B

)

Figure 7.1: Cross-term error in a speech signal with 16 ms frames and no overlap,
at 10 dB a priori SIR

where τ and k are the time and frequency bins of STFT, respectively, and T is

the total number of time frames. Note that, Eq. (7.11) is obtained from (7.10)

using (7.3) and (7.4). The results shown in Table 7.1 were obtained from the voiced-

frames of 25 random speech signals assuming oracle PSD knowledge. The exclusion

of the unvoiced frames was done to avoid error magnification in the frames where

Xe(τ, k) is very small.

The results of Table 7.1 confirms the presence of significant cross-term error

within a short STFT frame, especially with strong reverberation or background

noise. Furthermore, a large cross-term error with both reverberant and noisy signal

suggests that the non-zero cross-terms are majorly contributed from the lack of

orthogonality in the short STFT frame. The spectrum of the cross-term estimation

error is shown in Fig. 7.1 for reference.
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Figure 7.2: Phasor diagram of (7.2)

7.3.3 Geometric spectral subtraction

To circumvent the cross-term estimation error, an alternative approach to SS was

proposed in [153] based on vector geometry. The authors used the phasor diagram

of the signal model in (7.2), as shown in Fig. 7.2, to devise a GSS transfer function

utilising certain trigonometric identities. Using the law of Sines in the 4OAB of

Fig. 7.2, we get
|Pd(ω)|
|Pm(ω)| =

sin (θA(ω))

sin (θB(ω))
. (7.12)

Also the laws of Cosines in 4OAB of Fig. 7.2 lead to

cos (θA(ω)) =
|Pm(ω)|2 + |Pi(ω)|2 − |Pd(ω)|2

2 |Pm(ω)| |Pi(ω)| (7.13)

cos (θB(ω)) =
|Pd(ω)|2 + |Pi(ω)|2 − |Pm(ω)|2

2 |Pd(ω)| |Pi(ω)| . (7.14)

Combining (7.12), (7.13), and (7.14), the gain function for GSS is formulated as

[153]
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Hgs =
|Pd(ω)|
|Pm(ω)| =

√√√√√1− [γ(ω)+1−ξ(ω)]2

4γ(ω)

1− [γ(ω)−1−ξ(ω)]2

4ξ(ω)

(7.15)

where ξ(ω) = |Pd(ω)|2
|Pi(ω)|2 is the a priori SIR based on instantaneous spectra.

7.3.4 Limitation of geometric spectral subtraction

Eq. (7.15) requires both a priori and a posteriori SIRs, similar to [104], [105],

however, differs in the sense that, it was formulated with the instantaneous signal

spectra like the conventional SS. Under the assumption of the zero cross-terms, we

can draw the following relationship between ξ(ω) and γ(ω) from (7.3):

ξ(ω) = γ(ω)− 1, (7.16)

in which case the GSS becomes identical to the conventional SS. Note that, GSS

transfer function can be simplified as

Hgs =

√
ξ(ω)

γ(ω)

4γ(ω)− [γ(ω) + 1− ξ(ω)]2

4ξ(ω)− [γ(ω)− 1− ξ(ω)]2
(7.17)

=

√
ξ(ω)

γ(ω)
, for ξ(ω) 6=

[√
γ(ω)± 1

]2

. (7.18)

While SS depends on the a posteriori SIR, GSS performance is limited by both ξ

and γ. Hence, GSS is more sensitive to PSD estimation error compared to SS. ξ is

commonly estimated with a decision-directed approach [104] as a weighted average

of the past value and present a posteriori SIR. Therefore, the performance of GSS

is largely affected by the choice of the weighting factor, as we will show in the

results section. Hence, it is fair to conclude that while GSS offers an improvement

on estimation accuracy by incorporating the cross-terms, its performance can dete-

riorate quickly in the presence of a significant PSD estimation error. Otherwise, it

is expected that in scenarios that involve high cross-term components, GSS should

outperform conventional SS. We shall validate this statement in the results section.

A direct theoretical comparison between the GSS and WF is difficult to make

as they are based on different underlying principles. Hence, we depend on the
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simulation results to compare the performances of GSS and WF.

7.4 System Model

In Chapter 5, we utilised Wiener filter as a post-filter where the estimated PSD

components from the multi-channel PSD estimation block served as the input (Fig.

5.1 and 5.9). Our main objective in this chapter is to study different post-filtering

solutions and analyse their performance independent of the underlying PSD es-

timation technique. We use the single-channel speech database of the REVERB

challenge 2014 [214] in order to make a comparative analysis between the conven-

tional and contemporary spectral filters. To that end, we rely on simple single-

channel techniques to estimate desired and undesired PSD components from a

mixed recording. Subsequently, we use the estimated PSDs to calculate a priori

and a posteriori SIRs, γ, ξ, and ξ̃, and corresponding transfer functions for each

of the analysing post-filters based on the formulation outlined in Section 7.3. Fi-

nally, the noisy and reverberant speech signals from the REVERB challenge 2014

database is processed separately using each of the post-filters to extract the clean

speech and the outputs of the filters are compared using industry-standard metrics.

7.4.1 Single-channel PSD estimation

We use Lebart’s late reverberation energy estimator [109] based on Polack’s statis-

tical model of RIR [217] to estimate reverberant PSD as

Φr(τ, k) = e−2∆Ne Φer(τ −
Ne

Nhop

, k) (7.19)

where Φer is the total signal PSD excluding noise, Ne is the length of early reflec-

tions, Nhop denotes STFT hop size, and

∆ =
3 loge(10)

T60 fs
(7.20)

with fs being the sampling frequency. The reverberation time T60 is calculated

using a maximum likelihood based estimator described in [218]. As Φer is not
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available in the beginning, it is estimated from the measured signal using a recursive

formula:

Φer(τ, k) ≈ ηx Φy(τ − 1, k) + (1− ηx) |Y (τ, k)|2 (7.21)

where Φy is the PSD of the measured signal Y and ηx ∈ [0, 1] is a smoothing factor.

Conversely, noise power is estimated from the speech pauses using the following

moving average formula

Φn(τ, k) = ηv Φn(τ − 1, k) + (1− ηv) |Xd(τ, k)|2 (7.22)

where Xd = Xe +Xn is the output of the dereverberation stage and ηv ∈ [0, 1] is a

smoothing factor with the constraint of ηv = 1 in the voiced frames.

7.4.2 A priori and a posteriori SIRs

SS and GSS require to compute the instantaneous a priori SIR ξ. However, due

to the unavailability of the instantaneous spectra of desired and undesired signals,

ξ is also estimated using a recursive formula. Furthermore, we observed that the

recursion in the calculation of SIRs yields a better performance for both GSS and

SS-based algorithms. This can be a result of a reduced error variance due to the

smoothing operation. Hence, we use the following smoothed versions of the a

posteriori SIRs

γ1(τ, k) = β γ1(τ − 1, k) + (1− β) min

{ |Y (τ, k)|2
Φr(τ, k)

, γmax

}
(7.23)

γ2(τ, k) = β γ2(τ − 1, k) + (1− β) min

{ |Xd(τ, k)|2
Φn(τ, k)

, γmax

}
(7.24)

where γ1 and γ2 are the a posteriori SIRs for dereverberation and noise suppression

stage, respectively, β ∈ [0, 1] is a smoothing constant, and γmax is used to avoid

over-attenuation of the signal.

The a priori SIRs ξ1 and ξ2 respectively for dereverberation and noise suppres-
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sion stage are calculated based on a decision-directed approach [104], [153]

ξ1(τ, k) = max

{
α
|Xd(τ − 1, k)|2
Φr(τ − 1, k)

+ (1− α)(
√
γ1(τ, k)− 1)2, ξmin

}
(7.25)

ξ2(τ, k) = max

{
α
|X̂e(τ − 1, k)|2
Φn(τ − 1, k)|2 + (1− α)(

√
γ2(τ, k)− 1)2, ξmin

}
(7.26)

where α ∈ [0, 1] is a smoothing constant, X̂e is the estimated output of noise

suppression block, and ξmin represents the minimum allowed value for a priori

SIR.

7.4.3 On two-stage approach of the solution

In the performance evaluation, we apply dereverberation task followed by a noise

suppression block. A two-stage approach is used for a better voice detection and

noise PSD estimation from the noisy measurements. As the late reverberation

PSD overlaps with the signal PSD, the identification of the unvoiced frames can be

erroneous and the PSD estimation accuracy may deteriorate. Hence, by suppressing

the late reverberation component before performing the noise PSD estimation, we

expect to increase the estimation accuracy.

However, there exists a contradictory argument regarding the sequence of the

two-stage algorithm. The late reverberation energy estimator of (7.19) requires

the noise-suppressed reverberant signal PSD Φer which remains unknown at the

beginning. Hence, the late reverberation PSD needs to be estimated from the noisy

PSD Φy which introduces additional error.

Hence, there has to be a compromise in determining the sequence of the dere-

verberation and noise suppression in a two-stage operation. Such a dilemma can

be avoided with a joint PSD estimator such as the one we developed in Chapter 4.

7.5 Experimental Results

We measured the performance using the REVERB challenge 2014 speech enhance-

ment (RCSE2014) dataset. We also used the official RCSE2014 evaluation tool for
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Table 7.2: Room geometry and RT

Identifier Source to microphone distance RT

R1 50 cm 0.3s

R2 200 cm 0.3s

R3 50 cm 0.6s

R4 200 cm 0.6s

R5 50 cm 0.7s

R6 200 cm 0.7s

data generation and performance evaluation. RCSE2014 contains 6 different RIRs

measured under different room conditions listed in Table 7.2. Note that, the data

of Table 7.2 were not used in the experiments as per RCSE2014 guideline. The

dataset contains 362 speech files with fs = 16 kHz for each reverberant condition

with a 20 dB background noise, unless mentioned otherwise.

7.5.1 Parameters settings & evaluation measures

We used a 16 ms Hanning window with 75% overlap for calculating a 256-point

discrete Fourier transform. The parameter settings shown in Table 7.3 were chosen

in an empirical manner based on a subset of the training data. We used percep-

tual evaluation of speech quality (PESQ) [204], speech to reverberation modulation

energy ratio (SRMR) [219], frequency-weighted segmental SNR (FWSegSNR), cep-

stral distance (CD) and log-likelihood ratio (LLR) [193] for performance evaluation.

For reference, higher PESQ, SRMR and FWSegSNR indicate a better performance,

whereas the opposite is true for CD and LLR.
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Table 7.3: Parameter settings used in the simulation

Parameter Value

α See Section 7.5.2

β, ηv 0.6

ηx 0.85

γmx 13 dB

ξmin −26 dB

Ne .05 fs

7.5.2 Selection of α

The accuracy of the a priori SIR (ξ) estimation plays a vital role in the performance

of the spectral filters. Hence, we investigate the impact of the smoothing factor

α on speech quality based on 25 random speech signals. Figure 7.3 shows PESQ

and SRMR values for the competing methods under the assumption of an oracle

PSD knowledge and noisy PSD estimation (added white noise to oracle PSD at

10 dB SNR). We observe from the plots that PESQ and SRMR show opposite

behaviour as α increases. This indicates that a large value of α achieves better

dereverberation at the cost of signal quality. It is also evident from the plot that

GSS is the most sensitive to PSD estimation error which agrees our theoretical

discussion in Section 7.3.4.

SS remains invariant to the change of α as it does not utilise ξ in its transfer

function. WF follows the similar trend as GSS, however, GSS performs better with

a better PSD estimation due to the inclusion of the corrective term γ. Among the

other methods, STSA shows improved performance with an increasing α, however

suffers degradation at α = 0.98 in noisy PSD estimation. For the simulations in

Section 7.5.3 and 7.5.4, we chose α = 0.9 for STSA, α = 0.8 for LSA, and α = 0.4

for the remaining methods such that each individual method exhibits the best

PESQ in Fig. 7.3 for the corresponding α. It is advisable to repeat this exercise
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Figure 7.3: Performance of GSS with other conventional methods in terms of PESQ
and SRMR for different α values with oracle PSD and noisy PSD estimation.

for each of the target audio scene in order to find the optimal value of α for the

corresponding environment. Note that, we performed similar studies for ηx and β

which did not exhibit any significant shift in the performance.

7.5.3 Performance based on oracle PSD knowledge

In the first comparative analysis, we included STSA [104] and LSA [105] with WF,

SS and GSS. In this section, we considered oracle PSD knowledge to determine

the true improvement of the competing techniques without the impact of PSD

estimation accuracy. We used 25 random speeches in each reverberant condition
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Figure 7.4: Comparison of GSS with other conventional approaches for oracle PSD
knowledge.
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Figure 7.5: Average processing time per signal (assuming oracle PSD knowledge
with 6.7s average signal duration).

with recorded air-condition noise at 10 dB SNR. The oracle PSDs were computed

using the following exponential averaging formula

Φr(τ, k) = η Φr(τ − 1, k) + (1− η) |Xr(τ, k)|2 (7.27)

Φn(τ, k) = η Φn(τ − 1, k) + (1− η) |Xn(τ, k)|2 (7.28)

where η = 0.85 was used as the smoothing factor.

The results are shown in Fig. 7.4. It indicates that GSS consistently outper-

forms all other conventional methods, which is expected due to an accurate PSD

estimation. The rest of the methods show a similar performance trend in terms of

PESQ which is known to correlate well with overall quality. SS performs poorly in

terms of suppressing reverberation, as evident from SRMR plot, but also manifest

less signal distortion as evident from a low CD and LLR. The performance of WF,

STSA, and LSA remain similar for most of the cases. Hence, it is fair to conclude

that when the PSD estimation accuracy is high, GSS is the best selection among

the lot.

In terms of processing time, SS, GSS, and WF were on the same level whereas
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STSA and LSA took longer due to the requirements of extra Bessel and exponential

function blocks. The relevant processing time is shown in Fig. 7.5.

7.5.4 Performance comparison based on estimated PSD

In this section, we analyse the performance of the aforementioned techniques using

the estimated PSDs. We also compare them with the contemporary single-channel

SS-based methods from the RCSE2014. We rigorously followed the instructions and

procedures of RCSE2014 to offer a true comparison with the RCSE2014 methods.

Note that, while we used the same PSD estimator for GSS and other conventional

methods, the results of the RCSE2014 methods were directly fetched from the

official source [214]. Hence, the accuracy of the PSD estimation need not be the

same between the RCSE2014 and non-RCSE2014 methods.

Fig. 7.6 shows the comparative performances of GSS, 4 conventional methods,

and 4 SS-based RCSE2014 methods [220]–[223]. The RCSE2014 methods in Fig.

7.6 are denoted by the name of the corresponding first author. As we updated

the noise PSD only during the speech pauses, we used a lower smoothing constant

ηv = 0.6 to put an extra confidence on the current frame estimate. However, we

also applied a spectral floor of 0.2 in the unvoiced frames to compensate any rapid

fluctuation in the noise PSD estimation. In the voiced frames where the a priori

SIR is expected to be high, we used a spectral floor of 0.5 which resulted in a

positive impact on the FWSegSNR.

We opted to investigate the advantage offered by GSS, if any, by evaluating it

with two values of α = 0.4 and 0.98 which will subsequently be identified as GSS40

and GSS98, respectively. GSS40 exhibits relatively better quality under stronger

reverberation. Increasing α to 0.98 results in a better reverberation suppression

with GSS, however, degrades significantly in terms of other measures. WF performs

better in terms of FWSegSNR, but shows signs of signal distortion based on CD

and LLR. Conversely, SS shows notable improvement in room R1 and R2, but

the performance quickly deteriorates as the reverberation gets stronger. This can

be caused by the stronger cross-terms due to the correlation between the instant

signal and reverberation spectra. STSA and LSA show mixed results, with STSA

narrowly outperforms LSA in most of the cases.
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Figure 7.6: Performance comparison using RCSE2014 dataset. PESQ was not
reported for all the RCSE2014 methods.
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In comparison with the RCSE2014 methods, GSS40 consistently performs better

in terms of PESQ and CD in highly reverberant conditions, whereas maintaining

a comparable performance in terms of other metrics. Hence, from the overall

performance analysis, we can conclude that SS yields better performance in smaller

rooms with weaker reverberation whereas GSS40 works better when reverberation is

strong. Furthermore, we can observe that the selection of α directly influences the

amount of dereverberation and speech distortion, and usually works in the opposite

direction. With a smaller α, speech distortion remains at a lower level (i.e. higher

PESQ value) at the cost of a less amount of dereverberation (i.e. low SRMR).

Hence, α can be controlled to determine the trade off between dereverberation and

speech distortion.

The performance issue of GSS in a less reverberant condition can be explained

from Table 7.1 where we observe that the cross-term error is significantly lower at

R1 and R2 (T60 = 300) compared to other room conditions (T60 = 600, 700). We

discussed in Section 7.3.4 that the relative improvement of GSS is determined by

the balance between cross-term improvement and a priori SIR estimation error.

Hence, in a low reverberant environment where cross-terms remain low, a priori

estimation error prevails and GSS shows an inferior performance.

For reference, Fig. 7.7 shows spectrograms of the processed speech signals for

SS and GSS-based system outputs in room R5. It also shows that GSS outputs a

cleaner spectrogram in a strong reverberant environment.

7.6 Summary

We conducted a case study with various post-filtering techniques to get an insight

on their relative strengths and limitations. A theoretical analysis and detailed ex-

perimental validation are performed with a speech enhancement system in realistic

noisy and reverberant environments. We discussed the fundamental limitations of

WF, SS, and GSS, and explained the relation between PSD estimation accuracy

and speech enhancement performance.

Through a series of experiments, we can conclude that while GSS improves

the performance of conventional SS, it shows high sensitivity to PSD estimation

error. Furthermore, it display better performance in strong reverberant environ-
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2 4 6 8

Time (secs)

0

2

4

6

8

F
re

q
u
e
n
c
y
 (

k
H

z
)

-120

-100

-80

-60

-40

P
o

w
e

r/
fr

e
q

u
e

n
c
y
 (

d
B

/H
z
)

(d) GSS - Est. PSD

2 4 6 8

Time (secs)

0

2

4

6

8

F
re

q
u
e
n
c
y
 (

k
H

z
)

-120

-100

-80

-60

-40

P
o

w
e

r/
fr

e
q

u
e

n
c
y
 (

d
B

/H
z
)

(e) SS - Oracle PSD

2 4 6 8

Time (secs)

0

2

4

6

8

F
re

q
u
e
n
c
y
 (

k
H

z
)

-120

-100

-80

-60

-40

P
o

w
e

r/
fr

e
q

u
e

n
c
y
 (

d
B

/H
z
)

(f) SS - Est. PSD

Figure 7.7: Spectrogram of the clean, degraded, and processed versions of a sample
audio.
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ment where the cross-term error is relatively high. Conversely, SS and WF perform

better in a moderately reverberant environment.

7.7 Related Publication

• A. Fahim, P. N. Samarasinghe, and T. D. Abhayapala, ”Single-Channel

Speech Dereverberation in Noisy Environment for Non-Orthogonal Signals”.

Acta Acustica united with Acustica, Volume 104, Issue 6, pp. 1041–1055,

2018.
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Chapter 8

Conclusion and Future Work

In this chapter, we describe the major contributions made in this thesis. We also

provide a brief overview on future research directions that can be derived from this

work.

8.1 Conclusion

At the beginning of this thesis, we set our objective to exploit the spatial projection

of a mixed soundfield to accomplish an efficient dissection to its primary compo-

nents with respect to the source distribution. We aimed for two specific perceivable

outcomes in terms of zonal separation of a soundfield and individual source separa-

tion. Both kinds of separation are extremely desirable in a large number of acoustic

signal processing fields. The existing research on soundfield separation has been

limited to planar separation whereas we aimed to formulate the solution for a more

generic case. Conversely, source separation has seen a considerable amount of re-

search pursuit resulting in the development of diverse algorithms, however, they are

constrained by certain assumptions to deal with the challenges of non-stationary

and dynamic nature of an audio signal. Hence, both the topics remain an active

research area and the researchers are continuously seeking for improvements to

address the existing constraints.

For zonal separation of a soundfield, we developed a novel technique that ex-

ploits the fundamentals of near-field acoustical holography with an array of higher

185
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order microphones to achieve efficient and robust extraction of desired and unde-

sired soundfields. We first validated the concept of soundfield separation using a

height-invariant assumption of the acoustic environment. Later, we modified the

model for higher order microphones in order to achieve a viable solution for a 3D

soundfield. We analysed different practical aspects of both the models in order

to gain an insight on their strengths and limitations. Unlike the planar separation

which can only dissect a soundfield into two halves, the proposed algorithm is capa-

ble of estimating interior and exterior soundfields based on a finite bounded region.

This concept facilitates compelling solutions to various acoustic problems such as

selective soundfield recording for reproduction and active noise cancellation.

We then moved to accomplish individual source separation in a noisy and rever-

berant environments. Although, the soundfield separation technique can be used

to complement a source separation algorithm by suppressing the undesired sound-

field, we sought for a solution to source separation that can act independently in

a noisy and reverberant environment. To this end, we first developed a mathe-

matical model for the modal coherence of the spherical harmonic coefficients of a

soundfield. We separately derived closed-form expressions for modal coherence of

reverberant and a noise fields and consolidated them into a generic model for noisy

and reverberant environment. The modal coherence model of a soundfield helped

us to understand the soundfield behaviour and extract certain soundfield character-

istics such as power spectral densities (PSD) of the soundfield components. It also

allowed us to project soundfield behaviour based on the unique directional patterns

of the modal coherence. We then trained a convolutional neural network to learn

and predict source directions of arrival using a pattern recognition algorithm.

We demonstrated an application of the modal coherence-based PSD estima-

tion in terms of sound source separation. In the first part of the demonstration,

we exploited the full coherence matrix by estimating a complete set of spherical

harmonic coefficients using a commercially available spherical microphone array.

Later, we proposed a simpler planar array to achieve the source separation using

a partial decomposition of a soundfield. The planar array provided an alternative

approach to modal coherence-based separation with a reduced computational cost

and a limited hardware support. We also carried out a detailed study on the se-

lection of a post-filter for improving the interference rejection during the source
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separation task. We analysed several existing approaches to spectral filtering and

scrutinised their limitations and performance dependencies under various acoustic

scenarios. The evaluation of source separation was performed using a real-world

dataset which were measured in practical reverberant and noisy environments with

a commercial microphone array. The exposure to the real environments and a com-

mercial recording device allowed us to measure the robustness of the algorithms in

the presence of various practical deviations such as background noise, microphone

noise, and measurement inaccuracies.

The proposed algorithms for soundfield and source separation were found to

be promising in solving several existing acoustical challenges. The evaluations re-

vealed that these new algorithms can achieve better results in diverse acoustic

environments, validated by the practical experiments. However, we identified cer-

tain areas that hold the potential of further research works to address a few existing

challenges.

8.2 Future Work

Based on the foregoing discussion, we see potentials in the following research areas

to improve the current state of the solution.

• HOM array design: One of the major challenges of extracting spherical

harmonic coefficients is the required number of microphones which depends

on the frequency range as well as the size of the target region. Hence, the

practical usage of the proposed soundfield separation method is limited to

specific applications, e.g., ANC, or needs to be constrained by additional pri-

ors. For a high fidelity speech processing over a large spatial zone, the 3D

soundfield separation still requires a large number of microphones which can

prove to be a hindrance in commercialising the concept. With the advent of

novel harmonic extraction algorithms and rapid evolution in the technology,

several compact and cost-effective alternatives for a higher order microphone

have already been developed. However, further research is required in this

field to improve the efficiency of harmonic extraction for a large-scale deploy-

ment of the proposed soundfield separation technique.
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• Real-time processing: The modal coherence-based source separation ex-

hibited better performances compared to the contemporary techniques. It

was also found to be robust against different practical deviations and inac-

curacies. However, the frequency-domain processing of the full coherence

matrix can be resource intensive to perform in real-time. One of the solution

is to employ the partial coherence matrix as we demonstrated with a planar

microphone array. An alternative to this approach is to develop the modal

correlation model using the real harmonics in the time domain to improve

computational efficiency and latency of the system. The primary challenge

to that approach is to extract the array-independent spherical harmonic co-

efficients αnm(n) in the time domain. The existing time domain-based pro-

cessing of spherical harmonics remained content with the array-dependent

coefficients αnm(n, r) due to the complexity in modelling the inverse Bessel

function in the time domain. Active research is ongoing in this area to develop

a closed-form expression of the time domain harmonics αnm(n).

• Robustness and resolution of DOA estimation: We posed the DOA

estimation as a classification task which inflicts a practical limitation on the

spatial resolution of the algorithm. The resolution can be improved infinitely

if the modal coherence patterns can be learned as a regression problem to

predict the evolution between two trained classes. A second scope for im-

provement comes from the fact that CNN-based multi-source DOA estimation

techniques generally assume W-disjoint orthogonality (WDO) which implies

that each time-frequency (TF) bin in the STFT domain is dominated by a

single source. However, as the number of sources increases, the rate of viola-

tion of WDO increases as well. In the original proposition of WDO [16], it

was shown that in a 7-source mixture, approximately 72% TF bins obey the

W-disjoint orthogonality. From the learning point of view, this does not in-

cur a major issue as long as we can exclude the remaining TF bins from the

processing. In our DOA estimation proposal, we used a probability-based

filter to eliminate the ineffectual TF bins. However, CNN possess a ten-

dency to best-match an unknown snapshot with an available class. Hence,

the probability-based filtering might not have a full-proof solution in detect-
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ing TF bins that breach WDO. This is a well-known open issue in machine

learning domain, known as novelty detection, which is typically tried to solve

with techniques like one class SVM or open set recognition. Hence, a de-

tailed analysis is recommended in this topic to increase the robustness of the

algorithm against WDO violation.

• Tracking of moving sound sources: The DOA estimation technique we

developed in Chapter 6 was evaluated against multiple concurrent stationary

sound sources. However, the method carries the potential to estimate DOA

of moving sound sources due to its processing per time-frequency bin. Hence,

the method inherently estimates DOA in each short time frames which makes

it suitable to track fast-moving objects. Furthermore, the single-source train-

ing scheme for multi-source DOA estimation allows us to rely on a simple and

efficient training stage even in a highly dynamic acoustic environment. To

this end, it would require a fair amount of further research, tuning, and test-

ing before this method can be successfully used in tracking moving sources

which can be performed as an extension to this work.
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Appendix A

PSD estimation and source

separation

A.1 The Definition of W u,m,m′
v,n,n′

Defining

W
u,m,m′

v,n,n′ =

∫
ŷ

Yvu(ŷ) Ynm(ŷ) Yn′m′(ŷ) dŷ, (A.1)

the integral property of the spherical harmonics over a sphere suggests that

W
u,m,m′

v,n,n′ =

√
(2v + 1)(2n+ 1)(2n′ + 1)

4π

(
v n n′

0 0 0

) (
v n n′

u m m′

)
(A.2)

where (·) in (A.2) represents Wigner-3j symbol [189]. Furthermore, a conjugated

spherical harmonics coefficient follows the following property

Y ∗nm(ŷ) = (−1)m Yn(−m)(ŷ). (A.3)

Henceforth, we use (A.1) and (A.3) to define

W u,m,m′

v,n,n′ =

∫
ŷ

Yvu(ŷ) Y ∗nm(ŷ) Yn′m′(ŷ) dŷ

= (−1)m
∫
ŷ

Yvu(ŷ) Yn(−m)(ŷ) Yn′m′(ŷ) dŷ
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= (−1)m W
u,−m,m′
v,n,n′ (A.4)

where the notation W u,m,m′

v,n,n′ is chosen for brevity.

A.2 Closed-form expression of noise coherence

matrix

Defining x′′ = (x − x′), where x′′ ≡ (r′′, x̂′′), we obtain (A.5) from the addition

theorem for spherical Bessel functions in a similar manner as in [184, pp. 592-593]

Ya′′b′′(x̂
′′)ja′′(k ‖x′′‖) =

4π
∞∑
ab

∞∑
a′b′

i(a−a
′−a′′+2b′) Yab(x̂) ja(k ‖x‖) Ya′b′(x̂′) ja′(k ‖x′‖) W−b,b′,b′′

a,a′,a′′ . (A.5)

As Y00(·) = 1/
√

4π, we obtain (A.6) by letting a′′ = b′′ = 0 in (A.5)

j0(k ‖x′′‖) =

(4π)
3
2

∞∑
ab

∞∑
a′b′

i(a−a
′+2b′) Yab(x̂) ja(k ‖x‖) Ya′b′(x̂′) ja′(k ‖x′‖) W−b,b′,0

a,a′,0 . (A.6)

Hence, using (A.6) in (4.35), we obtain

Ωn′m′

nm (k) =
1

|bn(kr)|2
∫
x̂

∫
x̂′

(
(4π)

3
2

∞∑
ab

∞∑
a′b′

i(a−a
′+2b′)×

Yab(x̂) ja(k ‖x‖) Ya′b′(x̂′) ja′(k ‖x′‖) W−b,b′,0
a,a′,0

)
Y ∗nm(x̂) Yn′m′(x̂

′) dx̂ dx̂′. (A.7)

Using the conjugate property of the spherical harmonics from (A.3) and rearranging

(A.7), we obtain

Ωn′m′

nm (k) =
(4π)

3
2

|bn(kr)|2
∞∑
ab

∞∑
a′b′

i(a−a
′+2b′)ja(k ‖x‖)ja′(k ‖x′‖)
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W−b,b′,0
a,a′,0

(∫
x̂

Yab(x̂) Y ∗nm(x̂) dx̂

)(
(−1)m

′
∫
x̂′
Ya′b′(x̂

′) Y ∗n′(−m′)(x̂
′) dx̂′

)
. (A.8)

Finally, using they orthonormal property of the spherical harmonics from (2.34),

we obtain

Ωn′m′

nm (k)=
(4π)

3
2 i(n−n

′)jn(kr)jn′(kr) W
−m,−m′,0
n,n′,0

|bn(kr)|2 (A.9)

as (−1)m
′
= i2m

′
and ‖x‖ = ‖x′‖ = r, where r is the radius of the spherical array.

A.3 Source directions

Table A.1 shows the true (θ, φ) and estimated (θ̂, φ̂) DOAs for L = 4, 6 based on a

MUSIC-based algorithm run for individual sources.

Table A.1: Source directions in radian.

Room A Room B Room C

Source θ, φ θ̂, φ̂ θ, φ θ̂, φ̂ θ, φ θ̂, φ̂

4-speaker case

S-01 1.6, 5.81 1.6, 5.8 1.5, 0.75 1.5, 0.75 1.67, 0.77 1.64, 0.73

S-02 1.58, 4.53 1.58, 4.52 1.51, 2.31 1.51, 2.30 1.89, 2.33 1.93, 2.3

S-03 1.59, 3.19 1.59, 3.18 1.07, 4.01 1.13, 4.04 1.66, 3.87 1.7, 3.9

S-04 1.57, 1.93 1.57, 1.93 1.51, 5.4 1.52, 5.42 1.86, 5.44 1.89, 5.5

6-speaker case

S-01 0.54, 5.56 0.52, 0.59 1.45, 6.23 1.46, 6.21 1.66, 6.23 1.64, 6.19

S-02 1.01, 3.51 1.02, 3.54 1.50, 0.74 1.51, 0.76 1.88, 1.01 1.89, 1.03

S-03 1.58, 5.17 1.55, 5.13 1.70, 1.46 1.72, 1.45 1.68, 2.04 1.69, 2.09

S-04 1.58, 1.32 1.55, 1.37 1.51, 2.31 1.52, 2.32 1.89, 3.11 1.83, 3.10

S-05 2.13, 2.85 2.15, 2.88 1.07, 4.02 1.09, 4.01 1.66, 4.25 1.62, 4.21

S-06 2.57, 6.18 2.56, 6.11 1.51, 5.41 1.52, 5.41 1.85, 5.19 1.84, 5.17
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