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Abstract

We consider real equiangular lines and related codes. The driving question is to find the
maximum number of equiangular lines in a given dimension. In the real case, this is
controlled by combinatorial phenomena, and until only very recently, the exact number
has been unknown. The complex case appears to be driven by other phenomena, and
configurations are conjectured always to meet the absolute bound of d2 lines in dimension d.
We consider a variety of the techniques that have been used to approach the problem, both
for constructing large sets of equiangular lines, and for finding tighter upper bounds. Many
of the best-known upper bounds for codes are instances of a general linear programming
bound, which we discuss in detail. At various points throughout the thesis, we note
applications in quantum information theory.
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0.1 Notations and conventions

We make frequent use of the following notations.

Notation Meaning
K Either R or C

N(X) The maximum cardinality of a simplex in a code space X
N(X,A) The maximum cardinality of an A-code in a code space X
HK,d, Hd The real vector space of d× d Hermitian resp. symmetric matrices

for K = R resp. C
v† The conjugate transpose of a vector v ∈ Kd

v∗ The dual of a vector v
[v] (for a vector v in a K-vector space): spanK(v), the line spanned by v
N Either {0, 1, 2, · · · } or {1, 2, 3, · · · }, depending on context.

[n] (for a natural number n ∈ N): {1, · · · , n}

Thoughout the thesis, we use the standard “math conventions” as opposed to “physics
conventions” for sesquilinear forms and related things, though we find some of the math
conventions to be pairwise incompatible. These conventions are listed below. Asterisks
denote standard conventions that nevertheless clash with the others. Sorting out these
details is obligatory when doing careful proofs in representation theory, cf. Theorem (4.4.2).

Math convention Physics convention
〈u, v〉 is linear in the left, antilinear in the right opposite
*Linear functional φ written to the left of vector v: φ(v) same
*Usual matrix notation same

(should be transposed; multiplication unchanged)
*Dagger and star are written as right-superscripts v†, v∗ same

Hence, confusingly 〈u, v〉 = v∗(u) = v† u
It would be nicer to have 〈u, v〉 = (u)∗v = u †v.

Identify: V ⊗ V ∗ = End(V ) opposite - V ∗ ⊗ V
Peter-Weyl Theorem involves V ⊗ V ∗ opposite - V ∗ ⊗ V

*Writing functionals on right, we have v ⊗ φ 7→ (v)φ.
Homogeneous spaces have the form G/H w/left G-action should be H\G; right
Reproducing kernels k(x) in right factor: 〈f, k(x)〉 = f(x) opposite - 〈k(x), f〉 = f(x)

*Writing functionals on right, have 〈f, k(x)〉 = (x)f

Throughout the thesis we only use left representations and left group actions.
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Chapter 1

Introduction

A set of lines through the origin of Rd or Cd is called equiangular if each pair of lines
meets at the same angle. Real equiangular lines were first investigated in 1948 by Haan-
tjes, who proved that the maximum number of equiangular lines in R3 is 6, and in R4 is
again 6 [Haa48]. In R3 the unique such configuration of lines arises as the 6 lines through
the 12 vertices, which come in antipodal pairs, of a regular icosahedron centered at the
origin. While the 4th dimension does not allow for this configuration to be extended to 7
or more lines, the extra space allows for an entirely different configuration of 6 equiangular
lines, which is the smallest real equiangular configuration to exhibit a non-uniform matroid
structure.

Quadratic upper bounds for the maximum number of equiangular lines in Rd and Cd were
discovered by Gerzon, but in the real case this bound is hardly ever tight, and only known
to be in dimensions 2,3,7, and 23. In fact, Gerzon’s bound must not be tight in any dimen-
sion other than 2, 3, or two less than an odd square. The nonexistence of configurations of
real equiangular lines attaining Gerzon’s bound is principally a question of combinatorics,
as configurations of equiangular vectors correspond to graphs; however, it can sometimes
also be viewed as a consequence of other phenomena. For example, it turns out that if the
number of lines exceeds twice the dimension, then the cosine of the angle is the reciprocal
of an odd integer. This fact can be used in conjunction with a so-called relative bound to
deduce a sharp upper bound for the maximum number of equiangular lines in real dimen-
sions 2-7.

Mysteriously, the maximum number of real equiangular lines in dimensions 7-13 is 28, and
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in dimension 14, whether there are 28 or 29 equiangular lines remains an open problem.
Lemmens and Seidel proposed the method of “pillars”, which purely uses algebraic com-
binatorics, and found the exact maximum number of equiangular lines in low dimensions
[LS73]. Their method can be summed up as “projecting onto a coclique”. In 2016, Balla,
Draxler, Keevash, and Sudakov made a breakthrough by projecting onto a clique to derive
upper bounds on the maximum number of equiangular lines at a fixed angle that are linear
in the dimension and do not depend on the angle [BDKS16]. This followed the surprising
result of Bukh, who was the first to prove an upper bound that was linear in the dimension,
but for a fixed angle [Buk15]. Recently, Jiang, Tidor, Yao, Zhang, and Zhao claimed to
have solved the problem [JTY+19]. Their new lower bound holds only for sufficiently large
dimensions, and does not resolve questions like the maximum number of equiangular lines
in real dimension 14.

Complex equiangular lines behave entirely differently than the real ones. In the complex
case, the combinatorial tools analogous to those used in the real case become too compli-
cated, and findings suggest that the combinatorial constraints of the real case do not carry
over. Additionally, it was conjectured in the Ph.D. thesis of Zauner that Gerzon’s bound is
attained in all complex dimensions [Zau11]. Thus, the emphasis is placed on constructions,
especially the promising Heisenberg covariant symmetric informationally complete positive
operator-valued measures (Heisenberg SICs), also conjectured by Zauner. Such SICs are
generated by a single fiducial vector. The coordinates of this vector become extremely
complicated in dimensions higher than 3, and the main focus of research in the complex
case has been in understanding the underlying number theory of the relevant number fields,
which are, apparently, Ray class fields [AFMY17]. We do not venture down that road in
this thesis, but we provide the easiest examples of Heisenberg SICs, which are those in
dimensions 2 and 3.

Throughout our exposition, we note many connections with quantum information theory.
A class of structures that has some similarity with SICs is that of mutually unbiased bases
(MUBs), another example we return to throughout the thesis.

Lastly, we explore the linear programming bounds first introduced in [DGS77]. The linear
programming bounds give the best known bounds for many codes, and they have been
applied in many areas. In Chapter 4, we consider a generalized framework in which the
bounds hold and compute some examples.
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Chapter 2

Equiangular lines

In this chapter, we discuss the theory of equiangular lines. The concept can be approached
using methods from diverse fields of math. The geometric and linear algebraic approaches
described in the first two sections is intended to equip the reader with the necessary tools to
jump to any other section. A lot could have been included in this chapter, and one method
that will not be discussed but deserves mention is an analytical approach introduced by
Cohn, Kumar, and Minton in 2016 [CKM16]. They show how one can use a suitable
set of equations encoding equiangularity or the tight frame property and an approximate
solution to prove the existence of a nearby exact solution. This technique so far has not
been fruitful with in the complex case, but it has been used in other settings to find codes,
such as quaternionic projective space and the octonionic plane.

2.1 Geometric preliminaries

In this section we introduce the notion of equiangular lines as equidistant points in pro-
jective space. Projective space embeds into a submanifold of a hypersphere in the space
of Hermitian resp. symmetric (for K = R resp. C) matrices. From this point of view,
the difficult questions about equiangular lines can be thought of as being caused by the
complicated geometry of projective space arising from a rank condition. Really, this is
an oversimplification, and the way to understand these complications seems to either be
through combinatorics (especially in the real case) or algebraic geometry and number the-
ory (especially in the complex case). Many important facts about equiangular lines present
themselves more naturally through the language of linear algebra rather than geometry (see
Section 2.2), so we omit some details in this section and prove them in the next section.
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Nevertheless, approaching the topic geometrically helps build intuition. We end this sec-
tion and sections to follow with some remarks on the connections to quantum information.

Throughout this thesis, K will always stand for R or C.

Definition 2.1.1. For a unit vector v in Kd with K = R or C we denote [v] := spanK{v}.
For our purposes, a line in Kd is a linear subspace l = [v] (for some unit vector v ∈ Kd).

By definition we only consider lines through the origin.

Definition 2.1.2. The angle between two unit vectors v, v′ ∈ Kd is |〈v, v′〉|, where 〈·, ·〉
denotes the dot product resp. Hermitian inner product for K = R resp. C, and † denotes
the transpose resp. conjugate transpose. The angle between two lines [v], [v′] is |〈v, v′〉|.

The angle of two lines is well-defined. Really, 〈v, v′〉 is the cosine of the angle, in the usual
usage of the word angle, but the definition given above is standard convention in this field
of research. Beware that the cosine function decreases on (0, π).

Definition 2.1.3. A set (or sequence) of unit vectors or lines is equiangular if there exists
a real number α > 0 such that the angle between any distinct two is α.

We do not consider the degenerate case α = 0. Thus α ∈ (0, 1). Though equiangularity is a
property the vectors or lines collectively satisfy, it is common to refer to a set of equiangular
lines rather than an equiangular set of lines, as the language feels more natural.

Definition 2.1.4. Projective d− 1 space KPd−1 is the quotient (Kd r {0})/K×, that is,
the set of lines in Kd. For a fixed hyperplane P ⊆ Kd−1 that does not contain the origin,
each line l ∈ KPd−1 not parallel to P intersects P at a unique point. By specifying a fixed
point O ∈ P , the lines l ∈ KPd−1 parallel to P can be shifted to a unique line in P through
O, and therefore correspond to elements of KPd−2. In equations one might express this as

KPd−1 ∼= Kd−1 tKPd−2 or recursively KPd−1 ∼= Kd−1 tKd−2 t · · · tK0

In other words KPd−1 looks like Kd−1 with a projective hyperplane at infinity.
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RP1 ∼= S1 (left) and RP2 (right). RP2 is isomorphic to the closed disc with antipodal
points of the enclosing circle identified. RP3 is a closed ball with antipodal points of the
enclosing sphere identified. CP1 ∼= S2.

Projective d− 1 space can be made into a metric space as follows.

Definition 2.1.5. Let HK,d (or Hd for short) denote the real vector space of symmetric
resp. hermitian d×d matrices for K = R resp. C, which has dimension

(
d+1

2

)
resp. d2. Hd

is a subspace of the vector space Kd×d of all d × d matrices over K, which has the inner
product

〈A,B〉 = tr
(
AB†

)
(2.1)

Hd inherits this inner product, which induces a norm, which induces a metric. The norm
induced by (2.1) is the entrywise 2-norm, and it is the only matrix norm used in this thesis.
The distance between two hermitian matrices A and B is thus

√
tr((A−B)2).

Proposition 2.1.1. The elements of KPd−1 correspond uniquely to matrices of the form
vv† where v is a unit vector.

(By the spectral theorem, such matrices are precisely the matrices of rank 1 and trace 1.)

Proof. To see that the mapping [v] 7→ vv† is well-defined, note that if [v] = [v′], then
v′ = cv for some c ∈ K of absolute value 1, and then v′v′† = cvv†c = vv†. On the other
hand, the mapping is invertible because [v] is recovered as the column space of vv†. �

Thus, we have an injection

γ : KPd−1 ↪→ Hd (2.2)

With distance between l1, l2 ∈ KPd−1 defined as d(γ(l1), γ(l2)), KPd−1 is a metric space.
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Let us note some basic geometrical properties of im γ.

Proposition 2.1.2. KPd−1 is contained in the d2 − 2 dimensional hypersphere of radius√
1− 1/d centered at 1

d
I and contained in the trace 1 hyperplane of Hd.

Proof. Let [v] ∈ kPd−1. The corresponding element of Hd is ρ = vv†.

dist

(
ρ ,

1

d
I

)
=

√
tr(ρ2)− 2

d
tr(ρ) +

1

d2
tr(I) =

√
tr(ρ2)− 1

d
=

√
1− 1

d
(2.3)

�

Corollary 2.1.0.1. CP1 comprises the entire sphere centered at 1
2
I in the trace 1 3-plane

of HC,2. RP1 comprises the entire circle centered at 1
2
I in the trace 1 plane of HR,2. In

higher dimensions d > 2, KPd−1 “embeds” into a proper subset of the d2 − 2 dimensional
hypersphere centered at 1

d
I in the trace 1 hyperplane of HK,d.

Proof sketch. RP1 and CP1 are the one-point compactifications of R1 and C1. γ is a
homeomorphism onto its image, so im γ is compact, nonempty, and open, and therefore
comprises all of S1 or S2 respectively. In higher dimensions, dimKPd−1 = 2(d − 1) <
d2 − 2 = dimSd

2−2, but im γ should have dimension equal to dimKPd−1. �

There are various frameworks in which notions of dimension and embedding are defined,
embeddings preserve dimension, and the above argument can be made rigorous by noting
that γ is indeed an embedding. For example, KPd−1 and Sd

2−2 are differentiable manifolds
and algebraic varieties of the specified dimensions.

The distance between lines at angle α is
√

2− 2α2, so finding equiangular lines in Kd is
the same thing as finding a regular simplex (i.e. a set of equidistant points) in KPd−1.

Proposition 2.1.3. The largest regular simplex in Rn contains n+ 1 points.

The proposition is somewhat intuitive geometrically, but a rigorous proof uses machinery
from the next section, so we include only a sketch here. It suffices to show the following.

1. Any two regular simplices of unit vectors in Rn with n+ 1 vertices differ only by an
orthogonal matrix.

2. There is a regular simplex of unit vectors in Rn with n+ 1 vertices that spans Rn.
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Proof sketch (foreshadowing). A regular simplex of unit vectors in Rn is an equiangular
set. If two such simplices have the same angle, then they have the same Gram matrix,
so the first point above is an instance of Proposition (2.2.1) from the next section; the
proof is omitted here. We will also later see that since the number of vectors exceeds
the dimension and the vectors are equiangular, the angle α is encoded in the yet-to-be
defined Seidel matrix, so they must have the same angle. Alternately, we can use our
geometric intuition to determine α: consider two distinct vectors vi and vj of a regular
simplex centered at the origin of Rn. Then 〈vi, vj〉 = −α. Intuitively we expect that the
centroid of the simplex is the origin, i.e.

∑
vi = 0, from which it follows that

0 =
∣∣∣∑ vi

∣∣∣2 =
∑
|vi|2 +

∑
i,j i 6=j

〈vi, vj〉 = (n+ 1)− αn(n+ 1) (2.4)

This implies α = 1/n. As for the second point, this thesis includes three constructions of a
regular simplex of n+ 1 vertices centered at the origin of Rn, which span Rn: first we have
Example 2.1.1, and in the next section, we provide two methods for recovering equiangular
vectors from their Gram matrix. �

Note that even if
∑
vi is not necessarily 0 we obtain the inequality α ≤ 1/n. These smaller

angles (larger in the usual sense of the word angle) are obtained by dragging the simplex
into a higher dimension and renormalizing the vectors.

Example 2.1.1 (Simplex construction). Let e1, · · · , en be the standard unit vectors in
Rn. We can make this into a regular simplex by adding a vector w = (a1, · · · , an) and
requiring that for each i = 1, · · · , n, 2 = |ei − w|2 = (ai − 1)2 + (n − 1)a2

i . Thus ai is a
constant a with respect to i, and satisfies

na2 − 2a− 1 (2.5)

The centroid of the simplex is c = (b, · · · , b), where b = (a + 1)/(n + 1). Now apply the
shift to all the vectors that sends c to the origin to the origin and renormalize. The result
is a regular simplex of n+ 1 unit vectors, which are equiangular with angle −1/n.

Proposition (2.1.3) leads to an important corollary: the absolute bound.

Corollary 2.1.0.2. The largest regular simplex in the trace 1 hyperplane of HK,d contains(
d+1

2

)
resp. d2 elements for K = R resp. C.

Proof. Choose an isometry HK,d → Rn for n =
(
d+1

2

)
resp. d2. �
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Corollary 2.1.0.3 (The absolute bound). Let N(KPd−1) denote the maximum number
of equiangular lines in Kd. Then

N(RPd−1) ≤
(
d+ 1

2

)
N(CPd−1) ≤ d2

We have inequality instead of equality because the vertices of the simplex are required to
have rank 1 in addition to trace 1. This rank 1 property can be viewed as the source of a
lot of difficulty in understanding equiangular lines.

Corollary 2.1.0.4. N(RP1) = 3 and N(CP1) = 4.

Proof. Inscribe a regular triangle in S1 and a regular tetrahedron in S2. �

Remark 2.1.1 (Connection to quantum information theory). In quantum information,
qudit pure states are represented by elements of CPd−1. The image of γ (defined in equation
(2.2)) for d = 2 is a 2-sphere of radius 1/

√
2. In this context, the renormalized sphere is

known as the Bloch sphere. A pure state of a 2-qubit system (qudit for d = 4) is a line
through the origin of C4, not simply a pair ([v1], [v2]) ∈ S2 × S2 (for unit vectors v1, v2).
Such pairs correspond to pure states of the form [v1 ⊗ v2], or equivalently, matrices of the
form v1v

†
1 ⊗ v2v

†
2. For a bipartite system consisting of a qud1it and a qud2it, the function

σ : CPd1−1 × CPd2−1 ↪→ CPd1d2−1

([v1], [v2]) 7→ [v1 ⊗ v2]

is a well-defined injection called the Segre embedding, and its image is a determinantal
projective variety called the Segre variety. (Note that v1v

†
1 and v2v

†
2 can be recovered from

v1v
†
1⊗v2v

†
2 using the partial trace). As one might expect, the Segre variety has real dimen-

sion, 2d1 + 2d2 − 4 = dimRCPd1−1 + dimRCPd2−1 = dimR(CPd1−1 ×CPd2−1). For example,
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the variety of separable pure states in a 2-qubit system has real dimension 4, whereas the
variety of all pure states has real dimension 6, indicating that in general, not all pure states
are separable. The rest are entangled.

Mixed states are represented by density matrices, i.e. convex combinations of rank 1 pro-
jection matrices, which in turn represent pure states. A mixed state on a bipartite system
is separable if it has the form ρ =

∑
i piρi ⊗ ρ′i where ρi are density matrices acting on the

first subsystem and ρ′i are density matrices on the second. If it is possible to write ρ in
this form with i = 1, then ρ is a product state. A probability distribution (or ensemble) of
pure or mixed states gives rise to a mixed state by taking convex combinations. Somewhat
conversely, by writing a mixed state as a convex combination, one can obtain a probability
distribution on the set of pure states, though this distribution is not unique. Still, it turns
out that two such distributions have the same measurement statistics.

When ρ is a mixed state, the left three expressions of (2.3) are still equal. The purity of ρ
is defined as tr(ρ2), which is roughly the distance from the maximally mixed state 1

d
I.

2.2 Linear algebraic approach

In the last section we gained some geometrical intuition about equiangular lines, but we
skipped over a few important details when proving the absolute bound. It turns out that
there is a succinct proof of the absolute bound using basic linear algebra. We also prove
the relative bound, which, combined with a number theoretic result about the angle we
prove in Chapter 3, gives us the exact number of real equiangular lines in dimensions 2-7.

In the previous section we considered sets of equiangular lines, whereas in this section
we will consider sequences. (Our sequences will always be finite and have distinct terms.)
There is no philosophical or combinatorial reason for doing this; our use of sequences is
merely an artifact of linear algebra. The concepts discussed here apply just as well to sets
of equiangular vectors or lines. For instance, if G is the Gram matrix of a tight frame (a
certain kind of sequence of vectors), then so is ΣGΣ−1 for any permutation matrix Σ.

This is not to say that the distinction of ordered and unordered objects is unimportant. It
is just not relevant in this section. In the next chapter we will describe two very different
notions of switching class, one for graphs on vertex set [n] and one for isomorphism classes
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of graphs. For nearly every term we define in this section, there is a unordered version,
whose definition we tacitly omit, e.g. ordered vs. unordered configuration.

If v1, · · · , vn are nonzero vectors, then Π1, · · · ,Πn will always denote the corresponding
rank 1 projectors. We identify a sequence (v1, · · · , vn) of vectors in Kd with the matrix
[v1 · · · vn] whose columns are the coordinate vectors relative to the standard basis.

Definition 2.2.1. Let L = (v1, · · · , vn) be a sequence of vectors in an inner product space
(V, 〈·, ·〉) over R or C. The Gram matrix for L is the matrix with ijth entry 〈vi, vj〉.

Definition 2.2.2. Two sequences L1, L2 of vectors are orthogonally/unitarily equivalent
if there exists an orthogonal/unitary matrix U such that L2 = UL1.

Proposition 2.2.1. Two sequences L1, L2 of vectors in Kd are orthogonally resp. unitarily
equivalent (for K = R resp. C) if and only if they have the same Gram matrix.

Proof. If L2 = UL1 for an orthogonal/unitary matrix U , then 〈v2
i , v

2
j 〉 = 〈Uv1

i , Uv
1
j 〉 =

〈v1
i , v

1
j 〉. Conversely, suppose L†1L1 = L†2L2. Use the singular value decompositions L1 =

U1Σ1V
†

1 , L2 = U2Σ2V
†

2 . Then by the existence and uniqueness of positive semi-definite
square roots,

V1Σ1V
†

1 =

√
V1Σ2

1V
†

1 =

√
V1Σ1U

†
1U1Σ1V

†
1 =

√
L†1L1 =

√
L†2L2 = · · · = V2Σ2V

†
2

Thus,

L2 = U2Σ2V
†

2 = U2V
†

2 V2Σ2V
†

2 = U2V
†

2 V1Σ1V
†

1 = U2V
†

2 V1U
†
1U1Σ1V

†
1 = UL1

for the unitary U = U2V
†

2 V1U
†
1 . In the real case, the matrices U1, U2, V1, V2 are real, and so

U is orthogonal. �

Proposition 2.2.2. Let G be a symmetric resp. hermitian n×n matrix over K for K = R
resp. C of rank d. Then G is positive semidefinite if and only if G is the Gram matrix of
some sequence L of n vectors in Kd.

Proof. Since G is positive semi-definite, its eigenvalues are non-negative real numbers.
Since G is normal, it is unitarily diagonalizable:

G = UDU †

11



Now, n − d of the eigenvalues are 0. Let U ′ be the matrix obtained from U by deleting
the ith row whenever the ith eigenvalue occuring in D is 0, and let D′ be obtained from D
by deleting the ith row and column whenever the ith eigenvalue occuring in D is 0. Then
L = (U ′

√
D′)† is a sequence of vectors in Kd satisfying G = L†L. �

Definition 2.2.3. We call a sequence of vectors or lines modulo action by orthogonal resp.
unitary matrices for K = R resp. C a configuration (of vectors or lines in Kd).

Proposition (2.2.1) tells us that configurations of equiangular vectors correspond to Gram
matrices. Note that if L′ is obtained from L by replacing some of the vectors vj with cjvj,
(cj ∈ K, |cj| = 1,) then L and L′ have different Gram matrices even though they determine
the same sequences of lines. We will later see that the triple products are a total invariant
of line configurations, just as the Gram matrix is a total invariant of vector configurations.
(Especially in the real case), making such replacements vj 7→ −vj is called Seidel switching.

Proposition 2.2.3 (The Cauchy-Binet formula). Let A be an n× d matrix and let B be
a d× n matrix over a commutative ring. Then

det(AB) =
∑
M

det(AM) det(BMT )

where the sum is over all d× d “submatrix masks” (akin to a “bitmask”), AM is the d× d
matrix corresponding to the mask M , and MT is the “transposed mask”.

The Cauchy-Binet formula can be proved using the exterior algebra [Kon13].

Theorem 2.2.1 (Gram matrix theorem). Let (V, 〈·, ·〉) be an inner product space over R
or C. Let L be a sequence of n vectors in V . Then L is linearly independent if and only if
the Gram matrix for L is nonsingular.

Proof. Let d = dim(V ) and let G be the Gram matrix for L. Choose an orthonormal basis
for V so that we may regard L as the d× n matrix whose columns are coordinate vectors.
Then G = L†L. By the Cauchy-Binet formula,

det(G) =
∑
M

det(LM)det(L†
MT ) =

∑
M

det(LM)det(LM) =
∑
M

| det(LM)|2

The right-hand-side is zero if and only if d ≥ m and every d×d minor of L vanishes, which
is the case if and only if L is linearly dependent. �
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Corollary 2.2.1.1. Let L be a rank r sequence of n vectors and G = L†L. Then rkG = r.

Proof. G has rank at least r if and only if G has a nonsingular r × r submatrix. Such
a submatrix is the is the Gram matrix of a subsequence R of L. By the Gram matrix
theorem R is linearly independent. Such r is maximized when R has maximum rank. �

We now give a second proof of the absolute bound.

Proof. Let L = [v1 · · · vn] be a sequence of equiangular unit vectors with angle α in Kd.
Then

〈Πi,Πj〉 = tr(ΠiΠj) =

{
1 i = j

α2 i 6= j

By the Gram matrix theorem, {Π1, · · · ,Πn} is linearly independent in Hd if and only if
the Gram matrix Gij = 〈Πi,Πj〉 is nonsingular. Observe that G = α2J + (1− α2)I where
J is the all-ones matrix. The eigenvalues of G are 1−α2 and (n−1)α2 + 1, which are both
nonzero. Hence G is nonsingular, so {Π1, · · · ,Πn} is linearly independent. Finally recall
that dim(HR,d) =

(
d+1

2

)
and dim(HC,d) = d2. �

The absolute bound is not attained in general. Later we will show that N(RP3) = 6 <
10 =

(
5
2

)
. In the complex case, on the other hand, Zauner’s conjecture asserts that

N(CPd−1) = d2 in every dimension d. This has been verified in dimensions up to 21,
and many others, and numerical solutions exist in dimensions up to 139, [AFMY17]. In all
of these cases, Heisenberg covariant configurations have been found, and only in dimension
8 a different type was found, known as the Hoggar lines.

The following proposition is a precursor to the relative bound.

Proposition 2.2.4. Let L = [v1 · · · vn] be a sequence of equiangular unit vectors in Kd

with angle α. Suppose A is a matrix over K that can be expressed as a linear combination
A =

∑
aiΠi. Then the coefficients ai are given by the formula

ai =
tr(AΠi)− α2 tr(A)

1− α2

Proof. The formula follows from the calculation

tr(AΠj) = tr
∑

aiΠiΠj = aj + α2
∑
i 6=j

ai = aj + α2(tr(A)− aj) = α2 tr(A) + aj(1− α2)

13



�

Corollary 2.2.1.2. Suppose that the identity matrix can be expressed as a linear combi-
nation I =

∑
aiΠi. Then the angle is given by

α2 =
n− d
d(n− 1)

(2.6)

Proof. Plug in A = I to Proposition (2.2.4) and take the trace. �

Corollary 2.2.1.3. Suppose that the identity matrix can be expressed as a linear combi-
nation I =

∑
aiΠi. Then the coefficients are given by ai = d/n

In the complex case and in the context of quantum mechanics, the fact that an equian-
gular tight frame satisfies d

n

∑
Πi = I is interpreted as the matrices d

n
Πi constituting a

symmetric positive operator-valued measure (symmetric POVM). The probability that a
state described by density matrix ρ is observed in state i is

pi =
d

n
tr(ρΠi) =

d

n
(α2 + ai(1− α2)) (2.7)

When the absolute bound is attained, n = d2, the POVM elements span Hd, so ρ is a
linear combination ρ =

∑
aiΠi, and the coefficients ai can be experimentally recovered via

(2.7) by performing the measurement many times on identically prepared states ρ. The
symmetric POVM is thus called informationally complete, or a SIC POVM, or simply SIC.

Corollary 2.2.1.4. A set of equiangular lines attaining the absolute bound is a tight
frame with angle α = 1/

√
d+ 2 resp. α = 1/

√
d+ 1 in the real resp. complex case.

Proof. When the absolute bound is attained, {Πi} is a basis for Hd, so in particular the
identity matrix is spanned by {Πi} and we may apply the corollary (2.2.1.2). �

The relative bound states that in general, equation (2.6) is an inequality.

Theorem 2.2.2 (The relative bound). Let L be an equiangular sequence of n unit vectors
in Kd with angle α. Then regardless of whether K = R or C,

α2 ≥ n− d
d(n− 1)

equivalently n ≤ d(1− α2)

1− dα2
(2.8)

14



Equality holds if and only if d
n

∑
Πi = I.

Consequently, we get the following inequality, which occasionally shows up in calculations.∑
ij

|〈vi, vk〉|2 = n(n− 1)α2 + n ≥ n2

d
(2.9)

[CKM16] offered the following elegant proof.

Proof. The relative bound follows from the non-negativity of the following expression.〈
I − d

n

∑
Πi , I −

d

n

∑
Πi

〉
= d− 2d+

d2

n2
(n(n− 1)α2 + n)

The bound is attained if and only if the above expression is 0, that is I = d
n

∑
Πi. �

Definition 2.2.4. Let L be a sequence of n equiangular unit vectors in Kd at angle α. If
the following equivalent conditions hold, then L is an equiangular tight frame or ETF :

1. The relative bound is attained.

2.
∑

ij |〈vi, vj〉|2 = n2

d
.

3. d
n

∑
i Πi = I.

4. I ∈ spanR{Π1, · · · ,Πn}.

5. The Gram matrix G has exactly two eigenvalues.

6. The Seidel matrix X has exactly two eigenvalues. (X := 1
α

(G− I).)

In such a case, the eigenvalues of G are 0 with multiplicity n−d and n/d with multiplicity
d, and the eigenvalues of X are −1/α and (n− d)/(dα) with the same multiplicities.

It only remains to show that 1,2,3,4 are equivalent to 5,6, and to derive the formulas for
the eigenvalues. Note that the eigenvalues of G and X differ only by a linear relation.

Proof. Suppose 3 holds. Then

G2 = L†LL†L = L†
∑

ΠiL =
n

d
G

15



By the Caley-Hamilton theorem, the eigenvalues of G are in {0, n
d
}. The multiplicity of 0 is

n−d where d = rk(G) = rk(L). The multiplicity of n
d

is determined by the fact tr(G) = n.
On the other hand, if G has three or more eigenvalues, then G does not satisfy a quadratic
relation (since each eigenvalue is a root of the minimal polynomial), so 3 does not hold.
Finally, note that if G only has one eigenvalue, then G is a multiple of the identity, so
the off-diagonal entries are 0. This is the degenerate case of orthogonal vectors, which we
disregard. �

We will later discuss more conditions equivalent to the ETF property in the real case. It
is worth noting that the tight frame property (3) can be extended to sequences of vectors
that are not necessarily equiangular, or even unit vectors. We introduce these more general
frames in section 2.4. Tight frame is a property of configurations of vectors, that is, like
equiangularity, it is invariant under orthogonal/unitary matrices.

Theorem 2.2.2 shows that the ETF property depends only on the angle, dimension, and
number of lines. Example 5.2.2 provides distinct complex ETF configurations with the
same number of lines in the same dimension, despite of course having the same angle.
These configurations even attain the absolute bound. 3 is the lowest complex dimension
where this phenomenon arises. It would be interesting to know if this phenomenon arises
with fewer lines in C3 and what the smallest real example is. The latter could be checked
exhaustively (in principle), as we will see that configurations of real equiangular vectors
correspond to graphs, though if the dimension is large, the search may be intractable.

The proof of Proposition 2.2.2 shows how to obtain a sequence of equiangular vectors from
its Gram matrix G, and thereby from its graph or Seidel matrix, but this construction is
not unique, requiring a choice of orthonormal eigenbasis for G. The eigenspaces typically
have high dimension, thus requiring a “creative” choice. We now show how a canonical
sequence of equiangular vectors can be constructed. In this setting, it is convenient to note
a relationship to the graph isomorphism problem and define the complement of an ETF.

We begin with an n× n Seidel matrix X, (any symmetric matrix with 0s on the diagonal
and ±1 elsewhere). Let α be the negative reciprocal of the least eigenvalue of X. Set
G = αX+ I and let L = [w1 · · · wn] be the n×n orthogonal projection matrix of Kn onto
im(G). The columns of L are the projections of the standard basis vectors onto im(G),
and G is the Gram matrix for the L with respect to the inner product 〈·, ·〉G defined by

〈v, u〉G := u†Gv

16



Alternately, G is the Gram matrix of L̃ =
√
GL with respect to the standard inner product

on Kn, where
√
G is the unique positive-semidefinite square root of G.

Now let X1, X2 be Seidel matrices and let G1, G2, L1, L2, L̃1, L̃2 be determined as above.
Then it is easy to prove that the following are equivalent:

1. X2 = ΣX1Σ−1 (The graphs Y1, Y2 are isomorphic with isomorphism Σ : Y1 → Y2.)

2. G2 = ΣG1Σ−1

3. L2 = ΣL1Σ−1

4. L̃2 = ΣL̃1Σ−1

The interpretation of 3 and 4 from the sequence of equivalent conditions above is that
isomorphic graphs define the same equiangular vectors up to permutation, but this per-
mutation is applied both to the sequence of vectors and to the coordinates of the vectors
themselves, thus preserving the hardness of the graph isomorphism problem. (If the per-
mutation were only applied to one of these things, the problem would be as easy as sorting.)

Now let us introduce the complement of an ETF. Let G be the Gram matrix of an ETF
of n unit vectors of rank d. Recall that G2 = n

d
G. Thus L = d

n
G is the orthogonal

projector onto im(G). Consider the orthogonal projector L′ = I − L onto im(G)⊥. Let
G′ = n

n−dL
′. Then G′ is positive semi-definite, so it is a Gram matrix. The diagonal entries

are G′ii = n
n−d(1− d

n
) = 1 and the off diagonal entries are

G′ij =
n

n− d

(
−d
n
Gij

)
= ∓ d

n− d

√
n− d
d(n− 1)

= ∓

√
n− (n− d)

(n− d)(n− 1)

so G′ is the Gram matrix of an ETF of n unit vectors of rank n − d. This configuration
is called the complementary ETF. Note that L′ is a sequence of vectors with Gram matrix
G′. In other words, the columns vi of L are the projections of the standard basis vectors
ei of Rn onto im(G), and the columns ui of L′ are the projections of ei onto im(G)⊥. If X
and Y are the Seidel matrix and graph of an ETF, then the Seidel matrix and graph of the
complementary ETF are −X and the complement graph Y C . The simplex configuration
is therefore the unique configuration whose complement is the degenerate configuration.
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In Section 2.4 we will introduce the canonical tight frame of a given frame. In this language,
L is almost the canonical tight frame of L̃. More precisely, let B be an orthonormal basis
for imG, and let L0 be the d×n matrix whose columns are the coordinate vectors relative to
B for the columns of L. Similarly define L̃0 in terms of L̃. Then L0 = (L̃0L̃

†
0)−1/2L̃0 = L̃ctf

0 .

2.3 Triple products

We have seen that the Gram matrix 〈vi, vj〉 is a total invariant of a configuration of nonzero
vectors. Similarly, it turns out that the 3-tensor of triple products Tijk = tr ΠiΠjΠk =
〈vi, vj〉〈vj, vk〉〈vk, vi〉 is a total invariant of a configuration of lines provided that none
of the pairwise inner products are 0. This requirement is satisfied when the lines are
equiangular. (Recall that by convention we do not consider orthogonal lines to be equian-
gular). Chien and Waldron showed that the complete sequence of m-products Ti1···im =
tr Πi1 · · ·Πim = 〈vi1 , vi2〉 · · · 〈vim−1 , vim〉〈vim , vi1〉, for m = 1, · · · , n, is a total invariant of
any ordered configuration of n lines [CW16]. The m-products are also called the Bargmann
invariants.

Proposition 2.3.1. The m-products are invariants of a configuration of lines.

This proof is rather trivial. Towards proving that the triple products are a complete
invariant we first consider the angle 2-tensor θij, defined by 〈vi, vj〉 = |〈vi, vj〉|eiθij .

Proposition 2.3.2. Let θ1
ij and θ2

ij be angle 2-tensors from two sequences L1, L2 of vectors.
Then L1, L2 determine the same configuration of lines if and only if there is a function
i 7→ φi such that for each i and j, θ1

ij = θ2
ij + φi − φj.

Proof. Let G1 and G2 be the gram matrices for sequences of vectors L1 = [v1
1 · · · v1

n] and
L2 = [v2

1 · · · v2
n]. Then L1 and L2 determine the same configurations of n lines if and

only if there exists a diagonal matrix D = diag(eiφ1 , · · · , eiφn) with complex numbers of
norm 1 on the diagonal such that G2 = DG1D

†, if and only if the ijth entry of G2 is
eiθ

2
ij = ei(θ

1
ij+φi−φj). �

The angle m-tensor θi1,··· ,im is defined by Ti1,··· ,im = |Ti1,··· ,im|eiθi1,··· ,im . Note that θi1,··· ,im =
θi1,i2 + · · ·+ θim−1,im + θim,i1 .

Theorem 2.3.1. Two sequences of vectors L1, L2, each with all nonzero pairwise inner
products, determine the same configuration of lines if and only if they have the same triple
products.
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Proof. Since no pairwise inner product is zero, T 1
ijk = T 2

ijk if and only if θ1
ijk = θ2

ijk. In such
a case, for a fixed k (eg. k = 1), θ2

ij has the form θ1
ij+φi−φj where for each i, φi = θ1

ki−θ2
ki.

Note that φj = θ1
kj − θ2

kj = −(θ1
jk − θ2

jk). The result now follows from lemma (2.3.2). �

Note that the tensors Tijk and θijk are cyclic in their subscripts, and that Tkji = T ijk. In
the real case, Tijk = Tkji, so for distinct i, j, k, the triple product Tijk depends only on
the set of indices {i, j, k}. Moreover, in the real case, if Y is the graph associated to a
sequence of equiangular unit vectors (cf. Section 3.1) with triple products Tijk, then for
distinct i, j, k,

Tijk =

{
+α3 : Y [{i, j, k}] has an odd number of edges

−α3 : Y [{i, j, k}] has an even number of edges

where Y [{i, j, k}] is the subgraph induced by {i, j, k}. The set of 3-sets {i, j, k} such that
Tijk = −α3 is called the two-graph of Y , which we denote δ(Y ). Note that any 4-set of
vertices of δ(Y ) contains an even number of 3-sets of δ(Y ). By Theorem (2.3.1), δ(Y ) is
a total invariant of the ordered switching class of Y . We will discuss two-graphs more in
the section on the chain of graph-like structures.

We have seen that when no two lines are orthogonal, the triple products determine the
configuration, and thus the m-products depend on the triple products. The following
proposition explicitly describes this dependence. The proof is trivial.

Proposition 2.3.3. Ti1,··· ,im = Ti1,i2,i3Ti1,i3,i4Ti1,i4,i5 · · ·Ti1,im−1,im .

Additional properties of the triple products arise when the lines are equiangular and the
rank 1 projection matrices Π1, · · · ,Πn span the vector space gl(d,K) of d × d matrices
over K. Since this space has K-dimension d2 and the Πi are elements of the

(
d+1

2

)
or d2

dimensional real vector space Hd, this only happens in the complex case, and happens if
and only if {Πi} is a SIC-POVM. It was shown in [AFF11] that the structure constants
for gl(d,C) as an algebra or Lie algebra are closely relate to the triple products.

Proposition 2.3.4. Let {Π1, · · · ,Πd2} be a SIC-POVM. Then

ΠiΠj =
d+ 1

d

d2∑
i=1

TijkΠk −
dδij + 1

d+ 1
I

Proof. Plug A = ΠiΠj into proposition (2.2.4) and note that tr(ΠiΠj) =
dδij+1

d+1
. �
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Appleby, Flammia, and Fuchs [AFF11] define

Jijk =
d+ 1

d
(Tijk − T ijk)

Rijk =
d+ 1

d
(Tijk + T ijk)

Proposition 2.3.5. Let {Π1, · · · ,Πd2} be a SIC-POVM. Then

[Πi,Πj] =
d2∑
k=1

JijkΠk

Proof. This is a straightforward calculation using (2.3.4). �

[AFF11] go on to derive an algebraic characterization of SIC-POVMs using triple products:
There exists a basis for Hd,C with the so-called Q-QT property if and only if there exists a
SIC in dimension d. This basis may or may not itself be the SIC.

2.4 Frames

Frames arise in various fields including quantum information theory. Tight frames gener-
alize our previously defined equiangular tight frames, and normalized tight frames define
positive operator-valued measures (POVMs), which are used for quantum state tomogra-
phy. Every frame gives rise to a canonical (normalized) tight frame (CTF) in the same
dimension. In this way one obtains a rank 1 informationally complete POVM from any
equiangular frame, called a pretty good measurement. In fact, we saw such CTFs at the
end of Section 2.2 when we showed how to reconstruct a set of equiangular vectors from
a graph. It turns out that this CTF can be read directly off a graph as follows: First
compute the least eigenvalue −1/α of the Seidel matrix. Then, Lctf is simply the sequence
of columns of the n × n orthogonal projection matrix of Kn onto im(αX + I). We also
introduce mutually unbiased bases in this section, which arise in quantum theory from
complementary observables and have applications in quantum cryptography and state to-
mography. Waldron has several papers and a textbook on frame theory, and for the most
part we use his terminology [Wal18].

Definition 2.4.1. A frame for a vector space V is a sequence of vectors spanning V .
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A frame of unit vectors is often called a unit frame. Aside from the example given in the
introductory paragraph to this section, we will always work in the vector space V = Kd.

Proposition 2.4.1. Let A and B be rectangular matrices such that AB and BA are
defined. Then AB and BA have the same nonzero eigenvalues.

Proof. Let λ be a nonzero eigenvalue of AB with eigenvector v. Then Bv 6= 0 and λBv =
BABv, so λ is an eigenvalue of BA (with eigenvector Bv). �

Definition 2.4.2. A frame L = [v1 · · · vn] is a tight frame (with constant c) if LL† = cI
for some c ∈ k. Taking trace of both sides, it follows that

c =
1

d

∑
i

|vi|2 (2.10)

A tight frame is normalized if c = 1. This can be achieved by replacing each vector vi of
a tight frame with

√
d/(n|vi|2)vi. A unit normalized tight frame is an orthonormal basis.

By Proposition 2.4.1, LL† is invertible and its inverse is positive semi-definite, so define:

Definition 2.4.3. The canonical tight frame associated to a frame L is Lctf = (LL†)−1/2L.

Using the trace inner product, 〈LctfLctf†, LctfLctf†〉 = 1 and 〈LctfLctf†, I〉 = 1, so it follows
that Lctf is a normalized tight frame. Also note that if L is a tight frame, then Lctf = 1√

c
L.

Remark 2.4.1. A frame L is a tight frame with constant c if and only if its Gram matrix
L†L equals c times an orthogonal projection matrix. Proposition (2.4.1) shows that this
holds if and only if L†L has ≤ 2 eigenvalues. (If there are two then one of them is 0.)

Definition 2.4.4. Frames L1 and L2 are complementary if Lctf†
1 Lctf

1 + Lctf†
2 Lctf

2 = I.

Proposition 2.4.2. Every frame has a complement, and if L2 and L′2 are complements
of L1, then L2 and L′2 are similar (L′2 = AL2 for some A ∈ GL(n,K)). Moreover, comple-
mentary tight frames are orthogonally/unitarily equivalent.

Proof. Let L1 be a frame. Then G = I − Lctf†
1 Lctf

1 is an orthogonal projection matrix, so
it is positive semidefinite. By Proposition (2.2.2), G is the gram matrix of some frame L0,
which is unique up to orthogonal/unitary equivalence. By Remark (2.4.1), L0 is a tight
frame. Now if L0 = Lctf

2 for some frame L2 then clearly L2 and L0 are similar. �
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Common synonyms for complementary frame include Naimark complement and Gale dual.
If Y is the graph corresponding to an ETF (cf. Section 3.1), then the graph corresponding
to its complement frame is the graph complement of Y , so we prefer the term complement.
The term Gale dual also clashes with Waldron’s dual frame [Wal18].

Next we present a generalization of the relative bound for equiangular lines, called the first
Welch bound. It can be viewed as an application of the Cauchy-Schwarz inequality.

Proposition 2.4.3 (Cauchy-Schwarz inequality). Let u, v be vectors of an inner product
space, (for our purposes finite dimensional). Then

|〈u, v〉|2 ≤ |u|2|v|2

with equality if and only if u and v are linearly dependent.

Proposition 2.4.4. Let A be a d×d matrix with real eigenvalues. Then (trA)2 ≤ d tr(A2)
with equality if and only if A is a multiple of the identity.

Proof. Let λ1, · · · , λd be the eigenvalues of A. Let λ = (λ1, · · · , λd) and let j be the all 1s
vector with d entries. Then by the Cauchy-Schwarz inequality,

(trA)2 =
(∑

λi

)2

= 〈j, λ〉2 ≤ |j|2|λ|2 = d
∑

λ2
i = d tr

(
A2
)

with equality if and only if λ1 = · · · = λd. �

Theorem 2.4.1 (First Welch bound). Let L = [v1 · · · vn] be a unit frame for Kd. Then

max
i 6=j
|〈vi, vj〉|2 ≥

n− d
d(n− 1)

with equality if and only if L is an ETF.

Proof. Apply proposition (2.4.4) with A = LL† to get(∑
i

|vi|2
)2

≤ d
∑
ij

|〈vi, vj〉|2 (2.11)
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with equality if and only if L is a tight frame. The assumption that L is a unit frame
simplifies the left-hand-side of (2.11):

n2

d
≤
∑
ij

|〈vi, vj〉|2

Comparing to the maximum remaining terms apart from the diagonal terms, we obtain

n2

d
− n ≤

∑
i 6=j

|〈vi, vj〉|2 ≤ n(n− 1) max
i 6=j
|〈vi, vj〉|2

which simplifies to the Welch bound. The left inequality is sharp if and only if L is a tight
frame, and the right inequality is sharp if and only if L is equiangular. �

Next we introduce a concrete non-equiangular example of a class of frames for Cd: MUBs.

Definition 2.4.5. Orthonormal bases B1,B2 for Cd are called mutually unbiased bases,
(MUBs), if there exists a real number c such that for each u ∈ B1 and v ∈ B2, |〈u, v〉|2 = c.
It follows that c must equal 1/d.

There is an absolute bound for MUBs. The proof we give below resembles that of the
absolute bound for equiangular lines in the sense that we reason in the inner product space
of hermitian d× d matrices.

Theorem 2.4.2. The maximum number of MUBs in Cd is less than or equal to d+ 1.

Proof. Let {B1, · · · ,Bt} be a set of MUBs for Cd. For a unit vector u ∈ Cd, define

Γu =

√
d

d− 1

(
uu† − 1

d
I

)
Then for u ∈ Bi and v ∈ Bj we have

〈Γu,Γv〉 =
d

d− 1

(
|〈u, v〉|2 − 1

d

)
=


0 i 6= j

− 1
d−1

i = j and u 6= v

1 i = j and u = v
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Thus, the Gram matrix for (Γu |u ∈ Bi) is that of a regular simplex with d vertices centered
at the origin of Rd−1. Thus if Wi = span{Γu |u ∈ Bi}, then dimWi = d− 1, and for i 6= j,
Wi ⊥ Wj. Since the Wi are subspaces of the d2 − 1 real dimensional inner product space
of traceless hermitian d× d matrices, t ≤ (d2 − 1)/(d− 1) = d+ 1. �

The absolute bound is attained in prime power dimension (see Example 5.3.2). It is
unknown whether the bound is always attained or not, or even whether it is ever attained
in non-prime-power dimension. In fact, the maximum number of MUBs for C6 is known
only to be at least 3.

Remark 2.4.2 (Connections to quantum information theory). An observable of a d level
quantum system is a hermitian d × d matrix A =

∑
λiΠi where Πi are pairwise orthog-

onal projectors. If ρ is the density matrix representing the state of the system, then the
probability of observing outcome λi is tr(ρΠi). In such a case, the system collapses into
the state ρ′ = ΠiρΠi/ tr(Πiρ).

A positive operator-valued measure (POVM) for a d level quantum system is a set of
complex positive semidefinite d× d matrices {Ei} such that

∑
Ei = I, such as the orthog-

onal projectors onto the vectors of a normalized tight frame are a POVM. Measurement
of a POVM {Ei} with respect to a density matrix ρ yields outcome i with probability
pi = tr(ρEi). If {Ei} spans the real inner product space of hermitian d× d matrices, then
ρ is determined by the probabilities pi and the numbers tr(EiEj).

Consider the problem of quantum hypothesis testing : A quantum state ρ is promised to
be one of the states σ1, · · · , σn with respective nonzero probabilities p1, · · · , pn. We have
full mathematical description of the σi and pi, and we are tasked with performing a sin-
gle POVM measurement to determine ρ with maximum success probability. This prob-
lem is unsolved for n ≥ 3, but there is a known measurement that gives high success
probability, and is therefore dubbed the pretty good measurement. The measurement
operators are Ei = S−1/2piσiS

−1/2 for each i ∈ {1, · · · , n} where S =
∑n

i=1 piσi. If
span{σ1, · · · , σn} = HC,d, then the linear map A 7→ S−1/2AS−1/2 is an automorphism
of HC,d, and so the pretty good measurement is informationally complete. For a uniform

distribution of pure states v1v
†
1, · · · , vnv†n such that spanC{v1, · · · , vn} = Cd, before sim-

plifying we see that
∑n

i=1 Ei = LctfLctf†, illustrating the connection to canonical tight
frames, and then of course this quantity is equal to the identity matrix. By its nature, the
pretty good measurement disregards the ordering of the measurement operators, that is,
a POVM is a set of measurement operators, not a sequence. Perhaps this property could
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be exploited in such a way to address the graph isomorphism problem in a quantum setting.

Roughly speaking, two observables A,A′ are complementary if complete knowledge of one
of them implies that the measurement probabilities of the other one are uniform among
all outcomes. Thus complementary observables A,A′ admit mutually unbiased eigenbases.
According to [KR05, Ivo81], at minimum, d+ 1 observables are needed for complete state
reconstruction. This could conceivably be achieved by a set of d+1 complementary observ-
ables A1, · · · , Ad+1, say with respective mutually unbiased eigenbases B1, · · · ,Bd+1. This
is because, for each vector u in each basis Bi, the quantity tr

(
ρuu†

)
is approximated by

repeated measurements of observable Ai. From this, one can calculate tr(ρΓu) with Γu as
defined above. Since {Γu |u ∈ B1 ∪ · · · ∪ Bd+1} spans the space of traceless d × d hermi-
tian matrices, ρ can be recovered. MUBs and SICs have the same strange property: the
minimum number of objects necessary for complete state reconstruction is the maximum
conceivable number of such objects, and moreover, it is elusive in both cases whether such
complete sets can always exist. See Example 5.3.1 for the qubit case and the usual state to-
mography method for a system of n qubits (d = 2n) that uses 4n−1(≥ 2n+1) observables.
This method of state and process tomography is commonly employed by experimentalists,
but it requires more data to be collected than is need when working with MUBs or SICs.
We also show in Example 5.3.1 the BB84 quantum key exchange, which makes use of two
MUBs for C2, and has generalizations that use more MUBs in higher dimensions.
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Chapter 3

Real equiangular lines

In the first and second section we discuss how real equiangular lines can be studied com-
binatorially and present two more formulations of the ETF property, which are valid in
the real case only. Seidel matrices with three or more eigenvalues have been studied exten-
sively, as they are a natural progression from studying ETFs, but we do not discuss them
here. In Section 3.3, we review the pillar method of Lemmens and Seidel, and retrace their
steps in proving the maximum number N(RPd−1) = N(Sd−1) of real equiangular lines (or
vectors) in dimensions d = 2, · · · , 13.

Brute force computations are possible in the real case, but are typically inefficient, requir-
ing an iteration over all graphs on vertex set [n] = {1, · · · , n}. A significant part of the
computation for proving the nonexistence of a n equiangular lines in low dimensions d can
be diverted into proofs of Ramsey numbers, or even bounds on them. On the other hand,
to demonstrate existence of an equiangular configuration by exhaustive search, one might
find computational savings by building onto potential subconfigurations. We have omitted
most of our computational work as it has not been very fruitful.

In this chapter we also discuss some generalized graph-like structures, and we prove a
theorem about the number of unordered structures depending on the number of generalized
edges. It is also worth noting two other important recent developments in the field that
we do not have time or space to include: In 2016, it was proved that for each (fixed) α,
N(Sd−1,±α) is of linear order, and explicit coefficients were given. [BDKS16] Then, in
2019, an explicit formula for N(Sd−1,±α) was given for sufficiently large d [JTY+19].
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3.1 Seidel switching

(3.1)

We begin by introducing the most basic operation involving real equiangular lines: Seidel
switching. In some situations, it is important to distinguish between graphs (pairs (V,E)
where V is a finite set and E is a set of two-element subsets of V ) on vertex set V = [n] and
isomorphism classes of graphs, and to make similar distinctions for other kinds of objects
between their ordered and unordered counterparts. For example, Figure (3.1) shows un-
ordered switching classes, which behave entirely differently from ordered switching classes.

Let G be the Gram matrix for a sequence L of n equiangular unit vectors with angle α.
Recall that X = 1

α
(G − I) is called the Seidel matrix for L. The matrix X is symmetric

with all 0s on the diagonal and ±1 elsewhere. The Seidel matrix can be defined in the
same way in the complex case, where it is sometimes called the signature matrix. In the
complex case, X is Hermitian, has 0s on the diagonal complex numbers of absolute value
1 elsewhere. This “U(1) phase” makes the complex case much harder to analyze combi-
natorially, and for that reason, we restrict our attention to the real case and present this
section in the current chapter. Understanding the number fields these phases come from
in the complex case is an active area of research, and beyond the scope of this thesis.

Conversely, given a symmetric matrix X with 0s on the diagonal and ±1 elsewhere, by
proposition (2.2.2), G = αX + I is the Gram matrix of a sequence of real equiangular
equiangular unit vectors. We associate to X the graph Y on vertex set [n] with edge ij if
and only if Xij = +1 and note that X and Y encode exactly the same data.
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Definition 3.1.1. We call an n × n Gram matrix or sequence L of n equiangular unit
vectors rigid if 0 is an eigenvalue of the Gram matrix G = L†L.

The multiplicity of 0 is n− d where d = rkG = rkL. We define the dimension of a Seidel
matrix X or a graph Y to be this number d and denote it by d(X) or d(Y ).

Among all positive semidefinite matrices of the form tX + I, where X is the Seidel matrix
of a sequence of equiangular unit vectors and t ∈ R, the only rigid matrix is G = αX + I,
and it is the only one with rank < n. Thus rigid configurations (and not all configurations)
of equiangular unit vectors correspond to Seidel matrices and graphs on [n].

We now define Seidel switching for graphs on [n] (and for isomorphism classes of graphs),
though it can just as well be defined for Seidel matrices and configurations of equiangular
unit vectors. Let Y be a graph on [n] and let v be a vertex. The graph Yv obtained from
Y by Seidel switching v has edge set E4Ev where E is the edge set of Y , Ev is the edge
neighborhood of v in Y , and 4 denotes the symmetric difference of sets. Seidel switching
is involutionary and commutative. Thus we may define the graph Yθ obtained by Seidel
switching a set θ ⊆ [n] of vertices, and (Yθ)τ = Yθ4τ for θ, τ ⊆ [n]. Eg. Y = Y∅ = Y[n].
Seidel switching works exactly the same with Seidel matrices and Gram matrices. For a
sequence L of vectors, Seidel switching works slightly differently, as L[n] = −L 6= L. This is
why we deem two sequences L,L′ of the same configuration if they differ by some A ∈ O(n)
and not SO(n) (and similarly with unitary equivalence in the complex case).

Now, for the first time we must carefully distinguish between ordered and unordered struc-
tures. If Z is a graph on [n] and Σ is an n × n permutation matrix, then we denote by
ΣZΣ−1 the graph obtained from Z by permuting the vertex set according to Σ. Two graphs
Y, Y ′ on [n] are (ordered) switching equivalent if there exists θ ⊆ [n] such that Y ′ = Yθ.
These graphs are unordered switching equivalent if there exist θ ⊆ [n] and a permutation
matrix Σ such that Y ′ = ΣYθΣ

−1. Two isomorphism classes of graphs Y ,Y ′ on n ver-
tices are switching equivalent if, after labeling the vertices of each with [n], the resulting
graphs are unordered switching equivalent. These are of course equivalence relations. Note
that even for an isomorphism class of graphs Y , if certain vertices satisfy an “identifiable
property” θ, such as having even degree, then we can make sense of the notation Yθ (the
isomorphism class of graphs obtained by switching all vertices satisfying the property θ).

Given a graph Y on [n−1], the set of graphs on [n] having Y as the subgraph induced by [n−
1] is an ordered switching class. Thus, for graphs on [n], there are 2(n−1

2 ) ordered switching
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classes, each of size 2n−1. The unordered switching classes are much more interesting. The
number of classes is unknown, and they vary in size for a fixed n. The following theorem
(and its proof) make sense for both graphs and isomorphism classes graphs, but we include
it especially for the perspective it offers on unordered switching classes.

Theorem 3.1.1. If E is the set of vertices of even degree in Y and n is odd, then YE is
the unique even graph switching equivalent to Y .

Note: If there is a regular graph of even degree switching equivalent to Y , it must be YE.
We omit the proof for space, but leave the following picture as a hint.

When n is odd, we have a correspondence of unordered switching classes and isomorphism
classes of even graphs. It turns out that these sets are equinumerous even when n is even,
though this fact is nontrivial, and a nice bijection is not known [MS75]. The number
of nonisomorphic even graphs was calculated independently by Robinson and Liskovec.
[MS75, Rob69]. We copy the following complicated formula out of [MS75].

Theorem 3.1.2 (Robinson-Liskovec formula). The number of isomorphism classes of even
graphs on n vertices is

en =
∑
σ

2v(σ)−λ(σ)∏
i i
σiσi!

where the sum ranges over integer n-tuples (σ1, · · · , σn) such that n =
∑

i iσi where

v(σ) =
∑
i<j

σiσjgcd(i, j) +
∑
i

i

(
σ2i + σ2i+1 +

(
σi
2

))

and λ(σ) =
∑

i σi − sgn
∑

i σ2i+1, and sgn(x) = 0 if x = 0 and 1 if x > 0.
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The first 21 values of en are listed in [MS75].

The complement of a switching class is again a switching class. Some unordered switching
classes are self-complementary. Two (complementary) switching classes are the same in
the ordered and unordered case, and are available for all n: the complete bipartite graphs,
and the disjoint unions of two cliques. (A partition or clique might have size 0 or n).

In psychology, Heider’s balance theory gives a somewhat coarse model describing attitudes
a person P holds towards another person O and an object X given the attitude of O
towards X. Each of these attitudes is positive or negative. The attitudes are collectively
deemed balanced if 1 or 3 of the attitudes are positive, (which, ostensibly, can be rational-
ized on a case-by-case basis) [Har59]. Though the model seems to intend different roles
of P,O, and X, and a “directedness” of the attitudes, the “balanced” condition ignores
these. Thus we can represent a positive attitude as an (undirected) edge between two of the
nodes P , O, and X, and a negative attitude as a lack thereof. The balanced and unbalanced
regimes then correspond to the two unordered switching classes of graphs on three vertices.

Now consider a community (graph) Y of n people (nodes), with each pair of people having
a mutually positive (edge) or negative (no edge) attitude toward each other. Then Y must
be considered balanced if and only if in every trio (subgraph induced by three vertices),
there are 1 or 3 positive attitudes. Equivalently, Y is switching equivalent to the complete
graph, i.e. Y is a disjoint union of two cliques, representing two opposing factions. (One
single clique is also balanced.) Mathematically, it would be interesting to know the “fate
distributions” of graphs in other switching classes in a dynamical setting where attitudes
between randomly selected unbalanced trios are resolved, say, by local complementation.
Must they eventually coalesce into two cliques? Another variation is to resolve a ran-
domly selected pair P,Q that is included in an unbalanced trio as follows: if PQ is an
edge, replace the neighborhoods N(P ) and N(Q) with either N(P ) ∩ N(Q) (by deleting
edges) or N(P )∪N(Q) (by adding edges), and do something similar when PQ is a nonedge.

Figure (3.1) depicts the following surjective function.

{iso. classes of graphs on n vertices} → {unordered switching classes on n+ 1 vertices}
Y 7→ δ(Y+)

where Y+ is the graph obtained from Y by adding an isolated vertex, and δ(Z) denotes
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the switching class of an isomorphism class of graphs Z. The map is not generally injec-
tive, as seen in Figure (3.1). We will investigate generalizations of δ and of the function
Y 7→ δ(Y+) in Section 3.4. We can also just as well consider a ordered version Y 7→ δ(Y +).

3.2 Combinatorial methods and real equiangular tight

frames

In this section we analyze the case of real equiangular vectors, especially ETFs, using graph
theory. We begin by reviewing the many equivalent structures we have encountered, and
argue that the problems of testing graph isomorphism and unordered switching equivalence
are polynomially equivalent. We also define switching graphs, strongly regular graphs, and
state two formulations of the ETF property, proving one of them.

ordered structures unordered structures
type 1 · ordered config. of n rigid e.a. vecs. · unordrd. config. of n rigid e.a. vecs.

· rigid e.a. n× n Gram matrix · unordrd. rigid e.a. n× n Gram mat.
· n× n Seidel matrix · unordrd. n× n Seidel matrix
· graph on [n] · unordrd. graph on n vertices

type 2 · ordered config. of n rigid e.a. lines · unordrd. config. of rigid e.a. lines
· switching class of graphs on [n] · unordrd. switching class on n vertices
· triple products of seq. of n e.a. vecs. · triple products of set of n e.a. vecs.
· two-graph on n vertices · unordrd. two-graph on n vertices
· graph on [n− 1]

Two-graph is defined in at least two ways in the literature: either as a synonym for switch-
ing class, or as the set of 3-sets of vertices such that every 4-set contains an even number
of such 3-sets. We use the latter definition. The two-graph δ(Y ) generated by a graph Y
is the set of 3-sets that contain an even number of edges in Y . (See section 3.4).

The switching neighborhoods of a graph Y are the graphs YN(v) − {v} obtained from Y by
isolating and then deleting a vertex. The unordered type 2 structure analogous to a graph
on [n− 1] is the n-multiset of switching neighborhoods of an isomorphism class of graphs
Y on n vertices. This construction gives a polynomial time reduction from testing graph
isomorphism to testing unordered switching equivalence. Let N (Y ) denote the n-multiset
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of switching neighborhoods of a graph Y . Unordered switching equivalence of Y1 and Y2 is
determined by searching for a bijection f : N (Y1)→ N (Y2) such that for each H ∈ N (Y1),
H ∼= f(H). By the following observation, there is also a polynomial time reduction in the
other direction.

Proposition 3.2.1. Let Y1, Y2 be graphs on [n], and let Y +
1 , Y

+
2 be the graphs on [n+ 1]

obtained by adding an isolated vertex. Let ' denote unordered switching equivalence and
let ∼= denote isomorphism of graphs. Then

Y1 ' Y2 =⇒ (Y +
1 ' Y +

2 if and only if Y1
∼= Y2)

Thus, to test whether graphs Y1, Y2 are isomorphic given an oracle that decides unordered
switching equivalence, it suffices to ask whether Y1 ' Y2 and Y +

1 ' Y +
2 . Therefore deciding

graph isomorphism and unordered switching equivalence are polynomially equivalent. It is
also not hard to show that the canonical labeling problems for graph isomorphism classes
and unordered switching equivalence classes are polynomially equivalent.

Another construction available in the real case is the switching graph [GR01].

The switching graph of the icosahedral cap (C5 tK1)6 is the icosahedral graph.
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Definition 3.2.1. Let Y be a graph on [n]. The switching graph of Y , Sw(Y ), is the graph
on [n]× [2] with edge relation

(u, i) ∼ (v, i) iff u ∼ v

(u, i) ∼ (v, 2− i) iff u 6∼ v and u 6= v

Up to certain isomorphisms, the switching graph is a type 2 structure. More precisely,

Proposition 3.2.2. Let Y and Y ′ be graphs on [n]. Then Y ′ = Yθ for some θ ⊆ [n] if
and only if Sw(Y ′) = fθ(Sw(Y )), where fθ is the permutation of [n]× [2] transposing (v, 1)
with (v, 2) for each v ∈ θ and leaving every other element fixed.

The map Sw(Y ) → Kn given by (u, i) 7→ u is a double cover, that is, it is a graph
homomorphism and each vertex of Kn is mapped by two non-adjacent vertices in Sw(Y ).
Let A be the (ordinary) adjacency matrix of Y and let A be that of its complement. (The
adjacency matrix relates to the Seidel matrix X of Y by X = A−A and A = 1

2
(X+J−I).)

Then the adjacency matrix of Sw(Y ) is (
A A
A A

)

Using the property

det

(
A B
B A

)
= det(A−B) det(A+B) (3.2)

and the relations X = A−A and A+A = J−I, the eigenvalues of Sw(Y ) are the eigenvalues
λ1, · · · , λn of X together with n− 1, of multiplicity 1, and −1, of multiplicity n− 1. The
eigenvalues of X are called the nontrivial eigenvalues of Sw(Y ). A switching graph is
regular if it has exactly two nontrivial eigenvalues. (Recall that this means Y corresponds
to a tight configuration of equiangular vectors.) In order to state the characterization
theorem for for regular switching graphs, we first need some definitions from graph theory.

Definition 3.2.2. The distance between two vertices in a graph is the length of a shortest
path between them. The diameter of a graph is the greatest distance between any two
vertices. A graph is distance regular if for any vertices u, v, the number of vertices at
distance i from u and distance j from v depends only on i and j. A graph of diameter d is
antipodal if the vertices at distance d from any vertex are at distance d from each other.
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Theorem 3.2.1 (Godsil and Hensel). The switching graph of a graph Y on [n] is regular
if and only if it is an antipodal distance regular double cover of Kn.

The reader is refered to [GH92] for the proof.

Another class of structures closely related to ETFs is that of strongly regular graphs
(SRGs). We can use them to state yet another equivalent formulation of the ETF property.

Definition 3.2.3. A graph Z is strongly regular with parameters (n, k, a, c), (also ex-
pressed “Z is an SRG(n, k, a, c)”) if Z has n vertices, is k-regular, any two adjacent vertices
have a common neighbors, and any two non-adjacent vertices have c common neighbors.

It is easy to show that the parameters of an SRG(n, k, a, c) satisfy the SRG relation

k(k − a− 1) = (n− k − 1)c (3.3)

Strong regularity can also be expressed algebraically.

Proposition 3.2.3. Let Z be a graph on [n] with (ordinary) adjacency matrix A. The
adjacency matrix of the complement Z is A = J − I − A. Then Z is strongly regular if
and only if A2 is a linear combination of A, I, and A (equivalently of A, I, and J), and the
parameters (n, k, a, c) are determined by this linear combination.

Proof. The ijth entry of A2 is the number of walks of length 2 from i to j. Then Z is an
SRG(n, k, a, c) if and only if there are k such walks from any vertex back to itself, there are
a such walks between adjacent vertices, and there are c such walks between non-adjacent
vertices. Equivalently,

A2 = kI + aA+ cA (3.4)

Note also that the parameters are determined by such an expression of A2. This is evident if
Z is complete or empty, and otherwise true since I, A, and A are linearly independent. �

Proposition 3.2.4. A connected k-regular graph is strongly regular if and only if its
adjacency matrix has at most three eigenvalues.

Proof. Let Z be a k-regular graph on [n] with adjacency matrix A. If Z is strongly regular,
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then it satisfies the following equation, equivalent to (3.4).

A2 + (c− a)A+ (c− k)I = cJ (3.5)

Suppose v is an eigenvector for an eigenvalue other than θ 6= k. A is normal so its
eigenspaces are orthogonal, so v ⊥ j. Multiplying (3.5) on the right by v we see that θ is
a root of the quadratic polynomial

x2 + (c− a)x+ (c− k) = 0 (3.6)

Conversely, suppose Z is connected and A has eigenvalues k, θ, τ . Since Z is connected, j
is the only eigenvector (up to scalar) for eigenvalue k. Since A is diagonalizable, {j} can
be completed to an eigenbasis E for A. The following trick is taken from [GR01]. Consider
the matrix

M =
1

(k − θ)(k − τ)
(A− θI)(A− τI)

Then clearly Me = 0 for all e ∈ E r {j} and Mj = 1. This determines that M = J , so A2

is a linear combination of A, I, and J . �

The eigenvalues of an SRG and their multiplicities can be determined via Equation (3.6),
and clearly depend only on the parameters (n, k, a, c). The integrality of these multiplic-
ities can be used to rule out the existence of SRGs with certain parameters, though the
existence of such an SRG can depend on purely combinatorial considerations. Deciding
the existence of an SRG with certain parameters is typically difficult. The parameters of
an SRG are obviously invariant under isomorphism, however, there exist SRGs with the
same parameters that are not isomorphic (or even unordered switching equivalent). Fa-
mous examples include the Shrikhande graph and the 4 × 4 rook’s graph, or the Chang
graphs. See [Wal09, zotc, zotd] for lists of known strongly regular graphs. We now show
how SRGs relate to ETFs.

Theorem 3.2.2. Let Y be a graph on [n] and let 1 ≤ i ≤ n. Let Y(i) = YN(i)∪{i} − {i} be
the graph obtained by switching on vertex i. Then Y is the graph of an ETF if and only
if Y(i) is an SRG(n− 1, k, a, c) for some k, a, and c such that k = 2c.

Proof. Without loss of generality switch on vertex 1. Let X be the Seidel matrix of Y and
let X(1) be the Seidel matrix of Y(1). Y is the graph of an ETF if and only if there exist
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λ1, λ2 such that

0 = X2 − (λ1 + λ2)X + λ1λ2I

Expanding this out we obtain

0 =

(
n− 1 jTX(1)

X(1)j J +X2
(1)

)
− (λ1 + λ2)

(
0 jT

j X(1)

)
+ λ1λ2

(
1 0
0 I

)
By equating the blocks, we see that Y is an ETF if and only if

1. λ1λ2 = −(n− 1),

2. X(1)j = (λ1 + λ2)j, that is, Y(1) is k-regular with −n+ 2k + 2 = λ1 + λ2, and

3. 0 = J +X2
(1) − (λ1 + λ2)X(1) + λ1λ2I.

Since Y(1) is k-regular, A(1)J = kJ . Using the relations X(1) = 2A(1) − J + I and J =
I +A(1) +A(1), and substituting −(n− 1) = λ1λ2 and −n+ 2k+ 2 = λ1 +λ2, the equation
in item 3 above simplifies to

A2
(1) = kI +

3k − n
2

A(1) +
k

2
A(1)

Thus item 3 is equivalent to Y(1) being an SRG(n − 1, k, 3k−n
2
, k

2
). This condition implies

item 2 above (k-regularity). It also implies item 1. This is evident when Y is switching
equivalent to the empty graph or to the complete graph, and otherwise, since {J,X(1), I}
is linearly independent, λ1λ2 is determined by X2

(1) via expression 3 above. Finally, note

that the value a = 3k−n
2

is determined by the other parameters n, k, and c by the SRG
relation (3.3). This completes the proof. �

Interestingly, Theorem (3.2.2) implies that if Z is an SRG on n vertices with k = 2c, then
for any v ∈ V (Z), Z ′ = (Z tK1)N(v) r {v} is again such. Waldron claims that it may be
that Z and Z ′ are not isomorphic, and that this method has been used to discover new
such SRGs [Wal09]. However, if n is even, then Z t K1 is the unique even graph in its
switching class, so in this case, Z ∼= Z ′.

We now show how the parameters n and d of an ETF relate to the parameters n and k of
the associated SRGs, (i.e. the switching neighborhoods).
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Corollary 3.2.2.1. Consider an ETF of n vectors in Rd, and an associated SRG with
parameters n and k. Then n, k, and d relate by the following formula..

k =
1

2

(
n− 2−

√
d(n− 1)

n− d
+

√
(n− d)(n− 1)

d

)

The integrality of k can be used with this formula to rule out certain configurations, though
a stronger (and easy-to-prove) criterion will be discussed later.

Proof. Recall that the eigenvalues of an ETF of n vectors in Rd are

λ1 = −
√
d(n− 1)

n− d
λ2 =

√
(n− d)(n− 1)

d

Plug these into k = 1
2
(n− 2 + λ1 + λ2). �

3.3 The pillars of Lemmens and Seidel

In this section we review Lemmens and Seidel’s pillar method [LS73], especially their
treatment of the α = 1/3 case, in order to find the maximum number N(Sd−1) of real
equiangular vectors (equivalently lines) in Rd up to dimension d = 13. A number theoretic
fact available only in the real case implies that it is sufficient to find the maximum number
N(Sd−1,±1

3
) of equiangular lines at angle α = 1

3
in these dimensions. The basic idea is

to start with a coclique in a fixed dimension d and consider what vectors can be added
to the configuration. The fact that real equiangular vectors only have two possible inner
products, ±α, implies that the projection onto the span of the coclique takes finitely many
values h. The cosets h+ Γ, up to multiplication by −1, called pillars, can be enumerated,
and this leads to improved bounds on N(Sd−1,±α).

There have been many new developments since [LS73] that we do not have space to explain
in detail. In the real case, an inequality, which we call the coclique bound, can be found
by dragging a regular simplex of d + 1 vertices in Rd orthogonally into the (d + 1)th di-
mension. A newer strategy than that of Lemmens and Seidel is to use the coclique bound
in conjunction with Ramsey’s Theorem to build onto a clique, rather than onto coclique
[BDKS16]. Intuitively it makes sense for Ramsey’s Theorem to arise, because one can show
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that most of the brute force computation for finding N(Sd−1) for d = 4, 5, 6, 10, 12 (the
nontrivial cases) can be diverted into the verification of the Ramsey numbers R(3, 3) = 6,
R(3, 4) = 9, R(4, 4) = 18, and R(4, 5) = 25. I have omitted these examples to save space.
In 2019, Jiang et. al. claimed to have solved the problem of determining N(Sd−1,±α)
given d and α, though their result is asymptotic [JTY+19]. They also used Ramsey’s the-
orem. Theorem (3.3.2) below shows why their result can be used to find N(Sd−1).

We first prove a number theoretic fact with profound consequences about the real case.

Theorem 3.3.1. For n > 2d equiangular lines in Rd with angle α, 1/α is an odd integer.

Proof. λ = −1/α is a root of the characteristic polynomial of the Seidel matrix X with
multiplicity n − d > 1. Since X is an integer matrix, if λ is not an integer, then its
conjugate is also a root with multiplicity n− d. This is impossible since the sum of these
multiplicities is 2(n− d) > n, so λ is an integer. Consider the (ordinary) adjacency matrix
A = 1

2
(X + J − I). The matrix J has eigenvalue 0 with multiplicity n − 1. Since λ has

multiplicity > 1, X has a λ-eigenvector that is a 0-eigenvector of J , and so µ = 1
2
(λ − 1)

is an eigenvalue of A. Since µ is rational and A is an integer matrix, µ is an integer. �

Corollary 3.3.1.1. If L is an equiangular set in Rd attaining the absolute bound, then
d = 2, d = 3, or d is two less than an odd square.

Theorem (3.3.1) and the relative bound imply that N(Sd−1) depends on N(Sd−1,±α) for
finitely many odd integers 1/α > 1. Explicitly, Lemmens and Seidel write:

Theorem 3.3.2. Suppose 5 < d < (2m+ 1)2 for some integer m > 0. Then

N(Sd−1) ≤ max

{
N(Sd−1,±1

3
), N(Sd−1,±1

5
), · · · , N(Sd−1,± 1

2m−1
),

4dm(m+ 1)

(2m+ 1)2 − d

}

Before we prove it, let us note that the maximum number N(S13) of equiangular lines in
R14 is known only to be either 28 or 29. We prove the theorem in either case. It is easy
to show that there is no ETF in R14, and if 29 equiangular lines exist, they must have
angle 1/5. There are known configurations of 28 equiangular lines in R14 at angle 1/5
[GKMS16, Tre08], and it is tractable to check via computer whether a 29th line can be
added without increasing the dimension. I have verified this in Sage for the cited example.

Proof. If N(S13) = 28, (which is an open question,) the assertion holds because there exist
28 equiangular lines (in R7, even) at angle 1/3. Let 5 < d < (2m + 1)2. Constructions
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exist [LS73] showing that N(Sd−1) > 2d if d 6= 2, 3, 4, 14, and we assume additionally that
N(S13) > 28. Thus by Theorem (3.3.1), N(Sd−1) = N(Sd−1,±α) for some odd integer
1/α > 1. Now suppose 1/α ≥ 2m+ 1. Then by the relative bound,

N(Sd−1,±α) ≤ d(1− α2)

1− dα2
≤ 4dm(m+ 1)

(2m+ 1)2 − d

�

We already have the tools to calculate N(Sd−1) in dimensions 2, · · · , 7. The above theorem
also holds in dimensions 3 and 4, which we will soon see. We have already dealt with
dimensions 2, 3, and 7. We will now show the tight upper bounds for dimensions 4,5 and
6. Lower bounds come from explicit constructions.

Theorem 3.3.3. The maximum number N(S3) of equiangular lines in R4 is 6.

Proof. Theorem (3.3.1) cannot be used (in conjunction with the relative bound) because
if d = 4 and n = 7, then n is not greater than 2d. Since the number of vertices is low
enough, it is feasible to do an exhaustive search. The following Sage program iterates over
one constituent of each switching class of graphs on 7 vertices, namely, the graph where
the final vertex is isolated. The dimension d is then calculated for each graph. Caution:
the graph switching equivalent to K7 will register as 1-dimensional.

flag = true

for G in graphs(6):

G = G.disjoint_union(graphs.CompleteGraph(1))

spectrum = G.seidel_adjacency_matrix().eigenvalues()

codim = spectrum.count(min(spectrum))

d = 7 - codim

if d < 5 and d != 1:

flag = false

print flag

The program returns True, indicating that N(S3) = 6. �

The maximum number of real equiangular lines in dimensions 5 and 6 are a consequence
of theorem (3.3.1) and the relative bound.

Theorem 3.3.4. N(S4) = 10 and N(S5) = 16.
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Proof. Plugging the values d = 5, 6 and n = 11, 17, respectively, into the relative bound
yields α > 1/3, contradicting theorem (3.3.1). �

In dimensions 8-13 the relative bound and theorem (3.3.1) imply that α = 1/3. Thus to
compute N(Sd−1) for these dimensions d it suffices to compute N(Sd−1,±1

3
). Thus we

introduce the pillars of Lemmens and Seidel.

Definition 3.3.1. Let L be a set of m unit vectors in Rn such that for any distinct
v, v′ ∈ L, 〈v, v′〉 = −α = −1/(m− 1). That is, L is a regular unit simplex centered at the
origin spanning an m− 1 dimensional subspace. Let PL be the orthogonal projector onto
spanL, and P⊥L be the orthogonal projector onto (spanL)⊥. If x ∈ Rn is another vector
such that L ∪ {x} is equiangular, and h = PL(x), then h+ P⊥L is called the pillar of h.

It turns out any interesting configuration of real equiangular vectors at angle 1/3 can be
obtained by building onto a unit regular tetrahedron spanning a 3 dimensional subspace.

Proposition 3.3.1. Let α = 1/3 and n ≥ 4. Consider n equiangular vectors at angle
α with Seidel matrix X with n > d(X). Then X has an induced subgraph switching
equivalent to K4, or there is another graph X ′ with X as an induced subgraph such that
d(X ′) = d(X).

Proof. Assume X has no induced subgraph switching equivalent to K4. Since n > d(X),
X is not switching equivalent to Kn. So there exist three vertices u, v, w such that
Y = X[{u, v, w}] is switching equivalent to K3. Let u, v, w also denote the correspond-
ing vectors, and let x = u + v + w. Then 〈x, u〉 = 〈x, v〉 = 〈x,w〉 = 1

3
. If y is an-

other vertex of the graph X (and y also denotes the corresponding vector), then 〈x, y〉 =
〈u, y〉 + 〈v, y〉 + 〈w, y〉 = ±1

3
or ±1. If 〈x, y〉 = ±1 then y is adjacent or nonadjacent to

all three of u, v, w, which contradicts our assumption that X contains no induced sub-
graph switching equivalent to K4. Therefore the set of vectors obtained by adding x is
equiangular, and of rank no higher than d(X). �

Consider a set L of unit vectors in Rn with inner products of distinct vectors equal to
−1/(m− 1) and a vector x such that L ∪ {x} is equiangular (with angle α = 1/(m− 1)).
Let h = PL(x) and c = P⊥L (x). Then 〈x, vi〉 = εiα with εi = ±1 for each i. Recall that∑
vi = 0. It follows that ε1 + · · ·+ εm = 0, so m is even and half of the εi are +1 and half

are −1. (When m is odd, L is a maximally equiangular set of vectors! If a graph has a
proper induced subgraph switching equivalent to Kt with t odd, then for any odd s ≤ t,
the angle is not 1/(t− 1).)
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We may express h as
∑
civi. To find ci, take the inner product with vi.

εi
m− 1

= 〈x, vi〉 = 〈h, vi〉 =
m

m− 1
ci −

1

m− 1

m∑
j=1

cj

Now clearing out the denominator and summing over i on the leftmost and rightmost
expressions yields

0 =
∑

εi =
∑

ci +m
∑

ci = (1 +m)
∑

ci

from which it follows that
∑
ci = 0 and so

h =
1

m

∑
εivi (3.7)

Since the εi determine h, there are
(
m
1
2
m

)
pillars. We are only concerned with finding

equiangular lines, as opposed to vectors, so we work modulo the sign of ε = (ε1, · · · , εm),
leaving half of the pillars in consideration. Now suppose instead we add vectors x1, · · · , xs
such that L ∪ {x1, · · · , xs} is equiangular. Let ha = PL(xa) and 〈xa, vi〉 = ε

(a)
i α for each

a = 1, · · · , s and i = 1, · · · ,m. Let E = [ε(1) · · · ε(s)] where ε(a) = (ε
(a)
1 , · · · , ε(a)

m ) for each
a. It turns out that 1

m(m−1)
ETE is the Gram matrix of [h1 · · · hs], which we now prove.

〈ha, hb〉 =
1

m2

∑
ij

ε
(a)
i ε

(b)
j 〈vi, vj〉 =

1

m2

(
m

m− 1

∑
i

ε
(a)
i ε

(b)
i −

1

m− 1

∑
ij

ε
(a)
i ε

(b)
j

)

Please note that the sum over i and j on the right-hand-side includes the diagonal terms.
Now recall that

∑
i ε

(a)
i = 0 (or

∑
i ε

(b)
i = 0), so

∑
ij ε

(a)
i ε

(b)
j = 0, and therefore

〈ha, hb〉 =
1

m(m− 1)

∑
i

ε
(a)
i ε

(b)
i =

1

m(m− 1)
〈ε(a), ε(b)〉 =

1

m(m− 1)
(ETE)ab

Lemmens and Seidel next prove the following theorem.

Theorem 3.3.5. Let L = [v1 · · · vm] be a sequence of unit vectors in Rn with common in-
ner products−α = −1/(m−1). There existm+s equiangular vectors v1, · · · , vm, x1, · · · , xs
spanning Rn if and only if there exist an s× s Seidel matrix A and an m× s matrix E of
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±1s with vertical sum 0 such that the matrix

C = I +
1

m− 1
A− 1

m(m− 1)
ETE (3.8)

is positive semidefinite of rank n−m+ 1.

Proof. ( =⇒ ) : Let E = [ε(1) · · · ε(s)] be the matrix whose columns ε(j) are determined by

〈vi, xj〉 = ε
(j)
i α. The row sum of E is 0. Let S be the Seidel matrix of L and let A be the

Seidel matrix of X = [x1 · · · xs]. Then the Seidel matrix of [v1 · · · vn x1 · · · xs] is

S ′ =

(
S E
ET A

)

S ′ has rank n. The Gram matrix for X, I + 1
m−1

A, is the sum of the Gram matrix C for

[c1 · · · cs] and the gram matrix H for [h1 · · · hs]. As noted above, H = 1
m(m−1)

ETE, so

equation (3.8) holds. Since span{v1, · · · , vm, x1, · · · , xs} = Rn and dim span{v1, · · · , vm} =
m− 1, C has rank n− (m− 1).

( ⇐= ) : By proposition (2.2.2), C is the the Gram matrix of a sequence [c1 · · · cs] of
vectors spanning an n − (m − 1) dimensional subspace V of Rn. Let {v1, · · · , vm} be a
regular unit simplex centered at the origin of V ⊥. Let [h1 · · · hs] be the vectors in V ⊥

defined by (3.7). Since equation (3.8) holds, A is the Seidel matrix of [x1 · · · xs] where
xi = ci + hi for each i. Therefore S ′ (as above) is the Seidel matrix of [v1 · · · vm x1 · · · xs].
If S ′ has rank n′ then by ( =⇒ ), C has rank n′ −m+ 1, so S ′ has rank n. �

To see how many vectors x can be in one pillar, we let E = [ε · · · ε] have all columns
equal to a vector ε of ±1 with vertical sum 1. Then ETE = mJ , and the Gram matrix for
[c1 · · · cs] is

C =
m− 2

m− 1
I − 1

m− 1
(J − I − A)

The vectors ci have length
√

(m− 2)/(m− 1) and mutual inner products 0 and−2/(m−1).
After renormalizing, their mutual inner products are 0 and −2/(m− 2). Since m is even,
to bound the maximum number of vectors in the pillar we bound the maximum number
of unit vectors in Rn with mutual inner products 0 and −1/r for a positive integer r.
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Theorem 3.3.6. N(Sn−1, {0,−1
r
}) = bn

r
c+ n.

The upper bound follows from the linear programming bounds discussed in the next chap-
ter. Lemmens and Seidel prove this bound in a different way, using Perron-Frobenius
theory, and at the same time prove that this is also a lower bound.

A better bound (constant with respect to the dimension) can be found when multiple
pillars are occupied. Consider the case of two occupied pillars:

E =
[
ε(1) · · · ε(1)︸ ︷︷ ︸

s

ε(2) · · · ε(2)︸ ︷︷ ︸
t

]}
m

Let l be the Hamming distance of ε(1) and ε(2), (the number of unequal coordinates).
Without loss of generality assumem ≥ 2l; (otherwise replace x1, · · · , xs with−x1, · · · ,−xs,
which has the effect of replacing ε(1) with −ε(1) and replacing l with m− l). Then

ETE =

(
mJ (m− 2l)J

(m− 2l)JT mJ

)

The (ordinary) adjacency matrix for the complement graph determined by the sequence of
equiangular vectors [x1, · · · , xs, y1, · · · , yt] is

1

2
(J − I − A) =

(
B1 B2

BT
2 B3

)
where B1 is s× s and B3 is t× t. This simplifies to

m− 1

2
C =

(
(1

2
m− 1)I −B1

l
m
J −B2

l
m
JT −BT

2 (1
2
m− 1)I −B3

)
(3.9)

We now consider the case that multiple pillars are occupied. Using theorem (3.3.5) and
the above decomposition, we rederive a bound on the number of vectors x in each pillar.
This contrasts to the case in which all of the added vectors belong to the same pillar.

Theorem 3.3.7. Let m be even, and let v1, · · · , vm be unit vectors where for any distinct
vi, vj, 〈vi, vj〉 = −1/(m−1). Further assume that v1, · · · , vm, x1, · · · , xs, y are equiangular,
and x1, · · · , xs belong to one pillar h1 + Γ, and y belongs to a different pillar h2 + Γ. Let
the Hamming distance of the corresponding vectors e(1) and e(2) be l. Without loss of
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generality assume that 0 < l ≤ 1
2
m. Then

s ≤ m2(m− 2)2

4l2

Please be careful when counting to consider the vectors in h+ Γ as well as −h+ Γ.

Proof. We obtain an expression for C from (3.9), substituting in B1 = 0, B2 = b (an s× 1
column of 0s and 1s), and B3 = 0.

m− 1

2
C =

(
(1

2
m− 1)I l

m
j − b

l
m
jT − bT 1

2
m− 1

)
where j is the s× 1 column of all 1s. Schur’s determinant identity reads

det

(
A1 A2

A3 A4

)
= det(A4) det

(
A1 − A2A

−1
4 A3

)
In the case that A4 is 1 × 1 this simplifies to det(A1) det(A4) − det(A2) det(A3). Since C
is positive semidefinite, its determinant is non-negative. So

0 ≤
(

1

2
m− 1

)2

−
(
l

m
jT − bT

)(
l

m
j − b

)
=

(
1

2
m− 1

)2

− l2

m2
jT j +

l

m
jT b+

l

m
bT j − bT b

Note that jT j = s and jT b = bT j = bT b is the number of 1s in b, (which is non-negative).
So by our assumption that l ≤ 1

2
m,

0 ≤
(

1

2
m− 1

)2

− l2

m2
s− m− 2l

m
bT b ≤

(
1

2
m− 1

)2

− l2

m2
s

�
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Theorem 3.3.8. (The reward of all of these calculations is the following.)

d N(Sd−1) N(Sd−1,±1
3
)

7 28 28
8 28 28
9 28 28
10 28 28
11 28 28
12 28 28
13 28 28
14 ? 28

d > 14 ∗ 2d− 2

The ? indicates that N(S13) is unknown, and the ∗ indicates that various other, but not
all values of N(Sd−1) are known for d > 14.

Proof. We have already seen that the relative bound implies that N(Sd−1) = N(Sd−1,±1
3
)

for d = 7, · · · , 13. We have also aluded to constructions of the indicated number of equian-
gular lines. So it suffices to upper bound N(Sd−1,±1

3
) for each d by the values indicated.

By Proposition (3.3.1), we consider pillars for a coclique of size m = 4. There are three
pillars, each at hamming distance 2 from the others, corresponding to the column vectors

ε(1) = (+,+,−,−), ε(2) = (+,−,+,−), ε(3) = (+,−,−,+)

By Theorem (3.3.5), the remaining s vectors correspond to an s×s Seidel matrix A, and an
m×s matrix E of 0s and 1s with vertical sum 0, such that C = I+ 1

3
A− 1

12
ETE is positive

semidefinite of rank d−3. If more than one of the pillars are occupied, by Theorem (3.3.7),
each pillar contains at most 8 vectors, for a total of at most 4 + 3× 8 = 28 vectors. If only
one pillar is used, Theorem (3.3.6) implies that the pillar contains at most 2d− 6 vectors.
Adding to the four original vectors, this gives an upper bound of 2d− 2 vectors. �

Lemmens and Seidel also use pillars to analyze the α = 1/5 case [LS73], though it becomes
more complicated. This case was also studied by Neumaier [Neu89].
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3.4 Co-chains of graph-like structures and Boolean

representations of sl(2,C)

We have seen that rigid configurations of equiangular lines correspond to switching classes
of graphs on [n]. These structures also correspond to two-graphs on [n]. A two-graph on
[n] is a set of 3-subsets of [n] such that any 4-subset of [n] contains an even number of
these 3-sets. Let Y be a graph on [n]. The two-graph generated by Y , δ(Y ), is the set of
3-sets S ⊆ [n] such that the induced subgraph Y [S] has an even number of edges. The
proof that δ(Y ) is a two-graph is done locally by checking that all graphs on vertex set
[4] contain an even number of 3-sets that contain an odd number of edges. (It is easy to
check the 11 isomorphism classes of graphs.) It can also be checked locally that graphs Y1

and Y2 are (ordered) switching equivalent if and only if δ(Y1) = δ(Y2). It turns out that
every 2-graph has the form δ(Y ) for some Y , and this construction generalizes quite a lot.
We consider two co-chains that generalize this concept, and show that there is an sl(2,C)
action that reveals a certain enumerative property about the unordered structures.

For a fixed n ∈ N, and for each k = 0, · · · , n, let V n
k = Vk be the F2-vector space

Vk =

{
f :

(
[n]

k

)
→ F2

}

where
(

[n]
k

)
is the set of k-subsets of [n]. The coboundary maps are defined

δk : Vk → Vk+1

δk(f)(T ) =
∑
t∈T

f(T r t)

The first few vector spaces can be viewed as

V1 = {subsets of [n]}
V2 = {graphs on [n]}
V3 = {sets of 3-sets on [n]}

...

Theorem 3.4.1. The sequence
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V1 V2 V3 · · ·δ1 δ2 δ3

is exact.

This generalizes the characterization of complete bipartite graphs as graphs with the prop-
erty that any 3-set of vertices has either 0 or 2 edges, which is the statement ker δ2 = im δ1.
It also generalizes the statement that two-graphs are precisely the sets of 3-sets on [n] of
the form δ(Y ) for some graph Y , which is the statement ker δ3 = im δ2.

Proof. To see that im δk−1 ⊆ ker δk, observe that

δkδk−1(f)(T ) =
∑
t∈T

δk−1(f)(T r t)

=
∑
t∈T

∑
s∈Trt

f(T r tr s)

=
∑

{s,t}⊆T, s6=t

(1 + 1)f(T r tr s)

= 0

We establish im δk−1 ⊇ ker δk by dimension counting. View δk as the
(

[n]
k+1

)
×
(

[n]
k

)
matrix

with entry (row, col) = (T, S) equal to 1 if S ⊆ T and 0 otherwise. These matrices, (tech-
nically their transposes,) and their generalizations have been investigated, by P. Frankl,
Linial and Rothschild, and Wilson [LR81, Wil90]. Frankl proved that the rank of δk is(

n− 1

k

)
Therefore

rk δk−1 + rk δk =

(
n− 1

k − 1

)
+

(
n− 1

k

)
=

(
n

k

)
= dimVk

So the result follows by the rank-nullity theorem. �

Other variants of this construction exist, and it would be nice to formulate it in such a way
that the well-established machinery of algebraic topology could be applied. D. Wagner
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suggested the following variation. For each k = 0, 1, 2, · · · let W n
k = Wk be the Z-module

Wk =

{
f :

(
[n]

k

)
→ Z

}
with coboundary maps

δk : Wk → Wk+1

δk(f)(T ) =
∑
t∈T

(−1)j(t,T )f(T r t)

where t is the j(t, T )th element of T . By a similar proof we again have im δk−1 ⊆ ker δk.

These constructions generalize some notions used in the study of real equiangular lines.
For instance, we have considered at various points the switching class of the graph Y +

obtained from a graph Y by adding an isolated vertex. This generalizes to the operation

V n
k → V n+1

k+1

f 7→ δk(f
+)

The same operation can be defined for W n
k → W n+1

k+1 . We can also consider the unordered
structures, i.e. the orbits of V n

k under the symmetric group Sn. Let Vnk = Vk andWn
k =Wk

denote the sets of isomorphism classes of elements of V n
k and W n

k respectively. There is no
known “closed formula” for the number gn,i = gn,2,i of nonisomorphic graphs on n vertices
with i edges, however, it is known that these numbers are in a sense (described precisely
in the following theorem) palindromic and unimodal. This generalizes to elements of Vnk :

Theorem 3.4.2. Let gn,k,i denote the number of elements [f ] ∈ Vnk such that f(x) = 1 for
exactly i vertices x ∈ [n]. (Note that gn,k,i is well-defined.) Then for n, k ∈ N, the sequence(

gn,k,i : i = 0, · · · ,
(
n
k

))
(3.10)

is palindromic and unimodal, i.e. gn,k,i = gn,k,(nk)−i
for each i and gn,k,0 ≤ · · · ≤ gn,k,d(nk)/2e.

The proof uses the representation theory of sl(2,C), especially the so-called Boolean rep-
resentations. We describe the finite dimensional irreducible representations of sl(2,C) for
reference, and state the theorems we need, but omit the proofs as they can be found in
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any textbook on the subject.

We begin by defining an m+ 1 dimensional irreducible representation of SL(2,C) for each
integer m ≥ 0. Let Vm be the complex vector space of complex homogeneous polynomials
of degree m in 2 variables x1 and x2. Vm has basis Em = {xk1xm−k2 : k = 0, · · · ,m}. Let G
be a 2× 2 matrix Lie group. Consider the left-translation representation, given by

Πm : G→ GL(Vm)

A(f(x)) 7→ f(A−1x)

It is straight forward to check that this defines a representation, and that the corresponding
Lie algebra representation πm : g→ gl(Vm) is given by

πm(X)(f(x)) = − ∂f

∂x1

(X11x1 +X12x2)− ∂f

∂x2

(X21x1 +X22x2) (3.11)

Specializing to G = SL(2,C), a nice basis for sl(2,C) is the following.

X =

(
0 1
0 0

)
Y =

(
0 0
1 0

)
H =

(
1 0
0 −1

)
The commutation relations are

[H,X] = 2X [H, Y ] = −2Y [X, Y ] = H (3.12)

πm is determined by linearly extending its action on a basis. For instance, by (3.11),

πm(X) = −x2
∂

∂x1

πm(Y ) = −x1
∂

∂x2

πm(H) = −x1
∂

∂x1

+ x2
∂

∂x2

Now let us consider the action of these operators on the basis Em for Vm. We have

πm(X)(xk1x
m−k
2 ) = −kxk−1

1 xm−k+1
2

πm(Y )(xk1x
m−k
2 ) = −(m− k)xk+1

1 xm−k−1
2

πm(H)(xk1x
m−k
2 ) = (m− 2k)xk1x

m−k
2

Note that for each k = 0, · · · ,m, the monomial xk1x
m−k
2 is an eigenvector of πm(H) with
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eigenvalue m− 2k. These m+ 1 distinct eigenvalues and eigenvectors can be used to diag-
onalize πm(H). It is clear that the Vm are irreducible, because if f(x) ∈ Vm is nonzero, and
xk1x

m−k
2 is the monomial of f(x) with nonzero coefficient of highest k, then πm(X)k(f(x)) is

a multiple of xm2 , and then for each j, the monomial xj1x
m−j
2 is a multiple of πm(Y )j(xm2 ). Of

course, the Vm are nonisomorphic representations since they have different dimensions. It
turns out that these are the only finite dimensional irreducible representations of sl(2,C).

Theorem 3.4.3. Let π : sl(2,C) → gl(V ) be a finite dimensional complex irreducible
representation of sl(2,C). Then π is isomorphic to one of the aforementioned πm.

Theorem 3.4.4. Every finite dimensional representation of sl(2,C) is completely re-
ducible, i.e. isomorphic to a direct sum of irreducible representations.

Theorem 3.4.5. Let π : sl(2,C) → gl(V ) be a finite dimensional (complex) representa-
tion. Let V =

⊕
λ∈Z Vλ be the decomposition of V into the eigenspaces of π(H), indexed

by eigenvalue λ. (These are called weight spaces.) Then these eigenvalues are integers,
and then the restricted operator π(X) : Vλ → Vλ+2 is injective if λ ≤ −1 and surjective
if λ ≥ −1, and for λ ≥ 0, the restricted operator π(X)λ : V−λ → Vλ is an isomorphism.
Similarly, the restricted operator π(Y ) : Vλ → Vλ−2 is injective if λ ≥ 1 and surjective if
λ ≤ 1, and for λ ≥ 0, the restricted operator π(Y )λ : Vλ → V−λ is an isomorphism.

Corollary 3.4.5.1. Let V =
⊕

λ∈Z Vλ be as above, and let dλ = dimVλ. Then the
sequences (· · · , d−4, d−2, d0, d2, d4, · · · ) and (· · · , d−5, d−3, d−1 = d1, d3, d5, · · · ) are palin-
dromic and unimodal with maximums d0 and d−1 = d1, respectively. That is, d0 ≥ d2 ≥
d4 ≥ · · · , d1 ≥ d3 ≥ d5 ≥ · · · , and dλ = d−λ for each λ.

Thus, to show a sequence is palindromic and unimodal, it suffices to show that it is the
sequence of dimensions, counting by 2s, of weight spaces for some representation of sl(2,C).

A useful tool for working with finite dimensional sl(2,C) representations is the Poincaré
polynomial. Like the character of a finite dimensional representation of a finite group, the
Poincaré polynomial is a total invariant of the equivalence class of representations.

Definition 3.4.1. Let V =
⊕

λ∈Z Vλ be a finite dimensional representation of sl(2,C),
where Vλ is the λ-weight space. The Poincare polynomial for V is the following Laurent
polynomial.

P (V ; t) =
∑
λ∈Z

(dimVλ)t
λ
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Thus, if V is the unique irreducible representation V (m) of dimension m+ 1, then

P (V ; t) = t−k + t−k+2 + · · ·+ tk−2 + tk =
t−k−1 − tk+1

t−1 − t
(3.13)

It is straight forward to show that the Poincare polynomial has the following properties:

1. P (V1; t) = P (V2; t) if and only if V1
∼= V2 (isomorphism of representations).

2. P (V1 ⊕ V2; t) = P (V1; t) + P (V2; t).

3. P (V1 ⊗ V2; t) = P (V1; t)P (V2; t).

By complete reducibility, the Poincare polynomial for any finite dimensional representation
of sl(2,C) is determined by (3.13) and property 2. Properties 2 and 3 allow us to decompose
tensor product representations into direct sums.

We now introduce Boolean representations.

Definition 3.4.2. Let A be a finite set of size m and let P (A) =
⋃
k Pk(A) be its powerset,

(where Pk(A) is the set of k element subsets of A). The Boolean representation of sl(2,C)
for the set A is the pair (ρ, V ) where V = CP (A) is the space of formal linear combinations
of P (A), and ρ : sl(2,C)→ V is defined as follows. For S ∈ P (A), define

ρ(X)(S) =
∑
a∈ArS

S ∪ {a} ρ(Y )(S) =
∑
a∈S

S r {a}

and ρ(H) = ρ(X)ρ(Y ) − ρ(Y )ρ(X). This is clearly an sl(2,C)-representation, and it can
easily be shown that

ρ(H)(S) = (2k −m)S

so P (A) is an eigenbasis. Thus if λ = 2k−m and Vλ is the λ-weight space, then dimVλ =(
m
k

)
. By the binomial theorem, the Poincare polynomial is

P (V ; t) =
m∑
k=0

(
m

k

)
t2k−m = (t−1 + t)m

so V ∼= V (1)⊗m, where V (1) is the unique 2 dimensional irreducible representation of
sl(2,C) (up to isomorphism), hence the name Boolean representation.
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Theorem 3.4.6. Suppose a vector space V carries a representation π of a Lie algebra and
H ⊆ GL(V ) is a group of automorphisms of π. Then the H-equivariant subspace

V H = {v ∈ V |φ(v) = v for all φ ∈ H}

is a subrepresentation of V .

We are now ready to prove Theorem (3.4.2).

Proof of Theorem (3.4.2). Let A be set of all k-sets on [n]. Then A corresponds to the
constant function f ≡ 1 in V n

k . Consider the Boolean representation ρ of sl(2,C) for the
set A. Then Sn acts in the obvious way on CP (A), where P (A) is the powerset of A and
CP (A) is the complex vector space with basis P (A). Provided that the elements of Sn
commute with ρ(X) and ρ(Y ), we obtain the Sn-equivariant subrepresentation CP (A)Sn .
The ρ(H)-eigenspaces of CP (A)Sn are spanned by uniform superpositions

∑
g∈[f ] g for each

isomorphism class [f ] ∈ Vnk . It follows that the sequence (3.10) is palindromic and uni-
modal. It is simple to show that the elements of Sn commute with ρ(X) and ρ(Y ):

Let Σ ∈ Sn and let S ∈ Pi(A). To see that Σ commutes with ρ(X), observe that

(Σ ◦ ρ(X))(S) =
∑
a∈ArS

Σ(S ∪ {a})

=
∑
a∈ArS

Σ(S) ∪ {Σ(a)}

=
∑

a′∈ArΣ(S)

Σ(S) ∪ {a′}

= (ρ(X) ◦ Σ)(S)

We omit the proof that Σ commutes with ρ(Y ) as it is very similar. �
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Chapter 4

Linear programming bounds

The linear programming bounds (LP bounds) for codes are a vast generalization of various
bounds we have seen so far:

1. The relative bound: If v1, · · · , vn are equiangular unit vectors in Kd at angle α, then

n ≤ d(1− α2)

1− dα2
(4.1)

The relative bound is a special case of the first Welch bound.

2. The first Welch bound: If v1, · · · , vn are unit vectors in Kd, then

max
i 6=j
|〈vi, vj〉|2 ≥

n− d
d(n− 1)

We proved the first Welch bound in section 2.4. As the name implies, there is an
entire sequence of Welch bounds. These are also an instance of the LP bounds.

3. The general Welch bounds: If v1, · · · , vn are unit vectors in Kd, then

max
i 6=j
|〈vi, vj〉|2k ≥

1

n− 1

(
n(

d+k−1
k

) − 1

)

for k = 1, 2, 3, · · · .
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4. The MUB bound: The maximum cardinality of a set of mutually unbiased bases for
Cd is less than or equal to d+ 1.

5. The maximum cardinality of a set of unit vectors in Rd with mutual inner products
−1/t and 0 is less than or equal to d + d

t
. (Since the cardinality of such a set is

an integer, it must be less than or equal to d + bd
t
c, and it this can be shown to be

attainable for all d ∈ N and t > 0 using the Perron-Frobenius theorem.) This upper
bound, without the floor signs, is an instance of the LP bounds. We used it when
reviewing Lemmens and Seidel’s method of pillars.

These are all generalized by the LP bounds. The absolute bounds for equiangular lines also
have a more general form, which we describe in the next section. Our first step towards
proving the LP bounds will be to define the kind of space in which the LP bounds hold, and
along the way, we prove a generalized absolute bound. Godsil’s definition of polynomial
space amounts to a set X equipped with a separation function and an inner product on
the space Pol(X) of polynomial functions on X satisfying four axioms. The LP bounds do
not use Godsil’s 2nd, 3rd, or 4th axioms, but we will need another axiom, essentially the
identity of indiscernibles axiom of metric spaces. Godsil then defines Q-polynomial spaces
as polynomial spaces satisfying two additional axioms. Q-polynomial spaces enlarge the
class of Q-polynomial symmetric association schemes, and this is where they get their name
[God93]. We prove the LP bounds for spaces with this Q-polynomial property, which we
call Q-polynomial code space.

In [CS98], the LP bounds are derived for codes in compact 2-point homogeneous spaces,
but in order to evaluate the bound, presumably, one has to derive some facts about the irre-
ducible representations of the space’s automorphism group. If such a space is Q-polynomial
(which is true in all of our examples, and we expect might always be true), then the bound
can be calculated by iteratively finding the zonal orthogonal polynomials. We prove the
LP bounds in the more general setting of a Q-polynomial code space. These are defined
combinatorially, without assuming the existence of an automorphism group, which turns
out to be an externality.

Thus, our proof of the LP bounds is almost exactly the same as the one presented in [CS98],
but we distill out the combinatorial parts. The rest, (the parts involving representation
theory,) is left for sections 4.4 and 4.5, where we describe how compact 2-point homoge-
neous spaces come into the picture. Lastly we will do some explicit calculations involving
the zonal orthogonal polynomials in section 4.6.
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4.1 Polynomial functions and absolute bounds

We first state the generalized absolute bound, which is an upper bound on the size of a
code of a given degree in a “space”. There are few requirements on the space, so we state
the theorem in generality, though our spaces of interest are all “Q-polynomial code spaces”.

Let X be a set. A separation function on X is a function τ : X × X → R satisfying
τ(x, y) = τ(y, x) for all x, y ∈ X, (symmetry). For each x0 ∈ X, we define τx0 : X → R
by τx0(x) = τ(x0, x). Given x0 ∈ X and f ∈ K[t] we denote fx0 = f ◦ τx0 . A function
on X of the form fx0 is called a zonal polynomial function centered at x0 on X (with
respect to τ). We denote the real vector space of all such functions by Zonx0(X), and the
space spanned by all zonal polynomial functions by Zon(X) =

∑
x0∈X Zonx0(X). More

generally, polynomial functions on X (with respect to τ) are elements of the degree-filtered
algebra Pol(X) generated under pointwise multiplication by the zonal polynomial functions
at varying points x0 ∈ X. In other words,

Pol(X, 0) = {constant functions X → R}
Pol(X, 1) = {fx0 |x0 ∈ X , f ∈ R[t] linear or constant}
Pol(X, r + 1) = spanR{fg | f ∈ Pol(X, 1) , g ∈ Pol(X, r)} for r ≥ 1

Pol(X) =
∞⋃
r=0

Pol(X, r)

Polynomial functions in Pol(X, r) r Pol(X, r − 1) are said to have degree r. For a zonal
polynomial function fx0 , note that deg fx0 ≤ deg f . Depending on X and τ , it might be
the case that not every polynomial function is a linear combination of zonal polynomial
functions, i.e. Zon(X) ( Pol(X).

Let X be a set equipped with a separation function τ . We call a finite subset C of X a
code. The degree of C is the number |{τ(x, y) |x, y ∈ C, x 6= y}|. C is an orderable code if
there exists a total order < on C such that for all x, y ∈ C with y < x, τ(x, x) 6= τ(x, y).
We call (X, τ) discernible if there exists α0 ∈ R such that for all x, y ∈ X, τ(x, y) = α0 if
and only if x = y. If (X, τ) is discernible, then every code C ⊆ X is orderable. (All of our
spaces of interest are discernible.)

Theorem 4.1.1 (Absolute bound). Let X be a set with separation function τ , and let C
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be an orderable code of degree at most r in X. Then

|C| ≤ dim Pol(X, r)

For the proof, see [God93]. Given how general the absolute bounds are, and thus how
little information about the space X is taken into account, it should be no surprise that
the absolute bounds are not always attained. For instance, if Pol(X, r) is infinite dimen-
sional, then the absolute bound for codes of degree r is vacuous. Thus Godsil requires that
Pol(X, 1) is finite dimensional, which implies that Pol(X, r) is finite dimensional for all r
[God93]. Even for a well-chosen separation function, however, the absolute bound is rarely
attained.

Let us introduce an example that we will return to throughout the chapter: the sphere.
X = Sd−1 and τ(x, y) = x · y. Then Pol(X, 1) = (Rd)∗ ∼= Rd, and similarly, Pol(X) can be
identified with the coordinate ring

R[X] = R[x1, · · · , xd]/(x2
1 + · · ·+ x2

d)

Traditionally, one studies this example by first describing certain polynomial functions
called the spherical harmonics. We will soon define the harmonic subspaces, which gen-
eralize this to other spaces X. The spherical harmonics can be calculated explicitly by
solving Laplace’s equation using the method of separation of variables, [AAR99, Gal]. In
cartesian coordinates, the harmonics are multivariable polynomials, and in spherical coor-
dinates, they are more complicated, and in a sense generalize the sine and cosine functions.
Harish-Chandra generalized this idea further to certain symmetric spaces by introducing
an algebra of invariant differential operators. We will not use any differential operators in
our approach, but we note that in the case of the sphere, this method quickly leads one
to the formula for dim Pol(X, r). Then, using the absolute bound, one can easily see, for
instance, that the maximum cardinality of a spherical code of degree 2 cannot exceed(

d+ 3

2

)
This example was shown in [DGS77], where it also noted that the bound is occasionally
saturated as follows: Consider a set of

(
d+3

2

)
equiangular vectors in Rd+1. (Four such config-

urations are known to exist.) Apply Seidel switches such that one vertex v is isolated, and
then apply the affine shift to the entire configuration that sends v 7→ 0. After renormaliz-
ing, the result is a degree 2 spherical code of cardinality

(
d+3

2

)
in a d dimensional subspace.
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Turning things around, this serves as a proof of the absolute bound for equiangular lines
in Rd. The absolute bound for real equiangular lines can also be found by considering
the space KPd−1 with separation function τ(x, y) = |〈x, y〉|2 and K = R. Similarly, the
absolute bound on complex equiangular lines is found for K = C.

If Zon(X) = Pol(X), we can also evaluate the absolute bound if we know the reproducing
kernels of the harmonic subspaces. To define the harmonic subspaces, we must specify an
inner product 〈·, ·〉 on Zon(X). This technique for computing the absolute bound does
not require one to solve any differential equations, but we need a method to calculate the
reproducing kernels. In section 4.3 we introduce the zonal orthogonal polynomials, which
by their very definition can be calculated (with some difficulty), and sometimes coincide
with the reproducing kernels. We define the harmonic subspaces for (X, τ, 〈·, ·〉) as follows:

Harm(X, r) = Pol(X, r) ∩ Pol(X, r − 1)⊥ ∩ Zon(X)

If W is a finite dimensional real or complex inner product space of functions on a set X,
then the reproducing kernel for W at a point x ∈ X is the unique function k(x) ∈ W
such that for all f ∈ W , 〈f, k(x)〉 = f(x). Given any orthonormal basis {f1, · · · , fd} for

W , the reproducing kernel satisfies k(x) = f1(x)f1 + · · · + fd(x)fd. However, note that in
our application, a priori we do not know the dimension, let alone any basis for Harm(X, r).

In general, k(x) is not a zonal polynomial function centered at x, but the notation k(x)

is chosen to suggest a similar behavior. For instance, suppose a group G acts on X,
and thereby defines a representation on W by left translation (L(g)(f)(x) = f(g−1x)).
Assuming this representation is unitary, then for any g ∈ G and x ∈ X, gk(x) = k(gx),
which looks just like the property that for any g ∈ G, f ∈ R[t], and x ∈ X, gfx = fgx.

Proposition 4.1.1. Let W be a finite dimensional real or complex inner product space of
functions (including constant functions) on a set X, with inner product satisfying 〈f, g〉 =
〈1, fg〉 for all f, g ∈ W and 〈1, 1〉 = 1. Then k(x)(x) = d where d = dimW .

Proof. Choose an orthonormal basis f1, · · · , fd for W . Then

k(x)(x) =
d∑
i=1

〈k(x), fi〉fi(x) =
d∑
i=1

|fi(x)|2
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The inner product of the above constant function with the constant function 1 is

k(x)(x) = 〈1, k(x)(x)〉 =
d∑
i=1

〈fi, fi〉 = d

as claimed. �

If Pol(X) = Zon(X), and Zon(X) has an inner product as required above, then access to
the reproducing kernels ki,(x) for the harmonic subspaces Harm(X, i) lets one compute

dim Pol(X, r) =
r∑
i=1

ki,(x)(x)

for a point x ∈ X, and thereby lets one compute the absolute bound.

4.2 Code spaces

Our goal is to state and prove the LP bounds. We saw that it is convenient to place some
restrictions on the set X in order to be able to evaluate the absolute bounds in practice. We
will need these restrictions and more for the LP bounds, so let us define some terminology.

Definition 4.2.1. We define a code space to be an ordered quadruple (X, τ, 〈·, ·〉, α0) where
X is a set, τ is a separation function on X, 〈·, ·〉 is an inner product on Zon(X), α0 ∈ R,
and the following axioms hold.

1. τ(x, y) = α0 if and only if x = y for all x, y ∈ X (discernibility),

2. τ(x, y) = τ(y, x) for all x, y ∈ X (symmetry)

We usually abbreviate (X, τ, 〈·, ·〉, α0) as X with τ , 〈·, ·〉, and α0 being implicit. (This sort
of remark will be henceforth omitted from definitions.)

Our definition is a relaxation of Godsil’s definition of polynomial space, though Godsil
does not include axiom 1 [God93]. We acknowledge that the pursuit of generality is not
always a good use of one’s time, nor is it necessarily beneficial unless one has an example
that requires the generality. Our reason for relaxing Godsil’s axioms is that Godsil proves
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different theorems than the ones we prove here, three of his four axioms are simply never
used in the proof of the LP bound.

A code space is very similar to a semimetric space, which is a pair (X, d) satisfying discerni-
bility with d(x, x) = 0 and symmetry. Given a semimetric space (X, d), let φ : im d → R
be an injective function, and give X the separation function τ = φ ◦ d. Suppose there
exists a measure µ on X allowing for the integration of polynomial functions (with respect
to τ), and µ(X) = 1. Then we can define an inner product on Zon(X) by

〈fx, gy〉 =

∫
X

fx(z)gy(z)dµ(z)

Then (X, τ, 〈·, ·〉, φ(0)) is a code space. Many interesting code spaces arise in this way. For
instance, if X is finite, then µ can be taken to be the uniform measure.

We will consider three infinite spaces that arise in this way. The first is the sphere X = Sd−1

with separation function τ(x, y) = x ·y spherical measure µ. The other two are the real and
complex projective spaces. Recall that the distance between two points [u], [v] ∈ KPd−1

is
√

2− 2|〈u, v〉|2, which is uniquely determined by |〈u, v〉|2. Thus in these spaces we use
τ([u], [v]) = |〈u, v〉|2 as our separation function. We will describe a method to obtain mea-
sures on these spaces when we discuss two-point homogeneous spaces, and we will give
an explicit formula in section 4.6. It will become clear in the examples section why the
squared overlap is a more natural choice than the unsquared version. To avoid possible
confusion caused by using the squared overlap, we use letters like α, α0, A for angles and
such when working with the space Sd−1 and β, β0, B with KPd−1.

Another infinite space that would be nice to consider is the Euclidean space X = Rd.
Unfortunately, we are at a loss to come up with a suitable inner product, and this seems
to arise from the fact that Rd is not compact.

One may wonder why we don’t let τ(x, y) in the aforementioned examples equal the geodesic
between x and y. The reason is that the expressions for the zonal orthogonal polynomials
will be cleaner, and this is the main reason for allowing flexibility in our definitions.

A code space X embeds into another code space Y if there exists an injection f : X → Y
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such that for all x, y ∈ X,

τX(x, y) = τY (f(x), f(y))

It turns out that if a code space X embeds into a sphere, real projective space, or complex
projective space, then Pol(X) = Zon(X). As noted in the previous section, this fact can
be used to justify an evaluation of the absolute bounds. We omit the proof of this fact.
Godsil proves it for spherical embeddings [God93]. We note this only because most of our
spaces of interest have this property.

Let us take note of three commonly encountered finite code spaces.

1. The Hamming scheme H(d, q), (d, q ∈ N). The underlying space consists of the
strings of length n over an alphabet Σ of size q. Without loss of generality, let Σ =
{0, · · · , q−1}. (We will use arithmetical properties of Σ below for the sole purpose of
showing that the Hamming scheme embeds into the sphere.) The Hamming distance
h(x, y) between two strings x, y is the number of letters in x and y that differ. When
h(x, y) = 1, the strings x and y have an edge in the Hamming graph, and the distance
between x and y in the Hamming graph is h(x, y). This graph is distance regular,
so H(d, q) is an association scheme where x and y are ith associates precisely when
h(x, y) = i. Let the separation function be τ(x, y) = d − h(x, y). The Hamming
scheme embeds into the sphere. For q = 2, we can send each string x = x1 · · ·xd to
((−1)x1 , · · · , (−1)xd) ∈ Sd−1. For q ≥ 2, send each string x = x1 · · ·xd to

1√
qd

(
(ω(0)x1 , · · · , ω(q−1)x1), · · · , (ω(0)xd , · · · , ω(q−1)xd)

)
∈ S2qd−1

where ωxit stands for (cos 2πixit
q
, sin 2πixit

q
).

2. The Johnson scheme J(v, k), v ∈ N, k ∈ [v]. The underlying set consists of the
set of k-subsets of the set [v] (or binary strings of length v with exactly k 1s). The
Johnson distance j(x, y) between two k-subsets x, y is k − |x ∩ y|, (the same as the
Hamming distance, if we think of the elements as strings). When j(x, y) = 1, the
sets x and y have an edge in the Johnson graph, and the distance between x and y
in the Johnson graph is j(x, y). This graph is again distance regular, so J(v, k) is
an association scheme where x and y are ith associates precisely when j(x, y) = i.
We use separation function τ(x, y) = v − j(x, y). The Johnson scheme also embeds
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into the sphere. If vx is the indicator vector for the k-set x, then we send x to
1√
k
vx ∈ Sv−1.

3. Symmetric association schemes. This includes all distance regular graphs. We re-
strict our attention to Q-polynomial (symmetric) association schemes, which are Q-
polynomial code spaces. We make this restriction because we can only prove the LP
bounds in a Q-polynomial code space. The class of Q-polynomial association schemes
includes many distance regular graphs, such as the Hamming graphs, the Johnson
graphs, and perhaps all distance transitive graphs (see remarks at the end of Section
4.5). As in the examples above, we use separation function τ(x, y) = n − d(x, y),
where n = |V (G)| and i = d(x, y) means x and y are ith associates.

Definition 4.2.2. A code in a code space X is a finite subset C of X. The elements of
a code are called codewords. Let A ⊆ im τ r {α0}. An A-code in X is a code C in X
such that for all distinct x, y ∈ C, τ(x, y) ∈ A. We denote the maximum cardinality of an
A-code in X by N(X,A) and we denote N(X) = sup{N(X,α) : α ∈ Rr {α0}}.

We have used this notation previously when discussing equiangular lines.

While a code is required to be finite, the set A is not. This flexibility is added to the
definition because we are generally interested in finding or bounding N(X,A) for a given
set A. This is what the LP bounds are designed to do.

A {±α}-code in Sd−1 is a set of equiangular unit vectors in Rd. A {β}-code in KPd−1 is
a set of equiangular lines in Kd. Similarly, a B-code in RPd−1 corresponds to an A-code
in Sd−1 up to Seidel switching, where A = {±

√
β | β ∈ B}. (Note that −1 /∈ A). An

{r, R}-code (or an [r, R]-code) in Rd is a packing of balls of radius (at least) r into a ball
of radius R + 2r. As mentioned before, we cannot apply the LP bounds here for lack of a
separation function, but the number N(Rd, [r, R]) could be bounded by packing tiny balls
into a small ball in a sphere or projective space of real dimension d.

From this, one can bound the sphere packing density in Rd:

lim
R/r→∞

N(Rd, [r, R])

Vd(R)

where Vd(R) is the volume of the ball enclosed by the d− 1 sphere of radius R.
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Codes in the Hamming scheme or Johnson scheme are used for error correction, where
they represent messages somehow encoded by adding redundancy that makes them more
resilient against noise. When a codeword is sent across a noisy channel, it accrues errors in
the individual letters, but if there aren’t too many errors, it can be recovered by decoding
a nearest codeword (or the nearest codeword in some cases).

When q is a prime power, it is convenient to regard the underlying alphabet Σ of H(d, q)
as a finite field Frp of order q. Here, p can be any prime power such that pr = q. For such a
choice of p, a code C in H(d, q) is called linear if it is a subspace of the Fp-vector space Fnq .
For a fixed codeword x ∈ C, C is a coset C ′+x of a linear code C ′, and the bijection C → C ′
given by y 7→ y − x preserves the separation function. Thus we may as well only consider
linear codes. Every linear code has a dual code C⊥, which is just the orthogonal subspace
under the dot product. It is not generally the case (contrasting with inner product spaces
over R or C) that C ∪C⊥ is the entire space. Indeed, there even exist self-dual codes (codes
C that are proper subsets of H(d, q) for which C = C⊥), such as the extended Golay code.
Nevertheless, it still holds that dim C + dim C⊥ = rn. The minimum Hamming distance
of a linear code is related to the strength of its dual. We will not discuss strength and
t-designs in this thesis so we leave it at that.

4.3 Linear programming bounds in a Q-polynomial

code space

In this section we derive an upper bound on N(X,A), which we call the linear programming
bound or LP bound. A related LP bound exists, which gives a lower bound on the size of
a code of a given strength. We reserve the term “LP bound” (without modifier) to refer
to the upper bound to be derived for N(X,A). Still, this lower LP bound is related to the
one we derive. For example, in the case of a linear Hamming code, the lower LP bound
can be applied to the dual code, which gives a bound on the original code in terms of its
largest minimum Hamming distance. See [God93] for details.

Definition 4.3.1. A code space X is regular if for each i, j ∈ N, the moments 〈τ ix, τ jx〉
depend only on i+ j (and not on x). X is distance regular if it is regular, and the numbers
〈τ ix, τ jy 〉 depend only on i, j, and τ(x, y), (but not explicitly on x or y).

Godsil calls such spaces 1-homogeneous and 2-homogeneous, respectively. We have opted
for a different terminology because we will later discuss homogeneous and 2-point homoge-
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neous spaces, which involve a group action. In our usage, regular graphs are regular code
spaces, and distance regular graphs are distance regular code spaces.

Suppose a group G acts transitively on a code space X. Then it is clear that X is regu-
lar. If the left translation representation of G on Zon(X) is unitary and G acts distance
transitively on X (i.e. for all x1, y1, x2, y2 ∈ X, there exists g ∈ G such that x2 = gx1

and y2 = gy1 if and hence only if τ(x1, y1) = τ(x2, y2),) then X is distance regular. The
spaces H(d, q), J(v, k), Sd−1,RPd−1, and CPd−1 each have a distance transitive automor-
phism group, and this is also true of any distance transitive graph.

Note, however, that regularity and distance regularity are defined purely combinatorially,
making no reference to any group action. Just as distance regular graphs were conceived
as a combinatorial generalization of distance transitive graphs, these regularity properties
generalize transitivity and distance transitivity of a group action. For the LP bound, we
will need a property even stronger than distance regularity, (which not all distance regular
graphs satisfy,) called the Q-polynomial property or addition rule [God93].

Let x0 ∈ X and consider the linear map

R[t]→ Zonx0(X)

f 7→ fx0

This lets us define a (possibly degenerate) inner product on R[t] by

(f, g)x0 = 〈fx0 , gx0〉

In a regular code space X, (·, ·)x0 does not depend on the base point x0, so we denote it
by (·, ·). While it is possible to define the zonal orthogonal polynomials locally, we only
consider the regular case because the LP bounds require globally defined zonal orthogonal
polynomials.

The zonal orthogonal polynomials for X are the elements of R[t] defined recursively as
follows: z0 = 1, and having defined z0, · · · , zr−1 ∈ R[t], we let zr be the unique polynomial
of degree r that is orthogonal to z0, · · · , zr−1 and satisfies

(zr, zr) = zr(α0) 6= 0 (4.2)

63



if such a polynomial exists, and terminate otherwise. These polynomials are well-defined.
First, if {z0, · · · , zr−1} ∈ R[t] is an independent set of polynomials of degrees < r, then
{z0, · · · , zr} is independent for any polynomial zr of degree r, so in particular, there must
be such a zr that is orthogonal to z0, · · · , zr−1. Any other polynomial of degree r is then
spanned by {z0, · · · , zr}, so if (zr, zr) 6= 0 then zr is determined up to nonzero real scalar.
Then, if (zr, zr) = czr(α0) for some nonzero c ∈ R, then the unique nonzero k ∈ R such
that z′r = kzr satisfies (4.2) is k = 1

c
, so replace zr with 1

c
zr. Note that by discernibility

and regularity, zr does not depend on x0.

Definition 4.3.2. We call a regular code space a Q-polynomial code space if it satisfies a
property Godsil calls the addition rule: for all x, y ∈ X and r, s ∈ N,

〈zr,x, zs,z〉 =

{
zr,x(y) = zr,y(x) if r = s

0 if r 6= s

The LP bounds hold in all Q-polynomial code spaces. All of our spaces of interest are
Q-polynomial, though this must be verified in each case. It follows from our definition that
zr,x0 has degree r and moreover is an element of Harm(X, r). The following proposition
gives two other characterizations of a Q-polynomial code space.

Proposition 4.3.1. Let X be a regular code space. Suppose that for all distinct s1, s2 ∈ N,
〈zx,s1 , zy,s2〉 = 0. Then for each r ∈ N, the following are equivalent:

1. The reproducing kernel for Harm(X, r) at x0 is zonal at x0 for one and hence all
x0 ∈ X.

2. zr,x0 is the reproducing kernel for Harm(X, r) at x0 for one and hence all x0 ∈ X.

3. 〈zr,x, zr,y〉 = zy,r(x) = zx,r(y) for all x, y ∈ X. (X is Q-polynomial.)

In order to prove that 3 implies 1 or 3 implies 2 in Proposition (4.3.1), we need the following
fact. The remainder of the proof is easy.

Proposition 4.3.2. Every Q-polynomial code space is distance regular.

Proof. Since the zonal orthogonal polynomials z0, · · · , zi are linearly independent of degrees
0, · · · , i, respectively, we may write

ti = ci,0z0 + · · ·+ ci,izi
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Solving for the coefficients ci,k we find

ti =
(ti, z0)

z0(α0)
z0 + · · ·+ (ti, zi)

zi(α0)
zi

And so

τ ix =
(ti, z0)

z0(α0)
zx,0 + · · ·+ (ti, zi)

zi(α0)
zx,i

Now, by the addition rule we get

〈τ ix, τ jy 〉 =

min{i,j}∑
k=0

(ti, zk)(t
j, zk)

zk(α0)
zk(τ(x, y))

which depends on only i, j, and τ(x, y).

�

For convenience, we also introduce the following notation. If X is a Q-polynomial code
space, let Jr : X ×X → K be the function

Jr(x, y) := 〈zx,r, zy,r〉
?
= zx,r(y) = zr(τ(x, y))

The ? over the middle equality indicates that the addition rule is used. The restriction
Jr|C×C of Jr to a code C in X can be viewed as a positive semidefinite C × C matrix (since
it is a Gram matrix). In some applications, Jr is called the feature map.

Definition 4.3.3. The distance distribution {pα |α ∈ A} of an A-code C in a Q-polynomial
code space X consists of the data

pα =
1

|C|

∣∣∣{(x, y) ∈ C × C | τ(x, y) = α}
∣∣∣
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Denote A = A ∪ {α0}. Then

pα0 = 1

pα ≥ 0 for all α ∈ A∑
α∈A

pα = |C|

The transformed distribution of {pα |α ∈ A} is the set {qr | r ∈ N} where

qr =
1

|C|
∑
α∈A

pαzr(α)
?
=

1

|C|2
∑
x,y∈C

Jr(x, y) ≥ 0

The inequality above holds because Jr is positive semidefinite. The ? indicates that we have
just made (crucial) use of the addition rule. Consider now a finite subset {α1, · · · , αN} of
A. It is clear that an upper bound for N(X,A)− 1 is the optimum value of the following
primal LP. (The −1 is because α0 /∈ {α1, · · · , αN}.)

Maximize
N∑
i=1

pαi

Subject to pαi ≥ 0 for i = 1, · · · , N
N∑
i=1

pαizr(αi) ≥ −1 for r = 0, 1, 2, · · ·

This LP only takes into account the distance distribution of the code and no other com-
binatorial or geometric information, so we should not expect the optimum value to be
necessarily attainable by a code. Perhaps surprisingly then, in certain Q-polynomial code
spaces, codes attaining this optimum value do exist. They are called tight codes. The dual
LP is more useful in practice. For real variables f1, · · · , fN , the dual LP reads:

Minimize
N∑
r=1

fr

Subject to fr ≥ 0 for r = 1, · · · , N
N∑
r=1

frzr(α) ≤ −1 for all α ∈ A
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The Weak Duality Theorem can be molded into the following statement.

Theorem 4.3.1 (LP bound). Let C be an A-code in a Q-polynomial code space X, f(t) ∈
R[t] a real polynomial of degree N , and f0, · · · , fN ∈ R its zonal coefficients, that is,

f(t) =
N∑
r=0

frzr(t)

Assume f0 > 0 and fr ≥ 0 for all r = 1, · · · , N . Further assume that f(α) ≤ 0 for all
α ∈ A. Then

|C| ≤ f(α0)

f0

We will apply these bounds in our spaces of interest in Section 4.6. It may be convenient
to compute the zonal coefficients as follows using the orthogonality of the zr.

fr =
(f, zr)

zr(α0)

All of these must be computed to verify that f(x) satisfies the hypotheses of the theorem,
but to compute the bound one only needs to compute f0 = (f, 1).

4.4 An algebraic Peter-Weyl Theorem

In this section we introduce 2-point homogeneous spaces. By the end of the next section we
will derive a criterion for showing that such a space is a Q-polynomial. It might be the case
that this criterion is always satisfied, and that its proof involves the Laplacian (which is why
I was unable to prove it now). The main result of this section is that when this criterion is
satisfied (and in a slightly more general case), the zonal orthogonal polynomials are equal to
(sums of) some functions we introduce here using representation theory. It is only in light
of this observation that one is justified in calculating the LP bounds as described in section
4.3. Our main motivation for studying LP bounds is to better understand spherical and
projective codes, and indeed, Sd−1,RPd−1, and CPd−1 are all 2-point homogeneous spaces.
Two other examples we have considered, the Hamming graph and the Johnson graph, are
distance transitive graphs, and all distance transitive graphs will be covered by this case.
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General Q-polynomial association schemes or Q-polynomial distance regular graphs are
not accounted for in the theory presented here.

Definition 4.4.1. A topological group is a group equipped with a topology in which mul-
tiplication and inversion are continuous. Suppose a compact group G acts transitively on
a code space X. Then we call X a homogeneous space. If G acts distance transitively, we
call X a 2-point homogeneous space.

When G acts transitively on X, the Orbit-Stabilizer Theorem furnishes a canonical identi-
fication X = G/H where H is the stabilizer of x0. Then X is compact under the quotient
topology, and this topology should always equal the topology of interest on X.

There are varying conventions about the definition of 2-point homogeneous space. It is also
commonly assumed that X is a Riemannian manifold or that G is a Lie group. We will
not make these assumptions, but incidentally, all of our spaces of interest are Riemannian
manifolds whose automorphism groups are Lie groups.

It has been proven that if X is an infinite compact connected 2-point homogeneous Rie-
mannian manifold, then X must be one of the spaces listed in the following table [CS98].
The last three columns are included here for reference and will be explained in section 4.6.
Caution: erroneous values for a and b have propagated through some of the literature. The
values here are taken from [TZ12] and partially verified by me in the first three cases only.

X G H a b zr(t)

Sd−1 SO(d) SO(d− 1) (d− 3)/2 (d− 3)/2 P
(a,b)
r (t)

RPd−1 SO(d) O(d− 1) (d− 3)/2 −1/2 P
(a,b)
r (2t− 1)

CPd−1 SU(d) U(d− 1) d− 2 0 P
(a,b)
r (2t− 1)

HPd−1 Sp(d) Sp(d− 1)× Sp(1) 2d− 3 1 P
(a,b)
r (2t− 1)

OP2 F4 Spin(9) 7 3 P
(a,b)
r (2t− 1)

The automorphism group of a code space X is the group of all bijections X → X preserv-
ing τ . For instance, the automorphism group of Sd−1 is O(d). However, it is sufficient to
use any distance transitive subgroup, so we will imprecisely refer to each of the preferred
groups G listed in the table as the automorphism group of X.

In our spaces of interest (the first three), it is easy to show that G acts distance transi-
tively on X and that Stab(x0) ∼= H. Slight variations are available for the automorphism
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groups, but we use the ones mentioned here. We will not discuss the quaternionic projec-
tive spaces or the octonionic plane, though they are often included in treatments of the
subject. We leave the work of computing the zonal orthogonal polynomials for these spaces
to Section 4.6. As mentioned in Section 4.2, it would be interesting to consider codes in
Euclidean space Rd. The automorphism group can be taken to be the special Euclidean
group SE(d) = T(d) o SO(d). Again, the orbit stabilizer theorem gives the identification
Rd = SE(d)/SO(d). The quotient topology on Rd inherited from SE(d) equals the topology
induced by the Euclidean metric on Rd, so since Rd is not compact, neither is SE(d). Thus,
Euclidean space does not fit into our framework.

If G is a locally compact group, then there exists a unique measure µ on G that is invariant
under left resp. right translation and satisfies µ(G) = 1, called the left resp. right Haar
measure. When G is compact, left and right Haar measure are equal. Compact groups
generalize finite groups, which are compact groups under the discrete topology. Thus, for
finite groups, the integrals shown below can be replaced with summations normalized by
the order of the group.

The Haar measure allows us to define the set L2(G) of square integrable complex-valued
functions (modulo almost-everywhere zero functions) on a locally compact group G. The
reason for modding out the almost-everywhere zero functions so that the following inner
product is non-degenerate, and so L2(G) becomes a Hilbert space.

〈f, g〉 =

∫
G

f(x)g(x)dµ(x) (4.3)

In the finite case, L2(G) is the same as CG, the space of C-formal sums over G. There is
much to be said here but it is not especially relevant, so let us only give a brief summary:
L2(G) is an algebra under convolution, and this leads to a very beautiful and general theory
of the Fourier transform defined over compact groups. For the most part, this is tangential
to our study of the LP bounds, and the algebra structure of L2(G) can be ignored. CG
is called the group algebra, so that is what we shall call it, even though we usually won’t
need to think about its algebra structure. That being said, in the next section we will
derive a small fragment of Fourier theory in order to point out that we can, without loss
of generality, assume that (G,H) is a Gelfand pair.

Since L2(G) generalizes the group algebra from the finite case, one might expect it to carry
the various kinds of regular representations, and indeed it does. We will only ever consider
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left, complex representations in this thesis. There are two such regular representations:
the left translation and right translation representations. They are defined by

L(g)(f(x)) = f(g−1x)

R(g)(f(x)) = f(xg)

By associativity of the group law, these actions commute, so we obtain a (more general)
two-sided (left) regular representation S of G×G given by

S(g1, g2)(f(x)) = f(g−1
1 xg2)

All of these representations are unitary with respect to the inner product (4.3).

The left (or right) translation representation of a finite group is isomorphic to the direct
sum over a complete set of non-isomorphic irreducible representations, each with mul-
tiplicity equal to their degree, and a similar (more general) isomorphism holds for the
two-sided regular representation, (Maschke’s Theorem). This theorem generalizes to com-
pact groups. The Peter-Weyl Theorem asserts that this (algebraic) truth generalizes to
all compact groups, and further addresses some analytic nuances that arise in the infinite
case. For instance, what should play the role of the group algebra? At one extreme, we
could consider the space of all functions on G, and at another, we could consider the space
of functions on G with finite support, or perhaps, if G has some nice algebraic properties,
polynomial functions on G. The space L2(G) lies somewhere in the middle and appears
in the usual statement of the Peter-Weyl Theorem. For our purposes, a more manageable
space Calg(G) will do the job. We will not need the analytic implications of the Peter-Weyl
theorem, which are harder to prove anyway, and this is our reason for preferring Calg(G).

Recall that if ρ : G → GL(V ) is a finite dimensional representation, then the dual of ρ is
the representation

ρt : G→ GL(V ∗)

g 7→ ρ(g−1)t

where V ∗ is the dual space of V (the vector space of linear functionals V → C), and if

70



T ∈ Hom(V,W ), then its transpose is the map

T t : W ∗ → V ∗

φ 7→ φ ◦ T

If V is a finite dimensional complex inner product space, then every φ ∈ V ∗ has the form
u∗ for some u ∈ V , given by u∗(v) = 〈v, u〉.

We need to introduce some notations and state a few facts before stating the weakened
version of the Peter-Weyl theorem, which we call the Algebraic Peter-Weyl theorem. First,
if G is a compact group, then we let Ĝ denote any choice of a complete set of pairwise non-
isomorphic finite dimensional irreducible unitary representations of G. It does no harm to
remove the requirement of finite dimensionality in our definition of Ĝ, due to the following
theorem.

Theorem 4.4.1. Every irreducible representation of a compact group is finite dimensional.

It also turns out that every finite dimensional representation of a locally compact group
is unitarizable. This fact, unlike Theorem (4.4.1), is easy to prove (believing that left
Haar measure exists). It has essentially the same proof as in the finite case, using the

quintessential “averaging trick” of representation theory. Thus, the representations in Ĝ
would automatically all be finite dimensional.

On the other hand, Theorem (4.4.1) turns out to be quite nontrivial, and luckily, we don’t

really need it. It is perfectly fine for our purpose to simply stipulate that Ĝ only contain
finite dimensional representations. Sometimes Theorem (4.4.1) is included in the statement
of the Peter-Weyl theorem.

Next, for each ρ ∈ Ĝ and v ⊗ u∗ ∈ Vρ ⊗ V ∗ρ , define

fρ;v⊗u∗(x) = u∗(ρ(x)−1v) = 〈v, ρ(x)u〉

Then fρ;v⊗φ is a well-defined square integrable function on G. Functions of this form are
called matrix elements of G and embed into a subspace (a subalgebra, even) Calg(G) of
L2(G), which is an invariant subspace for each regular representation L,R, and S.
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Finally, note that if V is a finite dimensional complex vector space, then we have the
following canonical vector space isomorphism, which we view as an identification.

V ⊗ V ∗ → End(V )

v ⊗ φ 7→ (w 7→ φ(w)v)

If ρ ∈ Ĝ, then Vρ ⊗ V ∗ρ carries the representation ρ ⊗ ρt of G × G. I.e. the left factor
of the direct product acts on Vρ by ρ and the right factor acts on V ∗ρ = Vρt by ρt. (This
is sometimes denoted � instead of ⊗ to distinguish it from the kind of tensor product of
representations we encountered in section 3.4. There will be no confusion here so we will
stick to the notation ⊗.)

Now we can state and prove what we call the algebraic version of the Peter-Weyl Theorem.
Its proof is relatively simple, unlike that of the full Peter-Weyl theorem.

Theorem 4.4.2 (Algebraic Peter-Weyl Theorem). Let G be a compact group. Then the
linear map

T :
⊕
ρ∈Ĝ

Vρ ⊗ V ∗ρ → Calg(G)

v ⊗ φ 7→
√
dρfρ;v⊗φ(x)

is an isometric isomorphism of representations of G×G.

(On the left-hand-side, G×G acts by
⊕

ρ∈Ĝ ρ⊗ ρt and on the right-hand-side, G×G acts
by the two-sided regular representation S.)

It follows that T is an isomorphism of representations of G×1 and 1×G when considering
the restricted representations to these subgroups.

Proof. First note that T is a surjective linear map by construction. It suffices to prove
that T intertwines the G×G action, is injective, and is an isometry.

We first show that T intertwines the G×G action. Let ρ ∈ Ĝ. Since Vρ is finite dimensional,
every functional φ ∈ V ∗ρ has the form φ(v) = 〈v, u〉 for some u ∈ Vρ, that is, φ = u∗. Now
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let v ⊗ u∗ ∈ Vρ ⊗ V ∗ρ and (g1, g2) ∈ G×G. Then

(S(g1, g2) ◦ T )(v ⊗ u∗) =S(g1, g2)(〈v, ρ(x)u〉)
= 〈v, ρ(g−1

1 xg2)u〉
= 〈ρ(g1)v, ρ(x)ρ(g2)u〉 since ρ is unitary

=T (ρ(g1)v ⊗ (ρ(g2)u)∗)

=T (ρ(g1)v ⊗ (u∗ ◦ ρ(g−1
2 ))) since ρ is unitary

=T (ρ(g1)v ⊗ ρt(g2)u∗)

= (T ◦ (ρ⊗ ρt)(g1, g2))(v ⊗ u∗)

For each ρ ∈ Ĝ, it can be shown by Schur’s Lemma that ρ ⊗ ρt is an irreducible repre-
sentation of G × G (since ρ is irreducible). Denoting by Tρ⊗ρt : Vρ ⊗ V ∗ρ → Calg(G)ρ⊗ρt
the domain and range restriction of T to the ρ ⊗ ρt-isotypic components, Schur’s Lemma
implies that Tρ⊗ρt is (in particular) injective, and hence, T is injective.

Now we show that T is an isometry. For each ρ ∈ Ĝ let Eρ = {eρ1, · · · , e
ρ
dρ
} be an

orthonormal basis for Vρ. Then let Aρij ∈ End(Vρ) be the operator whose matrix relative
to Eρ has 0s everywhere but in the ijth cell, where it has a 1. Recalling our identification
End(Vρ) = Vρ ⊗ V ∗ρ , we have T (Aρij) =

√
dρρ(x)ij (where we are also thinking of ρ(x) as

the matrix relative to Eρ). Now let ρ, σ ∈ Ĝ. It suffices to show that

〈T (Aρij), T (Aσi′j′)〉 =

{
δii′δjj′ if ρ = σ

0 if ρ 6= σ

The left-hand-side simplifies to√
dρdσ

∫
X

eρ∗i ρ(x)eρje
σ∗
i′ σ(x)eσj′dµ(x) =

√
dρdσ 〈Φ, eσi′e

ρ∗
i 〉

where

Φ =

∫
X

ρ(x)eρje
σ∗
j′ σ(x)−1dµ(x) : Vσ → Vρ
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By Schur’s lemma, Φ = 0 if ρ 6= σ and Φ is otherwise a homothety, and the trace reveals:

Φ =
1

dρ
δjj′

as required. �

We state the Peter-Weyl Theorem without proof, just because it is convenient.

Theorem 4.4.3 (Peter-Weyl Theorem). Calg(G) embeds into a dense subspace of L2(G).

For each ρ ∈ Ĝ, let Eρ be an orthonormal basis for Vρ. The Algebraic Peter-Weyl Theorem
says that for each f ∈ Calg(G), there exist constants cρij, all but finitely many nonzero, such
that

f(x) =
∑
ρ∈Ĝ

dρ∑
i,j=1

cρijρij(x) (4.4)

And moreover, the functions {
√
dρρij(x) : ρ ∈ Ĝ, 0 ≤ i, j ≤ dρ} are orthonormal. The

full Peter-Weyl Theorem asserts that (4.4) holds for all f ∈ L2(G) where we may have
infinitely many nonzero constants cρij and convergence is with respect to the L2 norm.

Take, for example, G = S1. Then the Peter-Weyl theorem states that any 2π-periodic
function has a Fourier series. There are countably many spaces, naturally indexed by Z.
For each r ∈ Z, the space indexed by r is one dimensional and spanned by

eirx

The hypersphere S3 also has the structure of a compact group, so we get a similar decom-
position of functions into orthogonal matrix coefficients, called hyperspherical harmonics.
These are the only two spheres with a group structure, but we will soon see how spherical
harmonics arise for spheres of any dimension by realizing Sd−1 as a quotient. The reader
is referred to [Gal] for a detailed account of spherical harmonics.
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4.5 Gelfand Pairs

In this section we continue to study 2-point homogeneous spaces X = G/H with the
observation that the stabilizer H is a Gelfand subgroup of G. Much of the content in this
section applies more generally to any Gelfand pair (defined as follows).

Definition 4.5.1. Let G be a compact group and let H be a subgroup. (G,H) is a Gelfand

pair if for all ρ ∈ Ĝ, the multiplicity of the trivial representation in ResGH(ρ) is at most 1.

Gelfand pairs can be defined this way for other classes of groups besides compact groups
given an appropriate definition for Ĝ. For a given class of groups, there are some equivalent
formulations of the Gelfand property. We note one such property for compact groups.

Definition 4.5.2. Let G be a compact group and let H be a subgroup. For our purposes,
the Hecke algebra of (G,H) is the associative algebra L1(H\G/H) of integrable functions
on H\G/H under convolution, which is defined as follows.

(f ∗ g)(x) =

∫
G

f(y)g(y−1x)dµ(y)

Proposition 4.5.1. Let G be a compact group and let H be a subgroup. Then (G,H) is
a Gelfand pair if and only if its Hecke algebra is commutative.

We will use the restriction and induction functors along with Frobenius reciprocity, which
all still make sense in the context of compact groups.

Proof. Let η = IndGH(1) be the induction of the trivial representation. The map

L1(H\G/H)→ HomG(η, η) =: A

f 7→
∫
G

f(y)η(y)dµ(y) =: η(f) (4.5)

is an isomorphism of associative algebras [Tol44]. By Schur’s lemma, A is commutative if

and only if η is multiplicity-free. By Frobenius reciprocity, for any ρ ∈ Ĝ,

dim HomG(IndGH(1), ρ) = dim HomH(1,ResGH(ρ)). (4.6)

η is multiplicity-free if and only the left-hand-side of (4.6) is ≤ 1 for all ρ ∈ Ĝ, and (G,H)

is a Gelfand pair if and only if the right-hand-side of (4.6) is ≤ 1 for all ρ ∈ Ĝ. �
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The image η(f) of f under the map (4.5) is defined for any f ∈ L1(G) and any representa-
tion η of G, and is called the Fourier transform of f at η. We can use this characterization
of the Gelfand property to prove that (G,H) is always a Gelfand pair for 2-point homoge-
neous space X = G/H.

Proposition 4.5.2 (Gelfand’s lemma). Let G be a compact group with subgroup H. Let
σ : G → G be an antihomomorphism (σ(gg′) = σ(g′)σ(g) for all g, g′ ∈ G) such that
σ(g) ∈ HgH for all g ∈ G. Then (G,H) is a Gelfand pair.

Proof. For f ∈ L2(G), define fσ(x) = f(σx). Then for any f, g ∈ L1(H\G/H) one has
(g ∗ f)σ = fσ ∗ gσ and fσ = f , and so f ∗ g = fσ ∗ gσ = (g ∗ f)σ = g ∗ f . Thus L1(H\G/H)
is commutative. �

Proposition 4.5.3. Let X = G/H be a 2-point homogeneous space with H = Stab(x0),
x0 ∈ X. Then (G,H) is a Gelfand pair.

Proof. Suppose that y1, y2 ∈ X are equidistant from x0. Since (X,G) is 2-point homoge-
neous, there exists h ∈ H such that y2 = hy1, so the images of y1 and y2 in H\G/H are
equal, i.e., double cosets HgH depend only on τ(x0, gx0) = τ(g−1x0, x0) = τ(x0, g

−1x0).
Thus HgH = Hg−1H, so we can apply proposition (4.5.2) with σ as the inversion map. �

For the rest of the section assume that X = G/H is a 2-point homogeneous space, where
H is the stabilizer in G of a generic point x0 ∈ X. It follows that (G,H) is a Gelfand pair.

The complex-valued functions on the quotient set G/H can be naturally identified with
the complex-valued functions on G that are constant on left cosets of H. Moreover, the
Haar measure µ on G induces a measure, which we also denote by µ, on G/H. When the
measure on G/H is suitably normalized, for any measurable subset S ⊆ G/H and any f ,
the two interpretations of the integral ∫

S

f(x)dµ(x)

coincide. If V can be thought of as a subspace of L2(G), we denote by V H the sub-
space of functions invariant under right translation by H, and by HV the subspace of
functions invariant under left translation by H. If V is a vector space carrying a single
G-representation, then V H or equally HV denotes the H-invariant subspace, and it will be
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apparent why we choose to write the H on the left or the right.

The set of square integrable functions on G/H inherits an inner product from L2(G), which
agrees with the inner product on L2(G)H . Thus, we may equate inner product spaces of
functions on G/H with inner product spaces of right-H-invariant functions on G.

L2(G/H) = L2(G)H Calg(G/H) = Calg(G)H

Invariance under H goes through the isomorphism of representations given by theorem
(4.4.2), and we can simplify using the Gelfand property. That is,

Calg(G/H) = Calg(G)H
G×1∼=

⊕
ρ∈Ĝ

Vρ ⊗ V ∗Hρ =
⊕
ρ∈ĜH

Vρ

where ĜH = {ρ ∈ Ĝ | dimV H
ρ = 1}. Now, for each ρ ∈ ĜH , choose an ordered orthonormal

basis Eρ = (eρ1, · · · , e
ρ
dρ

) satisfying ρ(H)(e1
ρ) = e1

ρ. The first column of ρ(x) is invariant

under right multiplication by ρ(H) and the first row of ρ(x) is invariant under left multi-

plication by ρ(H). Thus, Calg(G/H) is spanned by the functions ρi1(x) for ρ ∈ ĜH and
i = 1, · · · , dρ.

By the Peter-Weyl theorem, essentially the same reasoning carries out where we replace the
notation Calg with L2 and introduce closures in the necessary places. This gives us another
kind of generalized Fourier series, this time for Gelfand pairs. For each f ∈ L2(G/H) there
exist constants cρi such that

f(x) =
∑
ρ∈ĜH

dρ∑
i=0

cρi ρi1(x) (4.7)

Again the set of functions {
√
dρρi1(x) | ρ ∈ ĜH , 0 ≤ i ≤ dρ} is orthonormal, and conver-

gence is with respect to the L2 norm, this time for L2(G/H). As an example, Sd−1 can be
constructed as such a quotient space, and equation (4.7) gives us a Fourier series in terms
of spherical harmonics.
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Now consider the function Jρ : G×G→ C given by

Jρ(x, y) = dρ〈ρ1(x), ρ1(y)〉

Since orthonormal bases differ by unitary matrices, Jρ does not depend on our choices of

Ĝ or orthonormal bases Eρ. Since ρ1(x) is right invariant by H, Jρ(xH, yH) = Jρ(x, y),
so we can view Jρ as a function X ×X → C, where X = G/H. Also since ρ is a unitary
representation, Jρ(gx, gy) = Jρ(x, y) for any g ∈ G.

Note that Jρ(x, y) depends only on τ(x, y). Then, since τ(x, y) = τ(y, x), it follows that
Jρ(x, y) = Jρ(y, x), so Jρ is real-valued. That is, there is a function zρ : R → R, (which

also does not depend on our choices of Ĝ or Eρ) such that

zρ(τ(x, y)) = Jρ(x, y)

Alternately, Jρ(x, y) depends only on x−1y, so for instance, we may write

Jρ(x, y) = zρ,x0(x0x
−1y)

for some function zρ,x0 : X → R. It will momentarily become apparent why we make the
function zρ,x0 dependent on x0 in this seemingly artificial way. First, we get the familiar
property

zρ,x0(y) = zρ(τ(x0, y))

By the definition of Jρ it is clear that zρ,x0 ∈ Calg(X). But the main reason for defining
zρ,x0 like this is because x0 = π(1) where π : G → G/H = X is the quotient map. From
this, it follows that

zρ,x0(Hy) = zρ,x0(y)

Therefore zρ,x0 ∈ Calg(H\G/H). Again, the H invariance factors through the isomorphism
given by Theorem (4.4.2), that is,

Calg(H\G/H) = HCalg(G)H
C∼=
⊕
ρ∈Ĝ

HVρ ⊗ V ∗Hρ =
⊕
ρ∈ĜH

Czρ,x0
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The functions zρ,x0 for ρ ∈ ĜH are therefore orthogonal with respect to the inner product
on Calg(X).

Let us now observe that the addition rule is satisfied by zρ for all ρ ∈ ĜH . Unwinding
definitions, we see that

zρ,x0(x) = dρρ(x)11ρ(x0)11 + · · ·+ dρρ(x)1dρρ(x0)1dρ

and {
√
dρ ρ(x)11, · · · ,

√
dρ ρ(x)1dρ} is an orthonormal basis for the subspace of Calg(X)

identified with Vρ. It follows that zρ,x0(x) is the reproducing kernel at x0 for the ρ-isotypic
subspace Calg(X)ρ. Since additionally, the Vρ are orthogonal, the addition rule holds. In
order to conclude that X is a Q-polynomial code space, we now have to show that the
zonal orthogonal polynomials zr, defined in Section 4.3, are sums of these zρ for various

ρ ∈ ĜH . (Caution: a priori, we don’t know that the zr satisfy the addition rule.) I could
only derive a criterion for this, which is albeit satisfied in all our spaces of interest. In
general, it is conceivable that X is merely distance regular without being Q-polynomial.
However, it could be that I didn’t find a full proof only because I didn’t try using the
Laplacian, which can be defined for these spaces (generalizing the case of the sphere).

We will again use the function spaces Zon(X) and Harm(X, r) defined in section 4.1, with
inner product inherited from their embedding in L2(X).

Theorem 4.5.1. Harm(X, r) is a representation of G under left translation.

Proof. We show that Harm(X, r) is G-invariant using strong induction on r. Harm(X, 0) =
C, which is invariant. Suppose Harm(X, i) is invariant for i = 0, · · · , r. Let fx ∈
Harm(X, r+1) be an element of the spanning set consisting of the zonal harmonic polyno-
mial functions at varying points x ∈ X. Let hy ∈ Pol(X, r)∩ Zon(X) =

∑r
i=1 Harm(X, r),

similarly, and let g ∈ G. It now follows from the induction hypothesis that g−1hy ∈
Pol(X, r) ∩ Zon(X). Now since the action is unitary, 〈gfx, hy〉 = 〈fx, g−1hy〉 = 0. �

In all of our spaces of interest, it turns out that Harm(X, r) is irreducible for all r ∈ N.

To see that Harm(X, r) is irreducible for a particular 2-point homogeneous space X, con-
sider the orthogonal projection f of zr,x0 onto a nonzero invariant subspace V . Without
loss of generality assume f(α0) > 0, and renormalize f such that 〈f, f〉 = f(α0). It suffices
to show f is zonal at x0, as this implies f = zr,x0 and hence V = Harm(X, r). Using the
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fact that f is left H invariant, this could be easily verified in the cases of Sd−1,RPd−1, and
CPd−1, for example.

The rest of the results of this section require Harm(X, r) to be finite dimensional. The
following proposition requires the condition of irreducibility, c.f. Theorem (4.4.1).

Proposition 4.5.4 (Criterion for the addition rule). If Harm(X, r) is irreducible, then
zr,x0 is its reproducing kernel.

Proof. From our classification of all finite dimensional irreducible representations of G,
which are in fact all irreducible representations of G, by Theorem (4.4.1), it follows that
HHarm(X, r) is one dimensional. Since Harm(X, r) contains both zr,x0 and k(x0), there
exists nonzero c ∈ C such that zr,x0 = ck(x0). But then

zr(α0) = 〈zr,x0 , zr,x0〉 = 〈zr,x0 , ck(x0)〉 = czr(α0)

hence c = 1. �

Note that Harm(X, r) is not necessarily irreducible for general Gelfand pairs (G,H) [Mac98].
In any case, let us establish a few relations among our various sets of functions.

Theorem 4.5.2. If Harm(X, r) is finite dimensional for all r ∈ N, then Zon(X) ⊆ Calg(X).

Proof. Assume Harm(X, r) is finite dimensional for all r ∈ N. Now fix r ∈ N. There exist

finitely many ρ1, · · · , ρt ∈ Ĝ, presumably with repetitions, and an isometric G-isomorphism

φ : Harm(X, r)→
t⊕
i=1

W (ρi)

where each W (ρi) is an irreducible left translation invariant subspace of Calg(G) of type ρi.
It suffices to show that φ is the identity map and that each ρi is left H invariant. Recall
that η = IndGH(1) is multiplicity-free. Then by Frobenius reciprocity,

|{i ∈ [t] : ρi ∈ ĜH}| = dimHHarm(X, r)

= dim HomH(ResGHHarm(X, r), 1)

= dim HomG(Harm(X, r), η)

= |{i ∈ [t] : ρi ∈ Ĝ}|
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It follows by counting that for each i ∈ [t], ρi ∈ ĜH . Let f1, · · · , ft ∈ Harm(X, r) be the
functions mapping to zρ1,x0 , · · · , zρt,x0 ∈

⊕
W (ρi), respectively. Left H-invariance factors

through φ. Let k(x0) be the reproducing kernel for Harm(X, r) at x0. One can easily show
that for all g ∈ G, gk(x0) = k(gx0). In particular, by uniqueness of the reproducing kernel,
k(x0) is left H invariant. Since span{f1, · · · , ft} = HHarm(X, r), we can write k(x0) as a
linear combination of f1, · · · , ft, and solving for the constants we readily find

k(x0) = f1 + · · ·+ ft

Define zρ,x0 := zρ1,x0 + · · · + zρt,x0 . This is the reproducing kernel of
⊕

W (ρi) at x0 and
the image of k(x). It follows that for all f ∈ Harm(X, r) and x ∈ X we have

f(x) = 〈f, k(x)〉 = 〈φ(f), zρ,x〉 = φ(f)(x)

so φ is the identity map. �

Note, by the way, that it follows that ρ1, · · · , ρt are distinct (and hence non-isomorphic as

they come from Ĝ). I am not sure whether the opposite inclusion holds, but if so, then
Zon(X),Pol(X), and Calg(X) should all coincide, at least if X is finite:

Theorem 4.5.3. If X is finite and Zon(X) = Calg(X), then Zon(X) = Pol(X).

As mentioned in Section (4.1), having Zon(X) = Pol(X) is helpful for calculating the
absolute bound. This property holds in all our spaces of interest (even the infinite ones).

Proof. It is proved in [Mac98] that for all x, y ∈ X and ρ ∈ ĜH ,

zρ,x · zρ,y =
1

|H|
∑
h∈H

zρ,xhy

While the sum can undoubtedly be replaced with a Haar integral for general compact
groups, it is only clear that the right-hand-side is an element of Calg(X) (and hence Zon(X),
by hypothesis) when the sum is finite. Since zr,x is a linear combination of functions zρ,x
for various ρ, the result follows. �
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4.6 Examples

In order to apply the LP bound in a Q-polynomial code space X, one first uses the inner
product on Zon(X) to derive the zonal orthogonal polynomials, and then applies Theorem
(4.3.1). This involves computing inner products of some zonal polynomial functions cen-
tered at the same point x0. In section 3, we saw that for a code space X, relatively few
restrictions must be placed on the inner product on Zon(X) in order for the LP bounds
to hold in X. It’s just that for a bad inner product the LP bounds might be weak or even
completely trivial.

In the three examples shown here, we apply the LP bounds in the spaces X = Sd−1,RPd−1,
and CPd−1. As 2-point homogeneous spaces, we have previously defined the inner product
on Zon(X) to be the one induced by the Haar measure on the automorphism groups
G = SO(d), SO(d), and SU(d). We do not (yet) have an explicit formula to compute this
inner product, as we have only alluded to the existence of Haar measure. As noted above, it
would instead be sufficient to somehow come up with a good inner product (one that makes
X Q-polynomial and that will lead to a meaningful LP bound). We can do one better:
with the following uniqueness theorem, we can come up with the same inner product, but
presented in a way so as to allow the explicit calculation of the inner product of zonal
polynomials. This has the advantage of demonstrating that the inner product induced by
Haar measure is, in fact, good.

Proposition 4.6.1. Let X be a 2-point homogeneous space with automorphism group G.
Let µ be the measure on X inherited from the Haar measure on G, and let σ be another
normalized measure on X left-invariant under G. Then σ = µ.

We omit the proof to save space as it is an easy but space-consuming application of Fubini’s
Theorem. (Interestingly, uniqueness of Haar measure is not used!)

Example 4.6.1. As our first example, we apply the LP bounds to the sphere Sd−1. Carte-
sian coordinates x1, · · · , xd and spherical coordinates r, θd−1, · · · , θ2, φ1 for Rd are related
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by the system of equations

x1 = r cos θd−1

x2 = r sin θd−1 cos θd−2

x3 = r sin θd−1 sin θd−2 cos θd−3

...

xd−1 = r sin θd−1 · · · sin θ2 cosφ1

xd = r sin θd−1 · · · sin θ2 sinφ1

In presence of rotational symmetry it is sometimes useful to change from Cartesian to
spherical coordinates. When doing so, one must multiply the integrand by the Jacobian
determinant

Jd = rd−1 sind−2 θd−1 · · · sin1 θ2

Consider now the inner product (c.f. Section 4.3) of two zonal polynomial functions fx0 , gx0
on the sphere centered at x0. (Recall that by regularity, this quantity does not depend on
x0, only on f and g, and defines a possibly degenerate inner product on R[t], which we
denote (·, ·).)

(f, g) = 〈fx0 , gx0〉 =

∫
Sd−1

f(〈x0, x〉)g(〈x0, x〉)dµ(x)

By Proposition (4.6.1), we can replace dµ(x) by 1
sd−1

dx1 · · · dxd or better yet by 1
sd−1

Jddrdθd−1 · · · dθ2φ1,

where sd−1 is the surface area of the unit d− 1 sphere. Without loss of generality, assume
θd−1 = 〈x0, x〉 =: t. Taking note of the recurrence Jd = r sind−2 θd−1Jd−1, we get the
following formula. The integral is over the sphere, so we drop factors of r and dr.

(f, g) =
1

sd−1

∫
Sd−1

f(θd−1)g(θd−1) sind−2 θd−1Jd−1 dθd−1 · · · dθ2dφ1

=
1

sd−1

∫
Sd−2

Jd−1rdθd−2 · · · dθ2dφ1

∫ 1

−1

f(t)g(t)(1− t2)
d−3
2 dt

=
sd−2

sd−1

∫ 1

−1

f(t)g(t)(1− t2)
d−3
2 dt

It follows that the zonal orthogonal polynomials are the Gegenbauer polynomials, which
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obey the following recurrence relation [DGS77].

λr+1zr+1(t) = tzr(t)− (1− λr−1)zr−1(t) where λr =
r

d+ 2r − 2

z0(t) = 1

z1(t) = dt

The next couple Gegenbauer polynomials are

z2(t) =
1

2
(d+ 2)(dt2 − 1)

z3(t) =
1

6
d(d+ 4)((d+ 2)x3 − 3x)

The Gegenbauer polynomials are the Jacobi polynomials Ja,br (t) with a = b = (d − 3)/2.
The following two examples, first shown in [DGS77], demonstrate the power of the LP
bounds.

Consider a (−1,−α]-code C of cardinality n in Sd−1, where α ∈ (0, 1). This means C
is a unit simplex of n points in Rd, and in particular this includes the case of a −α-
code, i.e. regular simplex. Set f(t) = t + α. Then f(γ) ≤ 0 for all γ ∈ (−1,−α], and
f(t) = 1

d
z1(t) + αz0(t). Since α > 0 and 1

d
≥ 0, Theorem (4.3.1) yields

n ≤ 1 +
1

α

The bound is attained by a regular unit simplex with d+ 1 vertices centered at the origin
of Rd. (This is a −α-code with α = 1

d
.) We will see other such simplex bounds below, for

the space RPd−1 and CPd−1.

Continuing with the sphere, we derive a slight generalization of the Welch bound for real
equiangular lines. Let −1 < α1 ≤ α2 < 1 with α1 + α2 ≤ 0 and α1α2 ≥ −1

d
. Consider an

[α1, α2]-code C of cardinality n in Sd−1. Set f(t) = (t − α1)(t − α2), so that f(γ) ≤ 0 for
all γ ∈ [α1, α2]. This time we have

f(t) =
2

d(d+ 2)
z2(t)− α1 + α2

d
z1(t) +

(
α1α2 +

1

d

)
z0(t)
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The Gegenbauer coefficients are non-negative and the coefficient f0 of the constant term
is positive, so by Theorem (4.3.1), we get

n ≤ d(1− α1)(1− α2)

dα1α2 + 1
(4.8)

If α1 = −α2 we obtain the first Welch bound for real equiangular lines. (Of course, the
exact same bound with α1 = −α2 holds for complex equiangular lines, but note that we
have only proved it here for the real case. While the real case can be dealt with spherically,
the complex case must be dealt with projectively.) Note that equality holds in (4.8) if and
only if C is an ETF. It is not hard to see that the polynomial f(t) derived above is opti-
mal, and therefore, an equiangular code C is an ETF if and only if it is a tight spherical code.

Two other kinds of spherical {α1, α2}-codes arise in this thesis. First, in Section 3.3 we
encounter one with α1 = −1/t and α2 = 0. Plugging this in gives n ≤ d+ d/t. Second are
MUBs, which also happen to be related to this first kind. Suppose {B1, · · · ,Bt} is a set of t
MUBs for Cd. This means the projectors uu† for u ∈

⋃
Bi form a {0, 1/d}-code in the unit

sphere Sd
2−1 in HC,d. However, since α1 + α2 6≤ 0, we cannot directly apply (4.8). It turns

out that the projectors uu† form a spherical code in the trace 1 hyperplane centered at
the maximally mixed state 1

d
I. This suggests that we might instead consider the following

associated normalized traceless matrices, and indeed, these satisfy α1 + α2 ≤ 0.

Γu =
d

d− 1

(
uu† − 1

d
I

)

{Γu |u ∈
⋃
Bi} is a {−1/(d− 1), 0}-code in the unit sphere Sd

2−2 of the traceless subspace
of HC,d, (putting us back in the first regime,) and taking n = dt, it follows by (4.8) that
t ≤ d+ 1. This is the MUB bound.

Example 4.6.2. Real and complex projective space can be handled as we did the sphere.
Recall that we use the separation function τ([u], [v]) = |〈u, v〉|2 (the squared overlap). In
the end, it turns out that the zonal orthogonal polynomials for X = KPd−1 are given by
the Jacobi polynomials P a,b

r (t):

zr(t) = P a,b
r (2t− 1)

with (a, b) = ((d − 3)/2,−1/2) resp. (a, b) = (d − 2, 0) for K = R resp. C [TZ12]. The
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first couple Jacobi polynomials are

z0(t) = 1

z1(t) = (a+ 1) + (a+ b+ 2)(t− 1)

As in the case of the sphere, we can derive a bound on the maximum number of points
in a simplex in KPd−1 with prescribed distances/angles. Consider a [0, β)-code in KPd−1.
Set f(t) = t− β. Then

f(t) =
2

d
z1(t) +

(
1

d
− β

)
z0(t) if K = R, and

f(t) =
1

d
z1(t) +

(
1

d
− β

)
z0(t) if K = C.

We thereby obtain the first Welch bound for real resp. complex equiangular lines by
applying Theorem (4.3.1). Interestingly, the bound does not depend on whether K = R
or C.

n ≤ d(1− β)

1− dβ

Again it is not hard to see that f is optimal, and so a set of equiangular lines forms an ETF
if and only if it is a tight projective code. Let us now prove the entire sequence of Welch
bounds. In order to avoid explicitly calculating the Jacobi polynomials and finding all the
zonal coefficients of f , we use the orthogonality relations, which allow us to calculate only
f0. The Jacobi polynomials are orthogonal with respect to the inner product

(f, g) = ca,b

∫ 1

−1

f(t)g(t)(1− t)a(1 + t)bdt

where the constant ca,b is given in terms of the gamma function:

ca,b =
Γ(a+ b+ 2)

2a+b+1Γ(a+ 1)Γ(b+ 1)

ca,b is chosen such that z0 = 1 has length 1. In fact, as with the sphere, one can argue
by Proposition (4.6.1) that the above inner product is the one defined in Section 4.3. Let
us derive the generalized Welch bound for the complex case, as the formulas are slightly
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simpler. The same process can be carried out in real projective space or the sphere, but
it is unnecessary since the bound holding in the complex case implies that it holds in
the real case through the inclusion Rd ⊆ Cd. Thus we set a = d − 2 and b = 0. Then
ca,b = (d− 1)/2d−1. Let u = 2t− 1. Set f(t) = tk − βk. Then

f0 = (f, 1) =
d− 1

2d−1

∫ 1

−1

((
u+ 1

2

)k
− βk

)
(1− u)d−2du

In the k = 1 case it is easy to see (substituting v = 1− u) that the expression evaluates to
1/d−β, just as we found before. Using integration by parts, it can be shown by induction
on k that in general,

f0 =
1(

d+k−1
k

) − β > 0

Assuming the condition that for each r = 1, · · · , k that (f, zr) ≥ 0, Theorem (4.3.1)
implies that the general Welch bounds hold. Checking this condition involves a complicated
integral and could be checked on a computer.

Remark 4.6.1. Futher examples (involving the Hamming and Johnson schemes) have
been omitted due to lack of space and time.
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Chapter 5

Constructions

In this section we provide examples of codes, which are referred to throughout the entire
thesis. Some of these examples provide a tight lower bound on N(X) or N(X,A), the
maximum cardinality of a simplex in a Q-polynomial code space X, or the maximum
cardinality of a code with distances in a set A. We do not include all the constructions
needed to fully justify all of our claims, but the missing constructions can readily be found
in the literature. The examples shown here are intended to demonstrate certain interesting
features.

5.1 Real equiangular configurations

Example 5.1.1. The simplest example of rigid equiangular lines is three lines in R2.

There are no four equiangular lines in R2. The three lines in R2 are part of a family of
configurations: the lines through the d+1 points of a regular simplex centered at the origin
of Rd. This configuration of lines corresponds to the graphs switching equivalent to the
empty graph, namely the complete bipartite graphs.

88



Example 5.1.2. A configuration of six vectors, one spanning each of the lines through
the six pairs of antipodal vertices of a regular icosahedron in R3, has the following Seidel
matrix and graph.

This is an ETF since 6 is the absolute bound. This ETF is of the same configuration as its
complementary ETF. This is the only configuration of 6 equiangular lines in R3. This can
be seen by the following proposition and the following two observations. First note that a
graph Y containing an induced subgraph switching equivalent to K4 has dimension ≥ 4.
Second, it is easy to check (there are just four cases) that if Y has more than 4 vertices
and contains an induced subgraph switching equivalent to K4, then it has dimension ≥ 4.

Proposition 5.1.1. Let d ≥ 3 and n ≥ 6. Then a graph on n vertices contains an induced
subgraph switching equivalent to either K4, K4, or C5 tK1.

Proof. Consider a subgraph induced by six of the vertices. Assume one of the vertices is
isolated and that the graph contains no induced subgraph switching equivalent to K4 or
K4. Then the following sequence of moves shows that the graph is C5 tK1.
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Corollary 5.1.0.1. Let Y be a graph on n ≥ 6 vertices with d(Y ) ≤ 5 and α(Y ) 6= 1/
√

5.
Then Y has an induced subgraph switching equivalent to K4 or K4.

Example 5.1.3. In R4, a different configuration of four equiangular lines is available,
which of course has rank 4. Tremain gave the following representation, in which the non-
uniform matroid structure is visually apparent [Tre08]. This is the smallest example of a
non-uniform matroid of real equiangular vectors.

L =


√

2/3 −
√

2/3√
2/3 −

√
2/3√

2/3 −
√

2/3√
1/3

√
1/3

√
1/3

√
1/3

√
1/3

√
1/3


The angle is 1/3, and any four of the lines that span a three dimensional subspace are of
course in the tetrahedral configuration.

Example 5.1.4. The defining representation of S8 on R8 has two invariant subspaces:
the trivial representation, which is spanned by the all 1s vector, plus the standard repre-
sentation, which is 7 dimensional. Thus the 28 vectors obtained by permuting entries of
the vector 1√

14
(−3,−3, 1, 1, 1, 1, 1, 1) lie in a 7 dimensional subspace. They are equiangular

with angle 1/3. Thus, the absolute bound is attained in R7. This configuration also comes
from the weights associated to the 56 dimensional representation of E7 [citation needed].

Example 5.1.5. The Peterson graph

The eigenvalues of its Seidel matrix are ±3 each with multiplicity 5. Thus we have an
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ETF of 10 vectors in dimension 5 with angle 1/3. This meets the relative bound, so the
Peterson graph is switching equivalent to an SRG k = 2c graph plus an isolated vertex.
This SRG is the Paley graph P9, which we define below.

Example 5.1.6. Consider the (2d−2)×(2d−2) Seidel matrix X with the following blocks
on the diagonal and 1s elsewhere. (

0 −1
−1 0

)
Let J be the all 1s matrix and let I be the identity matrix. Then A = X − J + I has
characteristic polynomial (λ+ 2)d−1(λ− 2)d−1. Some eigenvectors of A for −2 and 2 are

v1
−2 =



1
1
0
0
0
0
...
0
0


, v2
−2 =



0
0
1
1
0
0
...
0
0


, · · · v1

2 =



1
−1
0
0
0
0
...
0
0


, v2

2 =



0
0
1
−1
0
0
...
0
0


, · · ·

The vectors vi2 are eigenvectors of J each with eigenvalue 0, so they are eigenvectors of
X with eigenvalue 1. The all 1s vector j =

∑
i v

i
−2 is an eigenvector of J with eigenvalue

2(d− 1), so it is an eigenvector of X with eigenvalue 2d− 5. There are d− 2 = (2d− 2)−d
remaining eigenvectors to account for. The differences vi−2− v

j
−2 for i < j are eigenvectors

of A with eigenvalue −2 and of J with eigenvalue 0, so they are the d − 2 remaining
eigenvectors of X and have eigenvalue −3. This is the least eigenvalue of X, so we see that
X is the Seidel matrix of 2d− 2 equiangular vectors in Rd with angle 1/3.

Example 5.1.7. A conference graph, c.f. [GR01], is an SRG(n, k, a, c) with equal multi-
plicities mθ = mτ of the two eigenvalues θ and τ other than the eigenvalue k. It follows
that k = (n − 1)/2, a = (n − 5)/4, and c = (n − 1)/4 [GR01]. Since the eigenvalues of a
strongly regular graph are a function of its parameters, these two conditions are equivalent.
It turns out that n ≡ 1 mod 4 and n is a sum of two squares. A conference matrix is the
Seidel matrix of a conference graph.
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Example 5.1.8. A C-matrix is an n × n Seidel matrix X such that X2 = cI for some
c ∈ R. It follows that c = n− 1. A C-graph is the graph corresponding to a C-matrix.

Consider an ETF of n = 2d vectors in Rd with angle α. Let X be its Seidel matrix and let
G be its Gram matrix. Then

X2 =
1

α2
(G2 − 2G+ I) =

1

α2

(n
d
G− 2G+ I

)
=

1

α2
I

so X is a C-matrix and α = 1/
√
n− 1. Conversely, a C-matrix is a Seidel matrix with

exactly two eigenvalues, so is an ETF. The relative bound is an equality, and simplifies to

0 = (n− 2d)(1− dn)

Since n and d are integers greater than 1, n = 2d. C5 t K1 and the Peterson graph are
examples of C-graphs.

Example 5.1.9 (Example (Paley graphs)). Let Fq be the field of order q = pr, with
p prime. Assume q ≡ 1 mod 4 so that −1 is a square, and so x − y is a square if
and only if y − x is a square. The Paley graph of order q, Pq, is the graph with vertex
set Fq with an edge from x to y if and only if x − y is a square. Exactly half of the
elements of Fq are squares, so Pq is k-regular with k = (q − 1)/2. Moreover, it is shown
in [Els12, Pei01] that Paley graphs are symmetric and self-complementary, and that such
graphs are automatically strongly regular. See [Pei01] for a classification of the symmetric
self-complementary graphs. Alternately, strong regularity of Paley graphs can be proved
directly using Legendre symbols. This is shown in [zotb] when q is a prime, but their exact
proof generalizes to prime powers. Pq is strongly regular with parameters(

q,
q − 1

2
,
q − 5

4
,
q − 1

4

)
Thus all Paley graphs are conference graphs. P9tK1 is switching equivalent to the Peterson
graph. We now summarize the proof that a = q−5

4
from [zotb] adapted for any prime power

q ≡ 1 mod 4. The proof that c = q−1
4

is similar.
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Proof. For x ∈ Fq, define the Legendre symbol

(
x

Fq

)
=


0 if x = 0, and otherwise,

1 if x is a quadratic residue

−1 if x is not a quadratic residue

This is not the Jacobi symbol. The property needed for our purpose is that the Legendre
symbol is multiplicative (in the numerator). Let x, y ∈ Fq be distinct elements. Set

X = {x′ |x− x′ is a quadratic residue}
Y = {y′ | y − y′ is a quadratic residue}
Z = (X ∩ Y ) ∪ (Xc ∩ Y c)

Then for any z ∈ Fq r {x, y}, z ∈ Z if and only if the following conditions are equivalent:(
x− z
Fq

)
= 1

(
y − z
Fq

)
= 1

or equivalently, (
(x− z)(y − z)

Fq

)
= 1

It follows that

|Z| = 1

2

∑
z∈Fqr{x,y}

(
1 +

(
(x− z)(y − z)

Fq

))

This can be simplified (by doing a variable substitution) to show that |Z| = q−3
2

. Then by

set theory, |Z| = 2|X ∩ Y |+ 1, and so |X ∩ Y | = q−5
4

. �

It is required to carry out the similar proof for c; the SRG relation cannot be invoked to
determine c since a priori we don’t know that the graph is an SRG.

Recall that the eigenvalues of a Seidel matrix with n > 2d are odd integers. For this
reason, C-matrices, (which have the eigenvalue 1/α =

√
n− 1) behave differently than

graphs obtained from SRGs by adding an isolated vertex with n > 2d. It should also be
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noted that there exist conference graphs that are not Paley graphs. For instance, Waldron
claims that such a graph exists that has 46 vertices [Wal09].

5.2 Complex equiangular configurations

We have not discussed the theory surrounding complex equiangular lines or SIC-POVMs in
this thesis, but SICs in dimensions 2 and 3 can be constructed with very little machinery.

Example 5.2.1. There exists a unique unordered configuration of four equiangular lines in
C2. A sequence of equiangular lines in C2 is represented by a regular tetrahedron inscribed
in S2 with vertices labeled 1,2,3,4. The group of unitaries preserving the set of lines maps
to the alternating group on the four corresponding points on the Bloch sphere, A4, (and
not the full symmetric group S4, since SU(2) maps onto SO(3) and not O(3)). Thus there
are two ordered configurations of equiangular lines in C2. It turns out that there is an
infinite (3 parameter) family of ordered configurations of equiangular vectors in C2. This
phenomenon cannot happen in the real case, since there are finitely many Seidel matrices
of a given size. The vectors form an ETF, and the eigenvalues of the Seidel matrix X are
±
√

3, so the minimal polynomial is x2 − 3. X has the form

X =


0 a b c
a 0 d e

b d 0 f

c e f 0


The relations imposed by the off-diagonal equations of X2 = 3I are equivalent to

d = ±iab
e = ∓iac
f = ±ibc

The only other restrictions on the complex variables a, b, c are that |a| = |b| = |c| = 1.
Thus ordered configurations of four equiangular vectors in C2 correspond to quadruples
(a, b, c, ε) where a, b, c ∈ S1 and ε = ±1. ε determines the orientation of the configuration.
By switching off one of the vectors, we obtain one of two possible 3× 3 signature matrices
for the configuration of lines.

94



Example 5.2.2. There is a 1-parameter family of ordered configurations of 9 equiangular
lines in C3. This is thought to be a phenomenon unique to dimension 3. It is easy to verify
that for any θ ∈ R, the vector  1

0
eiθ


is fiducial, that is, the lines spanned by the vectors in its Heisenberg orbit form a SIC.
Recall that the angle for 9 equiangular lines in C3 must be 1/(3 + 1). Thus, the distance
between any two of these elements in CP2 is

√
2− 2/4 =

√
3/2. A regular triangle with

side length
√

3/2 can be inscribed in a great circle of the (unnormalized) sphere CP1, so it
is conceivable that a configuration of 9 equiangular lines exists in which three of the lines
occupy a two dimensional subspace. Indeed, this is achieved by θ = π, in which case the
lines are said to form the Hesse configuration. This is the smallest example of complex
equiangular lines with a non-uniform matroid structure, pictured below. The lines (each
containing 3 points) represent 2 dimensional subspaces.

The Hesse configuration also arises in two ways from the Hesse pencil, the following family
of projective plane curves

Cµ : X2 + Y 2 + Z2 + µXY Z = 0
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with µ ∈ C ∪ {∞}. Let us restrict our attention to the case that Cµ is nonsingular, or
equivalently, −3µ /∈ {∞, 1, ζ3, ζ

2
3}. As for any projective plane curve, the inflection points

of Cµ are its intersection with its Hessian Hµ, defined as the vanishing of the polynomial

det

 ∂2f
∂X2

∂2f
∂X∂Y

∂2f
∂X∂Z

∂2f
∂Y ∂X

∂2f
∂Y 2

∂2f
∂Y ∂Z

∂2f
∂Z∂X

∂2f
∂Z∂Y

∂2f
∂Z2


=
(
XZµ2 − 6Y 2µ

)
Y µ+

(
XY µ2 − 6Z2µ

)
Zµ− 6

(
X2µ2 − 36Y Z

)
X

where f is the defining polynomial of Cµ. Since the defining polynomials of Cµ and Hµ each
have degree 3, Bezout’s theorem states that Cµ has 3×3 = 9 inflection points. Solving the
simultaneous equations, (which is easily done in any symbolic algebra package,) yields the
nine lines spanned by the Heisenberg orbit of the fiducial (1, 0, eiπ), the Hesse configuration.

The curves Cµ are smooth and have genus 1, and therefore can be made into elliptic curves
by specifying an origin [Sil09]. Another way the Hesse configuration arises from the Hesse
pencil is as its 3-torsion. Maybe there is a higher dimensional generalization where SICs
are obtained from torsion subgroups of some abelian variety generalizing the Hesse cubic.

5.3 Other codes and applications

Example 5.3.1. The Pauli matrices

σx =

(
0 1
1 0

)
σy =

(
0 −i
i 0

)
σz =

(
1 0
0 −1

)

are complementary observables, and so their respective eigenbases {|+〉 , |−〉} ,{|i〉 , |−i〉},
and {|0〉 , |1〉} are mutually unbiased. The lines spanned by the vectors in these bases
correspond to the points (±1, 0, 0), (0,±1, 0), (0, 0,±1), respectively, on the Bloch sphere.
(These are the qubit stabilizer states). We briefly describe two applications.

Two of these bases, typically chosen to be B1 = {|0〉 , |1〉} and B2 = {|+〉 , |−〉}, are used
in the BB84 quantum key distribution protocol. Alice wants to send a private key to Bob.
Alice chooses a uniformly random bit string x = x1 · · ·xn, and for each bit xi, she chooses a
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uniformly random basis Bi ∈ {B1, B2}. Then, for each i, she sends the following qubit |ψi〉
over a public quantum channel (or perhaps teleports it across a public classical channel):

xi Bi |ψi〉
0 B1 |0〉
0 B2 |+〉
1 B1 |1〉
1 B2 |−〉

Then, for each i, Bob chooses a uniformly random basis Ci ∈ {B1, B2} and measures |ψi〉
relative to Ci. Bob then informs Alice, over a public channel, of his sequence of bases, and
Alice reports back which ones he got right. Alice and Bob then compute their shared sifted
key, the subsequence of bits xi for which Bi = Ci. If Eve intercepts some of the |ψi〉 and
measures them, then she will cause errors in the sifted keys obtained by Alice and Bob.
This leads to a security proof based on the no-cloning theorem. Cryptographic protocols
generalizing BB84 have also been devised that exploit a set of d+1 MUBs in Cd [CBKG02].

Next we describe a widely used method of quantum state tomography using the Pauli
matrices. Since B = {I, σx, σy, σz} is a basis for C2×2, B⊗n is a basis for C2n×2n . Thus, for
an n qubit system, the exact values of the observables A ∈ B⊗n r {I} allow for complete
state reconstruction. That is, an n qubit state must have the form

ρ =
1

2n

I +
∑

A∈B⊗nr{I}

aAA


The values of these observables can be approximated by performing many measurements
of each observable on identically-prepared states ρ. Note however, that the observables
B⊗n r {I} are not complementary for n > 1, since this set has cardinality 4n − 1, which
exceeds the absolute bound for MUBs of 2n + 1.

Also note that the number of observables grows exponentially with the size of the system.
This is unavoidable in any form of complete state determination since the dimension of the
Hilbert space grows exponentially with the number of qubits.

Example 5.3.2. We review the construction for MUBs in odd prime power dimensions
introduced by [WF89]. Let q = pr for some odd prime p and r ≥ 1 and let ω be a nontrivial
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pth root of unity. Each y ∈ Fq defines an Fp-linear map Fq → Fq by left multiplication,
and its trace is denoted tr y. Set

|ψa,b〉 =
1
√
q

∑
x∈Fq

ωtr(ax2+bx) |x〉

Then the sets Ba = {|ψa,b〉 | b ∈ Fq} for a ∈ Fq are MUBs. To see this, we must show that

| 〈ψa,b|ψa′,b′〉 | =


1 a = a′ and b = b′

0 a = a′ and b 6= b′

constant c a 6= a′

It follows that c = 1/
√
q. These q bases along with the standard basis are MUBs for Cq.

Proof. In the a = a′ case we get

〈ψa,b|ψa,b′〉 =
1

q

∑
x∈Fq

ωtr((b−b′)x) =

{
1 b = b′

1
q

∑
x∈Fq ω

trx b 6= b′

Since the trace is a group homomorphism Fq → Fp, its preimages (additive cosets of its
kernel) have equal cardinality. Thus, in the a = a′, b 6= b′ case above, the sum is equal to
0. Now let α = a − a′ 6= 0 and β = b − b′. Note that for any c ∈ Fq, the map x 7→ x + c
is a bijection of Fq → Fq, and for any (nonzero) quadratic residue α, the map x 7→ ax is a
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bijection of (F×q )2 → (F×q )2. Then

| 〈ψa,b|ψa′,b′〉 | =
1

q

∣∣∣∣∣∣
∑
x∈Fq

ωtr(αx2+βx)

∣∣∣∣∣∣
=

1

q

∣∣∣∣∣∣
∑
x∈Fq

ω
tr

(
α

(
(x+ β

2α)
2
− β2

4α2

))∣∣∣∣∣∣
=

1

q

∣∣∣∣∣∣ω− tr

(
β2

4α2

)∑
x∈Fq

ωtr(αx2)

∣∣∣∣∣∣
=

1

q

∣∣∣∣∣∣
∑
x∈Fq

ωtr(αx2)

∣∣∣∣∣∣
Note that completing the square required α 6= 0 and p 6= 2. Now,

| 〈ψa,b|ψa′,b′〉 | =


1
q

∣∣∣∑x∈Fq ω
trx2
∣∣∣ α ∈ (F×q )2

1
q

∣∣∣∑x∈Fq ω
trx −

∑
x∈Fq ω

trx2
∣∣∣ = 1

q

∣∣∣∑x∈Fq ω
trx2
∣∣∣ α /∈ (F×q )2

This expression is constant with respect to a, a′, b, and b′ (requiring only that a 6= a′). �

As noted, this implies the expression equals 1/
√
q. Alternately, we obtain a Gauss sum,∑

x∈Fq

ωtrx2 = 1 + 2
∑

x∈(F×q )2

ωtrx

= 1 +
∑
x∈F×q

ωtrx

(
1 +

(
x

Fq

))

=
∑
x∈Fq

ωtrx +
∑
x∈Fq

ωtrx

(
x

Fq

)
=
∑
x∈Fq

ωtrx

(
x

Fq

)

which has absolute value
√
q. When q is prime, this leads to a proof of quadratic reciprocity
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[zota]. It would be interesting to know if this construction of MUBs generalizes such that
the absolute value of other Gauss sums is derived, or that other reciprocity laws could be
proved. For example, the MUB property and the Gauss sum still work properly when the
trace function is replaced with any group homomorphism τ : Fq → Fp, and thus also works
where the map x 7→ ωtrx is replaced with any group homomorphism f : Fq → S1, (f = ωτ ).

The same set of MUBs can also be described as follows. Consider the generalized Paulis

Xs =
∑
x∈Fq

|x+ s〉 〈x| for s ∈ Fq

Zs =
∑
x∈Fq

ωtr(sx) |x〉 〈x| for s ∈ Fq

Then for each a ∈ Fq we have a distinct set Sa = {XsZ2as | s ∈ Fq} of q commuting q × q
matrices. Ba (defined above) is the unique mutual eigenbasis of unit vectors for Sa.
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