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A NEW RESULT ON AVERAGING THEORY
FOR A CLASS OF DISCONTINUOUS PLANAR

DIFFERENTIAL SYSTEMS WITH APPLICATIONS

JACKSON ITIKAWA1, JAUME LLIBRE1 AND DOUGLAS D. NOVAES2

Abstract. We develop the averaging theory at any order for computing the
periodic solutions of discontinuous piecewise differential system of the form

r′ =

{
F+(θ, r, ε) if 0 ≤ θ ≤ α,
F−(θ, r, ε) if α ≤ θ ≤ 2π,

where F±(θ, r, ε) =
∑k

i=1 ε
iF±i (θ, r) + εk+1R±(θ, r, ε) with θ ∈ S1 and r ∈ D,

where D is an open interval of R+, and ε is a small real parameter.
Applying this theory, we provide lower bounds for the maximum number of
limit cycles that bifurcate from the origin of quartic polynomial differential
systems of the form ẋ = −y + xp(x, y), ẏ = x + yp(x, y), with p(x, y) a
polynomial of degree 3 without constant term, when they are perturbed, either
inside the class of all continuous quartic polynomial differential systems, or
inside the class of all discontinuous piecewise quartic polynomial differential
systems with two zones separated by the straight line y = 0.

1. Introduction and Statement of the Main Results

One of the main open problems in the qualitative theory of polynomial
differential systems in R2 is the determination of their limit cycles, see for instance
[10]. Bifurcations of limit cycles have been exhaustively studied in the last century
and is closely related to the Hilbert’s 16th problem. However, in spite of all efforts,
up to now there is no general method to solve this question.

Bifurcation of limit cycles in continuous planar differential systems are still
largely studied. Nonetheless, due to the considerable number of discontinuous
phenomena in the real world, see for example [5, 20] and the references therein, a
significant interest in the investigation of limit cycles of discontinuous piecewise
differential systems has arisen. For instance in [17], applying the theory of
regularization, the averaging theory is extended up to order 1 for studying the
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periodic solutions of systems of the form x′ = ε
(
F (t, x, ε) + sign(h(x))G(t, x, ε)

)
.

In [14] there is a version of the averaging theorem up to order 2 for a bigger class
of discontinuous piecewise differential equations x′ = εF1(t, x, ε). Finally in [15] it
is stated averaging theorems for studying the periodic solutions of discontinuous
piecewise differential equations of the form x′ = F0(t, x) + εF1(t, x, ε).

Our main goal in this paper is to develop the averaging theory at any order for
a particular class of discontinuous piecewise differential systems, see subsection
1.1. Then, as an application of this theory, we present in subsection 1.2 the
bifurcation of limit cycles of quartic polynomial differential systems of the form
ẋ = −y + xp(x, y), ẏ = x+ yp(x, y) when they are perturbed, either inside the
class of all continuous quartic polynomial differential systems, or inside the class
of all discontinuous piecewise quartic polynomial differential systems with two
zones separated by the straight line y = 0. Here p(x, y) is a polynomial of degree
3 without constant term.

1.1. Results in averaging theory
We develop the averaging theory at any order for computing the periodic

solutions of discontinuous piecewise differential system of the form

(1) r′ =

{
F+(θ, r, ε) if 0 ≤ α,
F−(θ, r, ε) if α ≤ 2π,

where

F±(θ, r, ε) =
k∑

i=1

εiF±i (θ, r) + εk+1R±(θ, r, ε).

The set of discontinuity of system (1) is Σ = {θ = 0} ∪ {θ = α} if 0 < α < 2π.
Here F±i : S1×D → R for i = 0, 1, . . . , n, and R± : S1×D×(−ε0, ε0)→ R are Ck+1

functions, where D is an open and bounded interval of (0,∞), and S1 ≡ R/(2π).
We point out that taking α = 2π system (1) becomes continuous. So the

averaging theory developed in this section also applies to continuous differential
systems.

For i = 1, 2, . . . , k, we define the averaged function fi : D → R of order i as

(2) fi(ρ) =
y+i (α, ρ)− y−i (α− 2π, ρ)

i!
,

where y±i : S1 ×D → R, for i = 1, 2, . . . , k − 1, are defined recurrently as

(3)

y±i (θ, ρ) = i!

∫ θ

0

(
F±i (φ, ρ) +

i∑

l=1

∑

Sl

1

b1! b2!2!b2 · · · bl!l!bl
·

∂LF±i−l (φ, ρ)
l∏

j=1

y±j (φ, ρ)bj

)
dφ,
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where Sl is the set of all l-tuples of non–negative integers (b1, b2, · · · , bl) satisfying
b1 + 2b2 + · · ·+ lbl = l, and L = b1 + b2 + · · ·+ bl.

As we shall see the averaged functions fi control the existence of isolated
periodic solutions of system (1). Since these functions are obtained directly from
y±i using (3), we give in the Appendix the explicit formulae of y±i ’s up to i = 7.

Our main result on the periodic solutions of (1) is the following.

Theorem 1. Assume that, for some ` ∈ {1, 2, . . . , k}, fi = 0 for i = 1, 2, . . . , `−1
and f` 6= 0. If there exists ρ∗ ∈ D such that f`(ρ

∗) = 0 and f ′`(ρ
∗) 6= 0, then for

|ε| > 0 sufficiently small there exists a 2π–periodic solution r(θ, ε) of (1) such
that r(0, ε)→ ρ∗ when ε→ 0.

Theorem 1 is proved in section 2.

1.2. Periodic solutions in planar differential quartic systems with a
uniform isochronous center-focus type singular point

The study of bifurcation of limit cycles in planar analytic differential systems
which have a center-focus equilibrium at the origin and whose angular speed is
constant has increased in the last decades. In such systems, the origin is the
unique finite singular point and if it is a center, it will be a uniform isochronous
one. These systems, up to a linear change of coordinates, may be written as

(4) ẋ = −y + x H(x, y), ẏ = x+ y H(x, y),

where H is an analytic function and H(0, 0) = 0.
The relevance of investigating these systems is due, on the one hand, to their

importance in the general problem of isochronicity. Indeed, any analytic system
with linear part (−y, x)t has an isochronous center at the origin if and only if
it is possible to be transformed, by applying the following analytic change of
coordinates (x, y) → (x + P (y2), y + Q(x, y)) in system (4), for more details see
[18, 1]. On the other hand, system (4) in polar coordinates x = r cos θ, y = r sin θ
is written as

ṙ =
∑

k≥1
Hk(cos θ, sin θ)rk+1, θ̇ = 1,

where each Hk is the homogeneous part of degree k of the function H. These
systems can be written under the form of an Abel generalized differential equation

(5)
dr

dθ
=
∑

k≥1
Hk(cos θ, sin θ)rk+1.

Equation (5) provides information about system (4), and vice versa, since the
constant solution r = 0 of (5) corresponds to the origin of (4), and the periodic
solutions of (5) with r > 0 correspond to periodic orbits of (4), see [3, 1].
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The bifurcation of limit cycles in planar differential polynomial systems of the
form (4), that is, polynomial systems of degree n of the form

(6) ẋ = −y + x p(x, y), ẏ = x+ y p(x, y),

where p(x, y) is a polynomial in x and y of degree n− 1 and p(0, 0) = 0, has been
intensively studied, see for instance [6, 8, 9] and the bibliography therein.

Consider a planar differential polynomial system and q ∈ R2 a singular point
of this system. We say that q is a weak focus if it is a center for the linearized
system at q.

Let q ∈ R2 be a center of a differential polynomial system in R2, without loss
of generality we can assume that q is the origin of coordinates. We say that
q is an isochronous center if it is a center having a neighborhood such that all
the periodic orbits in this neighborhood have the same period. We say that q
is a uniform isochronous center if the system, in polar coordinates x = r cos θ,
y = r sin θ, takes the form ṙ = G(θ, r), θ̇ = k, k ∈ R \ {0}, for more details see
Conti [8]. The next result is well-known and a proof for it can be found in [12].

Proposition 2. Assume that a planar differential polynomial system ẋ = P (x, y),
ẏ = Q(x, y) of degree n has a center at the origin of coordinates. Then, this center
is uniform isochronous if and only if by doing a linear change of variables and a
rescaling of time it can be written under the form (6).

Algaba, Reyes, Ortega and Bravo [2], in 1999, and Chavarriga, Garćıa and
Giné [7], in 2001, independently provided the following characterization of non-
homogeneous quartic polynomial systems with an isolated uniform isochronous
center at the origin.

Theorem 3. Consider p(x, y) =
∑3

i=1 gi(x, y) where gi(x, y) for i = 1, 2, 3 are
homogeneous polynomials of degree i, g21 + g22 6= 0 and g3 6= 0 such that (6)
is a quartic polynomial differential system. Then system (6) has a uniform
isochronous center at the origin if and only if it is reversible. In this case, modulo
a rotation and a rescaling of the independent variable, system (6) can be written
as

(7)
ẋ = −y + x(A1x+B2xy + C1x

3 + C3xy
2),

ẏ = x+ y(A1x+B2xy + C1x
3 + C3xy

2).

where A1, B2, C1, C3 ∈ R.

In the case of homogeneous uniform isochronous centers, Conti [8] proved the
following theorem in 1994.

Theorem 4. Let p(x, y) =
∑

i+j=n−1
gi,jx

iyj be a homogeneous polynomial of degree

n − 1. Then system (6) has a uniform isochronous center at the origin if either
n is even, or if n is odd and
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n−1∑

ν=0

[
gn−1−ν,ν

∫ 2π

0

cosn−1−ν θ sinν θ dθ

]
= 0.

By Theorem 4 the homogeneous quartic polynomial systems of the form (6)
always have a uniform isochronous center at the origin.

A classification of the global phase portraits of the planar quartic polynomial
differential systems of the form (7) is provided in [12].

We study the limit cycles that bifurcate from the origin of the planar differential
quartic polynomial systems of the form (6).

More precisely, let Hc(n) denote the maximum number of limit cycles that
bifurcate from the origin of system (6), when it is perturbed inside the class of
all continuous polynomial differential systems of degree n, and Hd(n) denotes the
maximum number of limit cycles that bifurcate from the origin of system (6),
when it is perturbed inside the class of all discontinuous piecewise polynomial
differential systems of degree n with two zones separated by the straight line
y = 0. We provide lower bounds for Hc(4) and Hd(4) in both cases when the
origin is either a uniform isochronous center, or a weak focus. The method used
for obtaining these lower bounds is based on the averaging theory.

This work extends previous results in [11], where we studied the bifurcation of
limit cycles in cubic polynomial differential systems of the form (6).

In order to prove our results we also need the Descartes Theorem about the
number of zeros of a real polynomial, see [4].

Theorem 5 (Descartes theorem). Consider the real polynomial r(x) = ai1x
i1 +

ai2x
i2 + . . . + airx

ir with 0 = i1 < i2 < . . . < ir and aij 6= 0 real constants for
j ∈ {1, 2, . . . , r}. When aijaij+1

< 0, we say that aij and aij+1
have a variation of

sign. If the number of variations of signs is m, then r(x) has at most m positive
real roots. Moreover, it is always possible to choose the coefficients of r(x) in
such a way that r(x) has exactly r − 1 positive real roots.

We consider the following family of continuous systems

(8)

ẋ = −y + xp(x, y) +
4∑

i=1

εipi(x, y),

ẏ = x+ yp(x, y) +
4∑

i=1

εiqi(x, y),
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where

pj =αj0 + αj1x+ αj2y + αj3x
2 + αj4xy + αj5y

2 + αj6x
3 + αj7x

2y + αj8xy
2 + αj9y

3

+ αj10x
4 + αj11x

3y + αj12x
2y2 + αj13xy

3 + αj14y
4,

qj =βj0 + βj1x+ βj2y + βj3x
2 + βj4xy + βj5y

2 + βj6x
3 + βj7x

2y + βj8xy
2 + βj9y

3

+ βj10x
4 + βj11x

3y + βj12x
2y2 + βj13xy

3 + βj14y
4,

and the discontinuous systems

(9)

(
ẋ
ẏ

)
= X (x, y) =

{
X1(x, y) if y > 0,
X2(x, y) if y < 0,

where

X1(x, y) =

(
−y + xp(x, y) +

∑k
i=1 ε

ipi(x, y)

x+ yp(x, y) +
∑k

i=1 ε
iqi(x, y)

)
,

X2(x, y) =

(
−y + xp(x, y) +

∑k
i=1 ε

iui(x, y)

x+ yp(x, y) +
∑k

i=1 ε
ivi(x, y)

)
,

uj =γj0 + γj1x+ γj2y + γj3x
2 + γj4xy + γj5y

2 + γj6x
3 + γj7x

2y + γj8xy
2 + γj9y

3

+ γj10x
4 + γj11x

3y + γj12x
2y2 + γj13xy

3 + γj14y
4,

vj =δj0 + δj1x+ δj2y + δj3x
2 + δj4xy + δj5y

2 + δj6x
3 + δj7x

2y + δj8xy
2 + δj9y

3

+ αj10x
4 + δj11x

3y + δj12x
2y2 + δj13xy

3 + δj14y
4,

and k = 4 or k = 7. In both cases, the continuous and the discontinuous one we
have to consider either

(10) p(x, y) = t10x+ t01y+ t20x
2 + t11xy+ t02y

2 + t30x
3 + t21x

2y+ t12xy
2 + t03y

3,

with tij ∈ R, i+ j = 1, 2, 3, t230 + t221 + t212 + t203 6= 0, or

(11) p(x, y) = t10x+ t11xy + t30x
3 + t12xy

2,

with t230 + t212 6= 0, or

(12) p(x, y) = t30x
3 + t21x

2y + t12xy
2 + t03y

3.

In the following we state our results.

Theorem 6. Using averaging theory of order 4 we obtain, for |ε| 6= 0 sufficiently
small, Hd(4) ≥ 6 for the differential system (9) with p(x, y) of the form (10) (i.e.
system (9) has a weak focus or a uniform isochronous center at the origin).

Theorem 6 is proved in section 3.

Theorem 7. Using averaging theory of order 4 we obtain, for |ε| 6= 0 sufficiently
small, Hd(4) ≥ 5 for the differential system (9) with p(x, y) either of the form
(11) or (12) (i.e. system (9) has a uniform isochronous center at the origin).
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Theorem 7 is proved in section 4.

Theorem 8. Using the averaging theory of order 7 we obtain, for |ε| 6= 0
sufficiently small, Hd(4) ≥ 6 for the differential system (9) with p(x, y) of the
form (11) and αj0 = βj0 = γj0 = δj0 = 0, j = 1, . . . , 7.

Theorem 8 is proved in section 5.

Theorem 9. Using the averaging theory of order 4 we obtain, for |ε| 6= 0
sufficiently small, Hc(4) ≥ 2 for the differential system (8) with p(x, y) of the
form (10).

Theorem 10. Using the averaging theory of order 4 we obtain, for |ε| 6= 0
sufficiently small, Hc(4) ≥ 1 for the differential system (8) with p(x, y) either of
the form (11) or (12).

Theorems 9 and 10 are proved in section 6.
To prove Theorems 6 and 7 (respectively Theorems 9 and 10) we shall use the

averaging theory of order 4 for discontinuous (respectively continuous) differential
systems, together with a rescaling of the variables. In these proofs we can see,
using Descartes Theorem, that the lower bounds which appear in the theorems
are actually upper bounds for the averaging theory of order 4, too. Then, from
the proofs of Theorems 6 and 7 (respectively Theorems 9 and 10), it follows that
system (9) (respectively system (8)) with p(x, y) of the form (10) has a weak focus
at the origin provided that it has 6 (respectively 2) limit cycles up to averaging
theory of order 4.

In the case of limit cycles bifurcating from ovals of the period annulus of a
uniform isochronous center, there are examples of quartic polynomial systems
which has at least 8 limit cycles, see [13].

All calculations were performed with the assistance of the software Mathematica.

2. Proof of Theorem 1

The proof of Theorem 1 is based on the following lemma.

Lemma 11 (Fundamental Lemma). Let r±(·, ρ, ε) : [0, θρ) → Rk be the solution
of r′ = F±(θ, r, ε) with r±(0, ρ, ε) = ρ. If θρ > T, then

r±(θ, ρ, ε) = ρ+
k∑

i=1

εi
y±i (θ, ρ)

i!
+Ok+1(ε),

where y±i (t, z) for i = 1, 2, . . . , k are defined in (3).

The proof of Lemma 11 can be found in [16].
Now we prove Theorem 1. First of all we have to show that there exists

ε0 sufficietly small such that for each ρ ∈ D and for every ε ∈ [−ε0, ε0] the
solutions r±(θ, ρ, ε) are defined for every θ ∈ [0, T ]. Indeed, by the Existence
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and Uniqueness Theorem of solutions (see, for example, Theorem 1.2.4 of [19]),
r±(θ, ρ, ε) is defined for all 0 ≤ θ ≤ inf (T, d/M±(ε)) , for each x with |r− ρ| < d
and for every ρ ∈ D, where

M±(ε) ≥
∣∣∣∣∣
k∑

i=1

εiF±i (θ, ρ) + εk+1R±(θ, ρ, ε)

∣∣∣∣∣ .

Clearly ε can be taken sufficiently small in order that inf (T, d/M±(ε)) = T for all
ρ ∈ D. Moreover, since the vector fields F±(θ, r, ε) are T–periodic, the solutions
r±(θ, ρ, ε) can be extended for θ ∈ R.

We denote

f(ρ, ε) = r+(α, ρ, ε)− r−(α− T, ρ, ε).
It is easy to see that system (1) for ε = ε̄ ∈ (−ε0, ε0) has a periodic solution
passing through ρ̄ ∈ D if and only if f(ρ̄, ε̄) = 0.

From Lemma 11 we have that

f(ρ, ε) =
k∑

i=1

εi
yi(θ, ρ)− yi(θ, ρ)

i!
+Ok+1(ε)

=
k∑

i=1

εifi(ρ) +Ok+1(ε)

where the function fi is the one defined in (2) for i = 1, 2, · · · , k. From hypothesis

f(ρ, ε) = εrfr(ρ) + · · ·+ εkfk(ρ) +Ok+1(ε).

Since fr(ρ
∗) = 0 and f ′r(ρ

∗) 6= 0, the implicit function theorem applied to the
function F(ρ, ε) = f(ρ, ε)/εr guarantees the existence of a differentiable function
ρ(ε) such that ρ(0) = ρ∗ and f(ρ(ε), ε) = εrF(ρ(ε ), ε) = 0 for every |ε| 6= 0
sufficiently small. Then the proof of the theorem follows.

3. Proof of Theorem 6

Consider system (9) with p(x, y) of the general form (10). In order to analyze
the Hopf bifurcation for this system, applying Theorem 1, we set α = π and we
introduce a small parameter ε doing the change of coordinates x = εX, y = εY.
After that we perform the polar change of coordinates X = r cos θ, Y = r sin θ,
and by doing a Taylor expansion truncated at the 4th order in ε we obtain an
expression for dr/dθ of the form (1), with α = π. The explicit expression is quite
large so we omit it.

System (9) is a polynomial system, so the functions F±i (θ, r) and R±i (θ, r, ε),
i = 1, . . . , 4 are analytic, and consequently, locally Lipschitz. Moreover, since the
variable θ appears through sinus and cosinus, system (9) in the form dr/dθ is
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2π−periodic. It suffices to take D = {r : 0 < r < r0}, where the unperturbed
system has periodic solutions passing through the points (0, r) with 0 < r < r0.

We obtain each y+i and y−i , i = 1. . . . , 4 applying expression (3) respectively
for X1 and X2 of system (9), after the changes described in the first paragraph
of this section. Then we calculate the averaged functions fi, i = 1. . . . , 4 using
equation (2). Hence, by Theorem 1 we have the averaged function of first order

f1(r) = A1r + A0,

where

A1 =
1

2
π(3t01(α

1
0 + γ10) + α1

1 + β1
2 + γ11 + δ12 − 3t10(β

1
0 + δ10)),

A0 =2(β1
2α

1
0 + (α1

0)
2t01 − β1

0(α1
0t10 + β1

1)− γ10δ12 − (γ10)2t01 + δ10(γ10t10 + δ11)

+ β2
0 − δ20).

The rank of the Jacobian matrix of the function A = (A0, A1) with respect
to the variables t01, t10, α

1
0, α

1
1, β

1
0 , β

1
1 , β

1
2 , γ

1
0 , γ

1
1 , δ

1
0, δ

1
1, δ

1
2 is maximal. Then the

coefficients A0 and A1 are linearly independent in their variables.
Clearly f1(r) has at most one solution in D. Thus applying Theorem 1 it is

proved that at most 1 limit cycle can bifurcate from the origin of system (9) with
p(x, y) of the form (10), using the averaging theory of first order. Solving A1 for
α1
1 and A0 for δ20 we have f1(r) = 0, and we can apply the averaging theory of

order 2. Its corresponding averaged function is

f2(r) = B3r
3 +B2r

2 +B1r +B0,

where

B3 =2π(t02 + t20),

B2 =
1

3
(−4)(3t01(2α

1
0t10 − α1

2 + 4γ10t10 + γ12)− 8t02(α
1
0 − γ10)− α1

0t20 − α1
4 − β1

3

− 2β1
5 + 6γ11t10 + γ10t20 + γ14 + δ13 + 2δ15 + 3t201(β

1
0 − δ10)− 3β1

0t
2
10

− 15δ10t
2
10 + 3β1

2t10 + 3δ12t10 + 4β1
0t11 − 4δ10t11),

B1 =
1

4
π(−8α1

3β
1
0 + 8α1

0β
1
5 − 3t01(t10(−α1

0γ
1
0 + 15β1

0δ
1
0 + 8(α1

0)
2 + 8(β1

0)2

+ (γ10)2 − 7(δ10)2) + 3α1
2γ

1
0 − 5β1

0δ
1
2 − 4α1

0α
1
2 − 4β1

0β
1
2 − 5β1

0γ
1
1

− β1
1γ

1
0 + 5γ11δ

1
0 + γ10δ

1
1 − 7γ10γ

1
2 + δ10δ

1
2 − 4α2

0 − 4γ20)

+ 3t201(8α
1
0β

1
0 + γ10(15β1

0 − 7δ10)) + 16t02((α
1
0)

2 + (γ10)2) + α1
0γ

1
1t10

− 3α1
2γ

1
1 − 3α1

2δ
1
2 + β1

1δ
1
2 + 24α1

0β
1
0t

2
10 − 3α1

0δ
1
0t

2
10

− 24α1
0β

1
2t10 + 9α1

2δ
1
0t10 + α1

0δ
1
2t10 − 16α1

0β
1
0t11 + 4α1

0α
1
4 − 4β1

0β
1
4

+ β1
1γ

1
1 − 8γ13δ

1
0 − γ11δ11 + 3γ12δ

1
2 + 8γ10δ

1
5 + 3γ10δ

1
0t

2
10
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− 9γ12δ
1
0t10 − γ10δ12t10 − γ10γ11t10 − 16γ10δ

1
0t11 + 3γ11γ

1
2 + 4γ10γ

1
4

− δ11δ12 − 4δ10δ
1
4 + 4α2

1 + 4β2
2 + 4γ21 + 4δ22 − 3β1

1δ
1
0t10

+ 24β1
0β

1
1t10 + 3δ10δ

1
1t10 − 24β2

0t10 + 16(β1
0)2t20 + 16(δ10)2t20),

B0 =− 4(−α1
0β

1
2δ

1
1 + α1

0β
1
1β

1
2 + α1

0β
1
0β

1
4 − (α1

0)
2β1

5 + t01((α
1
0)

2(β1
1 − δ11)

+ α1
0(3α

1
2γ

1
0 + 2β1

0(γ11 + δ12)) + t10(−6β1
0α

1
0δ

1
0 − (α1

0)
2γ10 + (α1

0)
3

− 6γ10(3β1
0δ

1
0 + (β1

0)2 − (δ10)2)) + γ10(6β1
0δ

1
2 + 3β1

0β
1
2 + 6β1

0γ
1
1

− 4γ11δ
1
0 + 3γ10γ

1
2 − δ10δ12 + 3α2

0 + 3γ20)) + 3γ10t
2
01(2α

1
0β

1
0

+ γ10(3β1
0 − δ10)) + t02((γ

1
0)3 − (α1

0)
3) + α1

0β
1
0γ

1
0t

2
10 − α1

0β
1
2γ

1
0t10

+ β1
0(δ12)2 + α1

0α
1
2γ

1
1 + β1

0β
1
1δ

1
1 + α1

0α
1
2δ

1
2 + β1

0β
1
2δ

1
2

+ β1
1β

2
0 + β1

0β
2
1 − α1

0β
2
2 − (α1

0)
2β1

0t
2
10 + α1

0β
1
0δ

1
1t10 − 2α1

0β
1
0β

1
1t10

+ (α1
0)

2β1
2t10 − 3α1

0α
1
2δ

1
0t10 + α1

0β
2
0t10 + (α1

0)
2β1

0t11 − α1
0(β

1
0)2t20

− β1
0(β1

1)2 − (β1
0)2β1

3 + 2β1
0γ

1
1δ

1
2 + β1

0(γ11)2 + β1
0β

1
2γ

1
1 − (γ11)2δ10

− γ11δ12δ10 − γ10δ14δ10 + γ10γ
1
2δ

1
2 + (γ10)2δ15 + γ11α

2
0 − δ11β2

0

− δ10δ21 + γ11γ
2
0 + γ10δ

2
2 − 6β1

0γ
1
1δ

1
0t10 − 2(β1

0)2γ11t10

+ β1
0β

1
1γ

1
0t10 + 4γ11(δ10)2t10 − 3γ10γ

1
2δ

1
0t10 − γ10β2

0t10 − (γ10)2δ10t11

+ γ10(δ10)2t20 + δ13(δ10)2 + γ10γ
1
1γ

1
2 + δ12α

2
0 − 3δ10α

2
0t10

+ δ12γ
2
0 − 3δ10γ

2
0t10 − β3

0 + δ30 + 9β1
0(δ10)2t210 + 6(β1

0)2δ10t
2
10

− 3(δ10)3t210 − 3β1
0β

1
2δ

1
0t10 − 6β1

0δ
1
2δ

1
0t10 − 2(β1

0)2δ12t10 + δ12(δ10)2t10),

and since the rank of the Jacobian matrix of the function B = (B0, B1, B2, B3)
with respect to its variables is maximal, Bi, i = 0, . . . , 3 are linearly independent
in their variables.

Hence f2(r) has at most 3 solutions in D, see Theorem 5. Applying Theorem
1 it is proved that at most 3 limit cycles can bifurcate from the origin of system
(9) with p(x, y) of the form (10), using the averaging theory of order 2. Solving
B3 for t02, B2 for α1

4, B1 for β2
2 and B0 for δ30 we obtain f2(r) = 0, and we can

apply the averaging theory of order 3, which corresponding averaged function is
of the form

rf3(r) = C4r
4 + C3r

3 + C2r
2 + C1r + C0,

and Ci for i = 0, . . . , 4 are linearly independent in their variables, because the
rank of the Jacobian matrix of the function C = (C0, . . . , C4) with respect to
its variables is maximal. We do not explicitly provide their expressions, since
they are very long. Therefore f3(r) has at most 4 solutions in D, by Theorem
5. Applying Theorem 1 it is proved that at most 4 limit cycles can bifurcate
from the origin of system (9) with p(x, y) of the form (10) using the averaging
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theory of order 3. By conveniently choosing variables to cancel the coefficients
Ci, i = 0, . . . , 4 we have f3(r) = 0. Hence we apply the averaging theory of order
4 to obtain the averaged function of order 4

rf4(r) = D6r
6 +D5r

5 +D4r
4 +D3r

3 +D2r
2 +D1r +D0.

Since the rank of the Jacobian matrix of the function D = (D0, . . . , D6) with
respect to its variables is maximal, the coefficients Di, i = 0, . . . , 6 are linearly
independent in their variables. Their expressions are very long so we do not
provide them here. As a result of these calculations, it follows that f4(r) has at
most 6 solutions in D by Theorem 5. Applying Theorem 1 we conclude that at
most 6 limit cycles can bifurcate from the origin of system (9) with p(x, y) of the
form (10), using the averaging theory of order 4. This result is a lower bound for
Hd(4), hence Theorem 6 is proved.

4. Proof of Theorem 7

First we consider the systems of the form (9) with p(x, y) of the form (11).
According to Theorem 3, the corresponding unperturbed system has a uniform
isochronous center at the origin. In order to study the Hopf bifurcation for this
case, we apply the results obtained in the proof of Theorem 6, by conveniently
vanishing the coefficients of (10), used in that proof. More precisely, we take
t01 = t20 = t02 = t21 = t03 = 0.

We also consider the systems of the form (9), with p(x, y) of the form (12),
whose corresponding unperturbed system also has a uniform isochronous center
at the origin, see Theorem 4. Again, we use the results obtained in the proof
of Theorem 6, vanishing the appropriate coefficients of (10), that is, we take
t01 = t10 = t20 = t11 = t02 = 0.

Considering the above restrictions to the coefficients of p(x, y) we obtain the
averaged functions fi, i = 1, . . . , 4 and since they are similar to those calculated in
the proof of Theorem 6 we do not explicitly present them here. It is interesting to
observe that the same number of limit cycles in each averaging order was obtained
with p(x, y) of the form (11) and (12).

The following table summarizes the results obtained in this proof and in the
proof of Theorem 6.

It follows that if system (9) has 6 limit cycles up to the averaging theory of
order 4, then it must have a weak focus at the origin.

5. Proof of Theorem 8

Consider system (9) with p(x, y) of the form (11) and take αj0 = βj0 = γj0 =
δj0 = 0, for j = 1, . . . , 7. In this case the corresponding unperturbed system has
a uniform isochronous center at the origin, see Theorem 3. In order to analyze
the Hopf bifurcation for this case, applying Theorem 1, we set α = π and we
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Averaging order # limit cycles
Theorem 6 Theorem 7 with p(x, y) given by (11) or (12)

1 1 1
2 3 2
3 4 4
4 6 5

Table 1. Number of limit cycles for discontinuous differential
systems (9).

introduce a small parameter ε doing the rescaling x = εX, y = εY. After that
doing the polar change of coordinates X = r cos θ, Y = r sin θ and a Taylor
expansion truncated at the 7th order in ε we obtain an expression for dr/dθ of
the form (1), with α = π. The explicit expression is quite large so we omit it.
All hypotheses for applying Theorem 1 to this case are satisfied using similar
arguments to those presented for the proof of Theorem 6.

We obtain each y+i and y−i , i = 1. . . . , 7 applying expression (3) respectively
for X1 and X2 of system (9), after the changes previously described. Then we
calculate the averaged functions fi, i = 1. . . . , 7 using equation (2). We remark
that, up to the averaging theory of order 4, the results in this case can be easily
obtained from those already calculated in the proof of Theorem 7, taking into
account the condition αj0 = βj0 = γj0 = δj0 = 0, j = 1, . . . , 7, so we do not explicitly
present the averaging functions from order 1 to 3 here. Starting from the averaged
function of order 4 we have

f4(r) = R4r
4 +R3r

3 +R2r
2 +R1r,

and Ri for i = 1, . . . , 4 are linearly independent in their variables, since the rank of
the Jacobian matrix of the functionR = (R1, . . . , R4) with respect to its variables
is maximal. We do not explicitly provide their expressions, because they are very
long. Therefore f4(r) has at most 3 solutions in D, by Theorem 5. Applying
Theorem 1 it is proved that at most 3 limit cycles can bifurcate from the origin of
system (9) with p(x, y) of the form (11), and αj0 = βj0 = γj0 = δj0 = 0, j = 1, . . . , 7
using the averaging theory of order 4.

The next averaging functions are calculated in a similar way, so we obtain

f5(r) = S5r
5 + S4r

4 + S3r
3 + S2r

2 + S1r,

and Si for i = 1, . . . , 5 are linearly independent in their variables,

f6(r) = T6r
6 + T5r

5 + T4r
4 + T3r

3 + T2r
2 + T1r,

and Tj for j = 1, . . . , 6 are linearly independent in their variables,

f7(r) = U7r
7 + U6r

6 + U5r
5 + U4r

4 + U3r
3 + U2r

2 + U1r,
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and Uk for k = 1, . . . , 7 are linearly independent in their variables. The expressions
of Si, i = 1, . . . , 5, Tj, j = 1, . . . , 6 and Uk, k = 1, . . . , 7 are very long so we do
not provide them here.

Thus f5(r), f6(r) and f7(r) has at most 4, 5 and 6 solutions in D, respectively,
see Theorem 5. Applying Theorem 1 we conclude that at most 4, 5, and 6 limit
cycles can bifurcate from the origin of system (9) with p(x, y) of the form (11),
and αj0 = βj0 = γj0 = δj0 = 0, j = 1, . . . , 7 using the averaging theory of order 5, 6
and 7, respectively. Therefore Theorem 8 is proved.

The following table summarizes our results for this case

Averaging order # limit cycles

1 0
2 1
3 2
4 3
5 4
6 5
7 6

Table 2. Limit cycles for quartic discontinuous differential
systems with a uniform isochronous center at the origin.
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6. Proof of Theorems 9 and 10

System (1) becomes continuous by taking α = 2π and therefore the averaging
theory developed in subsection 1.1 also applies to continuous differential systems.

First, consider the continuous differential system (8) with p(x, y) of the form
(10). In order to study the limit cycles for this system we only need the expressions
of y+i , i = 1. . . . , 4, which were already calculated for studying the previous cases.
Hence, the averaged functions fi, i = 1. . . . , 4 can be obtained by the same
algorithm used for the discontinuous differential systems, by taking α = 2π.

The unperturbed continuous differential system corresponding to the perturbed
system (8), with either p(x, y) of the form (11) or (12) has a uniform isochronous
center at the origin, according to Theorems 3 and 4, respectively. We apply the
same arguments as in the previous paragraph, by taking α = 2π and using the
expressions of y+i , i = 1. . . . , 4 calculated in the proof of Theorem 7 to obtain the
averaged functions fi, i = 1. . . . , 4 for this case. We remark that the same number
of limit cycles was obtained in both cases where p(x, y) is either of the form (11)
or (12), in each averaging order studied.

Since the calculations and arguments are quite similar to those used in the
previous proofs, we omit the explicit expressions of the averaged functions. We
summarize our results in the following table

Averaging order # limit cycles
general case Uniform center

1 0 0
2 1 0
3 1 1
4 2 1

Table 3. Number of limit cycles for continuous differential
systems (8).

We remark that from this proof, it follows that system (8) with p(x, y) of the
form (10) has a weak focus at the origin provided that it has 2 limit cycles up to
the averaging theory of order 4.

7. Appendix

y±1 (θ, ρ) =

∫ θ

0

F±1 (φ, ρ)dφ,

y±2 (θ, ρ) =

∫ θ

0

(
2F±2 (φ, ρ) + 2∂F±1 (φ, ρ)y±1 (φ, ρ)

)
dφ,
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y±3 (θ, ρ) =

∫ θ

0

(
6F±3 (φ, ρ) + 6∂F±2 (φ, ρ)y±1 (φ, ρ)

+ 3∂2F±1 (φ, ρ)y±1 (φ, ρ)2 + 3∂F±1 (φ, ρ) y±2 (φ, ρ)
)
dφ,

y±4 (θ, ρ) =

∫ θ

0

(
24F±4 (φ, ρ) + 24∂F±3 (φ, ρ)y±1 (φ, ρ)

+ 12∂2F±2 (φ, ρ)y±1 (φ, ρ)2 + 12∂F±2 (φ, ρ)y±2 (φ, ρ)

+ 12∂2F±1 (φ, ρ)y±1 (φ, ρ)y±2 (φ, ρ)

+ 4∂3F±1 (φ, ρ)y±1 (φ, ρ)3 + 4∂F±1 (φ, ρ)y±3 (φ, ρ)
)
dφ,

y±5 (θ, ρ) =

∫ θ

0

(
120F±5 (φ, ρ) + 120∂F±4 (φ, ρ)y±1 (φ, ρ)

+ 60∂2F±3 (φ, ρ)y±1 (φ, ρ)2 + 60∂F±3 (φ, ρ)y±2 (φ, ρ)

+ 60∂2F±2 (φ, ρ)y±1 (φ, ρ)y±2 (φ, ρ) + 20∂3F±2 (φ, ρ)y±1 (φ, ρ)3

+ 20∂F±2 (φ, ρ)y±3 (φ, ρ) + 20∂2F±1 (φ, ρ)y±1 (φ, ρ)y±3 (φ, ρ)

+ 15∂2F±1 (φ, ρ)y±2 (φ, ρ)2 + 30∂3F±1 (φ, ρ)y±1 (φ, ρ)2y±2 (φ, ρ)

+ 5∂4F±1 (φ, ρ)y±1 (φ, ρ)4 + 5∂F±1 (φ, ρ)y±4 (φ, ρ)
)
dφ,

y±6 (θ, ρ) =

∫ θ

0

(
720F±6 (φ, ρ) + 720∂F±5 (φ, ρ)y±1 (φ, ρ)

+ 360∂2F±4 (φ, ρ)y±1 (φ, ρ)2 + 360∂F±4 (φ, ρ)y±2 (φ, ρ)

+ 120∂3F±3 (φ, ρ)y±1 (φ, ρ)3 + 360∂2F±3 (φ, ρ)y±1 (φ, ρ)y±2 (φ, ρ)

+ 120∂F±3 (φ, ρ)y±3 (φ, ρ) + 30∂4F±2 (φ, ρ)y±1 (φ, ρ)4

+ 180∂3F±2 (φ, ρ)y±1 (φ, ρ)2y±2 (φ, ρ) + 120∂2F±2 (φ, ρ)y±1 (φ, ρ)y±3 (φ, ρ)

+ 90∂2F±2 (φ, ρ)y±2 (φ, ρ)2 + 30∂F±2 (φ, ρ)y±4 (φ, ρ)

+ 60∂4F±1 (φ, ρ)y±1 (φ, ρ)3y±2 (φ, ρ) + 60∂3F±1 (φ, ρ)y±1 (φ, ρ)2y±3 (φ, ρ)

+ 90∂3F±1 (φ, ρ)y±1 (φ, ρ)y±2 (φ, ρ)2 + 30∂2F±1 (φ, ρ)y±1 (φ, ρ)y±4 (φ, ρ)

+ 60∂2F±1 (φ, ρ)y±2 (φ, ρ)y±3 (φ, ρ) + 6∂5F±1 (φ, ρ)y±1 (φ, ρ)5

+ 6∂F±1 (φ, ρ)y±5 (φ, ρ)
)
dφ,

y±7 (t, ρ) =

∫ t

0

(
5040F±7 (φ, ρ) + 5040∂F±6 (φ, ρ)y±1 (φ, ρ)

+ 2520∂2F±5 (φ, ρ)y±1 (φ, ρ)2 + 2520∂F±5 (φ, ρ)y±2 (φ, ρ)

+ 2520∂2F±4 (φ, ρ)y±1 (φ, ρ)y±2 (φ, ρ) + 840∂3F±4 (φ, ρ)y±1 (φ, ρ)3
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+ 840∂F±4 (φ, ρ)y±3 (φ, ρ) + 840∂2F±3 (φ, ρ)y±1 (φ, ρ)y±3 (φ, ρ)

+ 630∂2F±3 (φ, ρ)y±2 (φ, ρ)2 + 1260∂3F±3 (φ, ρ)y±1 (φ, ρ)2y±2 (φ, ρ)

+210∂4F±3 (φ, ρ)y±1 (φ, ρ)4 + 210∂F±3 (φ, ρ)y±4 (φ, ρ)

+ 210∂2F±2 (φ, ρ)y±1 (φ, ρ)y±4 (φ, ρ) + 420∂3F±2 (φ, ρ)y±1 (φ, ρ)2y±3 (φ, ρ)

+ 420∂4F±2 (φ, ρ)y±1 (φ, ρ)3y±2 (φ, ρ) + 630∂3F±2 (φ, ρ)y±2 (φ, ρ)2y±1 (φ, ρ)

+ 42∂5F±2 (φ, ρ)y±1 (φ, ρ)5 + 420∂2F±2 (φ, ρ)y±2 (φ, ρ)y±3 (φ, ρ)

+ 42∂F±2 (φ, ρ)y±5 (φ, ρ) + 630∂3F±2 (φ, ρ)y±2 (φ, ρ)2y±1 (φ, ρ)

+ 7∂6F±1 (φ, ρ)y±1 (φ, ρ)6 + 105∂5F±1 (φ, ρ)y±1 (φ, ρ)4y±2 (φ, ρ)

+ 140∂4F±1 (φ, ρ)y±1 (φ, ρ)3y±3 (φ, ρ) + 630∂4F±1 (φ, ρ)y±1 (φ, ρ)2y±2 (φ, ρ)2

+ 105∂3F±1 (φ, ρ)y±1 (φ, ρ)2y±4 (φ, ρ) + 42∂2F±1 (φ, ρ)y±1 (φ, ρ)y±5 (φ, ρ)

+ 420∂3F±1 (φ, ρ)y±1 (φ, ρ)y±2 (φ, ρ)y±3 (φ, ρ)

+ 105∂3F±1 (φ, ρ)y±2 (φ, ρ)3 + 105∂2F±1 (φ, ρ)y±2 (φ, ρ)y±4 (φ, ρ)

+70∂2F±1 (φ, ρ)y±3 (φ, ρ)2 + 7∂F±1 (φ, ρ)y±6 (φ, ρ)
)
dφ.
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