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Abstract
In this work we study Stieltjes differential systems of which the derivators are allowed
to change sign. This leads to the definition of the notion of a function of controlled
variation, a characterization of precompact sets of g-continuous functions, and an
explicit expression of g-exponential maps. Finally, we prove a Peano-type existence
result and apply it to a model of fluid stratification on buoyant miscible jets and
plumes.
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1 Introduction
In the last years, there has been quite an interest in the theory regarding problems with
Stieltjes derivatives. This kind of problems can be traced back to the works of Kurzweil [11]
and later of Schwabik and Tvrdý [17, 20, 21] but, whereas these works deal with Stieltjes
measures directly through the associated integral problems, some others, such as [7, 12,
14], center their attention in the definition and the meaning of the Stieltjes derivatives.

In a recent article of López Pouso and Márquez Albés [13], the authors study the case of
systems with Stieltjes derivatives with several different derivators. All of them are assumed
to be left-continuous and nondecreasing. They establish the existence of a solution of the
following system of differential equations with respect to h:

x′
h(t) = f

(
t, x(t)

)
μh-a.e. t ∈ [t0, t0 + τ ], x(0) = x0, (1.1)

where h = (h1, . . . , hn) : [t0, t0 + T] →R
n is such that hi is left-continuous and nondecreas-

ing for every i = 1, . . . , n (see [13, Theorem 4.5]).
In this manuscript, we consider more general maps h. More precisely, we want to see if

the nondecreasingness assumption on all hi can be dropped. In particular, for g : [t0, t0 +
τ ] →R a left-continuous function of bounded variation, we study the problem

x′
g(t) = f

(
t, x(t)

)
μg-a.e. t ∈ [t0, t0 + τ ], x(0) = x0. (1.2)

© The Author(s) 2020. This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use,
sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original
author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other
third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Repositorio Institucional da Universidade de Santiago de Compostela

https://core.ac.uk/display/322911611?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://doi.org/10.1186/s13661-020-01345-0
http://crossmark.crossref.org/dialog/?doi=10.1186/s13661-020-01345-0&domain=pdf
http://orcid.org/0000-0001-8516-380X
mailto:fernandoadrian.fernandez@usc.es


Frigon and Tojo Boundary Value Problems         (2020) 2020:41 Page 2 of 24

First, let us observe that it is much easier to establish the existence of a solution of the
weaker integral equation:

x(t) = x0 +
∫ t

a
f
(
s, x(s)

)
dμg(s), (1.3)

where μg is the Lebesgue–Stieltjes measure with respect to g . Indeed, it is well known that
there exist two left-continuous nondecreasing functions g+, g– such that g = g+ – g–. This
remark leads us to consider the following system:

y′
g+ (t) = f

(
t, y(t) + z(t)

)
,

z′
g– (t) = –f

(
t, y(t) + z(t)

)
,

(
y(t0), z(t0)

)
= (x0, 0).

(1.4)

For h = (g+, g–), [13, Theorem 4.5], ensures the existence of a solution (y, z) of (1.4). It is
easy to see that (y, z) is also a solution of the integral system:

y(t) = x0 +
∫ t

a
f
(
t, y(t) + z(t)

)
dμg+ ,

z(t) = –
∫ t

a
f
(
t, y(t) + z(t)

)
dμg– .

(1.5)

So, y + z satisfies

(y + z)(t) = x0 +
∫ t

a
f
(
t, y(t) + z(t)

)
d(μg+ – μg– ),

that is, x = y + z is a solution of (1.3).
It is important to realize that, although the previous procedure is simple, it is lacking in

that it does not provide any information on the form or behavior of the g-derivative, and
that is because we only obtained a solution of the integral equation (1.3). What is more, in
order to study the problem (1.2), we would first have to define the g-derivative, the signed
measure μg , and also the positive measure |μg | in this context. Of course, the Radon–
Nikodym derivative will be properly defined as it follows from the integral equation, but
it lacks an interpretation in terms of g . In this sense, there have been previous treatments
of derivatives with respect to functions of bounded variation from the measure perspec-
tive (see [4, 8]) or related to the Kurzweil–Stieltjes integral [16]. Measures have the great
advantage of allowing for a general treatment without worrying about the behavior at spe-
cific points, but this same asset turns into a disadvantage when it is precisely that trait that
we want to control in practical applications.

It is for the reasons mentioned above that we will study the case of systems with g-
derivators that can change sign, focusing on the obtaining of solutions of a system of g-
differential equations. In order to achieve this goal, we will have to rework the theory re-
garding the Fundamental Theorem of Calculus for the Lebesgue–Stieltjes integral as pre-
sented in [14], where it was done only for measures associated to nondecreasing functions.
Allowing our derivators to be nonmonotonic will force us to introduce new concepts, such
as that of a function of controlled variation, in order to correctly define a new notion of
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absolute continuity which is not based on related measures (see [8]) but relies directly on
the function.

This development of the theory will allow us to obtain an explicit formula for the g-
exponential map which will be the solution of a linear g-differential equation. Then, we
will present an analog of the Peano theorem in this context. Finally, in the last section, we
show how the theory of g-differential equations with nonmonotone g can be applied to a
model of fluid stratification on buoyant miscible jets and plumes presented in [2].

2 Preliminaries
We recall some facts about bounded variation functions and their relation with signed
measures.

Definition 2.1 Let I ⊂R be an interval and g : I → R. Given an interval J ⊂ I , we denote

P(J) :=
{

P = (x1, . . . , xkP ) : kP ≥ 2; xj ∈ J , j = 1, . . . , kP; xj ≤ xj+1, j = 1, . . . , kP – 1
}

.

The total variation of g in J is defined by

varg J := sup
P∈P(J)

kP–1∑

j=1

∣
∣g(xj+1) – g(xj)

∣
∣ ∈ [0,∞].

If varg(I) < ∞, we say that g is a function of bounded variation and we denote

BV(I,R) = {g : I →R : g is a function of bounded variation},
BV–(I,R) =

{
g ∈ BV(I,R) : g is left continuous

}
.

From now on we write g(x+) := limy→x+ g(y) and g(x–) := limy→x– g(y). In order to avoid
having to separate cases when x is an extremity of I , for instance, in the case I = [a, b], we
define g(a–) := g(a) and g(b+) := g(b). It is well known that functions of bounded variation
are regulated, so lateral limits always exist. For g ∈ BV(I,R), let us define

D+
g :=

{
x ∈ I : g

(
x+)

– g
(
x–)

> 0
}

,

D–
g :=

{
x ∈ I : g

(
x+)

– g
(
x–)

< 0
}

,

Dg := D+
g ∪ D–

g ,

and

Cg :=
{

x ∈ I : g(x) = g(y), y ∈ (x – ε, x + ε) for some ε ∈ R
+}

. (2.1)

It is also well known that Dg is countable [14]. Given an interval J ⊂ I , we consider

var+
g J = sup

P∈P(J)

kP–1∑

j=1

[
g(xj+1) – g(xj)

]+,

var–
g J = sup

P∈P(J)

kP–1∑

j=1

[
g(xj+1) – g(xj)

]–,
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where c+ = max{c, 0} and c– = – min{c, 0}. We call var+
g J and var–

g J the positive variation
and the negative variation of g on J , respectively.

For g ∈ BV–(I,R), var+
g , var–

g , and varg can serve to construct measures μ+
g , μ–

g , and
|μg |, respectively, [1, Theorem 4.1.9] in the following way. Define, for instance, vg(x) :=
varg[a, x), x ∈ (a, b]. Thus defined, vg is left continuous and there is a unique measure,
|μg |, such that

|μg |
(
[x, y)

)
= vg(y) – vg(x) = varg[a, y) – varg[a, x) = varg[x, y).

Observe that

|μg |
({x}) = vg

(
x+)

– vg(x) =: varg
[
x, x+]

= g
(
x+)

– g(x).

So, |μg |({x}) 
= 0 if and only if x ∈ Dg . Note that Cg is, by definition, an open set in the usual
topology of I . Therefore, it can be rewritten uniquely as the disjoint countable union of
open intervals, say Cg =

⋃
n∈N(an, bn). Thus, it is easy to see that |μg |(Cg) = 0. The measures

μ+
g and μ–

g are defined similarly from var–
g and var+

g , respectively.

Lemma 2.2 The measure |μ|g satisfies |μg | = μ+
g + μ–

g .

Definition 2.3 (Jordan Decomposition) We define the signed measure μg := μ+
g – μ–

g .

The definitions presented here for μ+
g , μ–

g , and |μg | coincide with those stated in order
to obtain the Jordan decomposition [1, Definition 5.1.2], that is, for any μg -measurable set
A, we have that

μ+
g (A) = sup

{
μg(B) : B ⊂ A, B μg-measurable

}
,

μ–
g (A) = sup

{
–μg(B) : B ⊂ A, B μg-measurable

}
,

|μg |(A) = μ+
g (A) + μ–

g (A).

We denote by L1
g (I,R) the space of |μg |-integrable functions on the interval I , that is, the

set of |μg |-measurable maps h : I →R such that
∫

I |h|d|μg | < ∞. Notice that

∫

I
h d|μg | =

∫

I\Dg

h d|μg | +
∑

t∈Dg

h(t)
∣∣g

(
t+)

– g(t)
∣∣.

Remark 2.4 Observe that if a function is |μg |-integrable, it is also μg -integrable.

3 Functions of controlled variation
In this section, we introduce the notion of functions of controlled variation.

Definition 3.1 We say that g ∈ BV–(I,R) is a function of controlled variation if there exists
a closed set Fg ⊂ I such that g is monotonic on each connected component of I\Fg and
|μg |(Fg\Dg) = 0. We denote

CV–(I,R) =
{

g ∈ BV–(I,R) : g is a function of controlled variation
}

.
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Proposition 3.2 The set CV–(I,R) is a dense subset of BV–(I,R).

Proof Rational polynomials are contained in CV–(I,R) and are dense in L1(I,R). There is
a continuous inclusion of BV(I,R) into L1(I,R) [10], so CV–(I,R) is dense in BV–(I,R). �

Remark 3.3 Not all functions in BV–(I,R) are of controlled variation. In [5, Sect. 3], they
build a continuous function g of bounded variation that is not monotonic type on any in-
terval. This implies that Fg would have to be taken equal to I , but in that case |μg |(Fg\Dg) =
|μg |(I) 
= 0, so g /∈ CV–(I,R). Given g ∈ BV–(I,R), we have that g = g1 – g2, where g1 and g2

are continuous nondecreasing functions, and therefore g1, g2 ∈ CV–(I,R). Hence, we de-
duce that CV–(I,R) is not a vector space. Such functions in BV–(I,R)\CV–(I,R) do not
occur in practical applications and are only of interest as counterexamples.

In Remark 5.3, we will stress why it is important for g to be of controlled variation.

Remark 3.4 Observe that, for g ∈ CV–(I,R), the role of Fg in the previous definition could
be played by Fg\Cg , which is compact and such that (Fg\Cg)\Dg is hereditarily discon-
nected (that is, all of its connected components consist of just one point [9, p. 223]). To
see this, take a connected component E of Fg\Dg with more than a point. The connected
components in the usual topology of I are intervals and, since |μg |(E) = 0, g has to be
constant on E. Therefore, E̊ can be subtracted from Fg because g is monotonic on E and
Fg\E̊ is closed. The set E\E̊ has at most two points, each one is a connected component
of (Fg\Dg)\E̊. We can do this process with all connected components of Fg\Dg with more
than one point. We arrive to a new Fg , which is precisely Fg\Cg , and (Fg\Cg)\Dg is hered-
itarily disconnected. Moreover, |μg |((Fg\Cg)\Dg) = |μg |(Fg\(Dg ∪ Cg)) = 0.

Remark 3.5 Hereditarily disconnected sets, such as the Cantor set, can be uncountable.

In what follows, for g ∈ CV–(I,R), we will assume that its associated closed set Fg is a
subset of I\Cg .

Lemma 3.6 If g ∈ CV–(I,R), then there exists a countable family of pairwise disjoint subin-
tervals of I , {Iλ}λ∈Λ, such that Fg = I\⋃

λ∈Λ Iλ and, for each λ ∈ Λ, g is monotonic on
Iλ = (aλ, bλ).

Proof We assume, using Remark 3.4, that Fg\Dg is hereditarily disconnected. Since Fg is
closed, the open set R\Fg is a (unique) disjoint union of a countable (because the usual
topology of R is second countable) family of pairwise disjoint open intervals,

⋃
λ∈Λ Iλ,

where Iλ = (aλ, bλ) for λ ∈ Λ. Since each (aλ, bλ) is connected and contained in I\Fg , g is
monotonic on (aλ, bλ). �

Definition 3.7 Let g ∈ CV–(I,R) and its associated closed set Fg = I\⋃
λ∈Λ Iλ ⊂ I\Cg with

{Iλ}λ∈Λ a countable family of pairwise disjoint open intervals such that, for each λ ∈ Λ, g
is monotonic on Iλ. We define

Λ+ =
{
λ ∈ Λ : g is nondecreasing on Iλ = (aλ, bλ)

}
, Λ– = Λ\Λ+,

A+ =
⋃

λ+∈Λ+

Iλ+ , A– =
⋃

λ–∈Λ–
Iλ– .



Frigon and Tojo Boundary Value Problems         (2020) 2020:41 Page 6 of 24

Observe that μ+
g (A–) = μ+

g (D–
g ) = 0 and μ–

g (A+) = μ–
g (D+

g ) = 0.
Let us recall the existence of a Hahn decomposition associated to g .

Theorem 3.8 (Hahn Decomposition, [1, Theorem 5.1.6]) There exists a μg -measurable
set, P ⊂ I , such that μ+

g (E) = μg(E ∩ P) and μ–
g (E) = –μg(E\P) for every E ⊂ I μg -

measurable.

The sets given in Definition 3.7 are related to the Hahn decomposition associated to μg .

Proposition 3.9 Let g ∈ CV–(I,R) and P ⊂ I the μg -measurable set given by the Hahn
decomposition of μg . We have, for every E ⊂ I μg -measurable,

μ+
g (E) = μg(E ∩ P) = μg

(
E ∩ (

A+
g ∪ D+

g
))

and

μ–
g (E) = –μg(E\P) = –μg(

(
E ∩ (

A–
g ∪ D–

g
))

.

Proof Let E ⊂ I μg -measurable. Since |μg |(Fg\Dg) = 0,

μg(E ∩ P) = μ+
g (E)

= μ+
g
(
E ∩ (Fg\Dg)

)
+ μ+

g
(
E ∩ (

A+
g ∪ D+

g
))

+ μ+
g
(
E ∩ (

A–
g ∪ D–

g
))

= μ+
g
(
E ∩ (

A+
g ∪ D+

g
))

.

Similarly, we deduce that μ–
g (E) = –μg(E\P) = –μg(E ∩ (A–

g ∪ D–
g )). �

4 The g-continuity and the relative compactness in BCg(I,R)
From now on and unless stated otherwise, we will consider g ∈ CV–(I,R) and Fg ⊂ I\Cg

its associated closed set.
As notation, consider [x, y] := [y, x] if y ≤ x. If we define �g(x, y) = varg[x, y] for x, y ∈ I ,

we find that � is a displacement.

Definition 4.1 ([15]) Let X 
= ∅ be a set. A displacement is a function � : X2 → R such
that the following properties hold:

(H1) �(x, x) = 0, x ∈ X .
(H2) For all x, y ∈ X ,

lim
z⇀y

∣∣�(x, z)
∣∣ =

∣∣�(x, y)
∣∣,

where

lim
z⇀y

∣
∣�(x, z)

∣
∣ := sup

{
lim inf

n→∞
∣
∣�(x, zn)

∣
∣ : (zn)n∈N ⊂ X,

∣
∣�(y, zn)

∣
∣ n→∞−−−→ 0

}
,

and the limit is considered in the usual topology of R.

The fact that �g is a displacement implies that we already know a lot regarding the
topology generated by g .
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Definition 4.2 Given t ∈ I and r ∈ R
+, we define the g-open ball of center t and radius r,

as Bg(t, r) := {s ∈ I : varg [t, s] < r}. Also, we define the g-topology in the following way:

τg :=
{

U ⊂ I : ∀t ∈ U ∃r ∈R
+, Bg(t, r) ⊂ U

}
.

Remark 4.3 This definition coincides with [7, Definition 3.1] when g is nondecreasing.

When necessary, we will denote by τu the usual topology on R
n.

Definition 4.4 A map h : I →R is said to be g-continuous if h : (I, τg) → (R, τu) is contin-
uous. We denote by Cg(I,R) the set of g-continuous functions and by BCg(I,R) the set of
bounded g-continuous functions.

The proof of the following result is analogous to [7, Theorem 3.4].

Proposition 4.5 The space BCg(I,R) endowed with the supremum norm is a Banach
space.

As usual, g-continuity can be characterized using g-open balls.

Lemma 4.6 ([15]) A map h : I →R is g-continuous if and only if, for every t ∈ I and ε ∈R
+,

there exists δ ∈ R
+ satisfying |h(s) – h(t)| < ε for every s ∈ Bg(t, δ).

From now on I will be a compact interval [a, b] in R.
The next proposition can be proven as in [7, Proposition 3.2].

Proposition 4.7 If g ∈ CV–(I,R) and h : I →R is g-continuous, then
(1) h is continuous from the left at every t ∈ (a, b];
(2) if g is continuous at t ∈ [a, b), then so is h;
(3) if g is constant on some [α,β] ⊂ I , then so is h.

In [7], the authors gave sufficient conditions on certain sets of regulated functions in
BCg(I,R) for the case where g is nondecreasing to ensure that they are relatively compact.
Here, we provide a characterization for BCg(I,R) in our more general setting using Vala’s
Theorem [22].

Definition 4.8 Let X be a set and (Y , d) be a metric space. We say that a map f : X → Y
is precompact if f (X) is precompact. Let K(X, Y ) be the family of precompact maps from
X to Y endowed with the usual metric induced by d.

Theorem 4.9 (Ascoli–Arzelà–Vala [22, Theorem 1]) Let K (X, Y ) be endowed with the
topology induced by the metric and let S ⊂ K(X, Y ). Then S is precompact if and only if

(i) S(x) := {f (x) ∈ Y : f ∈ S} is precompact for all x ∈ X ;
(ii) S is of equal variation, i.e., for every ε ∈R

+, there is a finite covering {Xk}m
k=1 of X

such that d(f (x), f (y)) < ε for every f ∈ S, every x, y ∈ Xk and every k = 1, . . . , m.

Now, all we have to do is to translate this characterization to the space BCg(I,R). To
this end, first observe that, since R is a complete space, a subset A ⊂ R is precompact
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if and only if it is relatively compact [6, (3.17.5)]. Furthermore, R satisfies Heine–Borel’s
property, so A is precompact if and only if it is bounded. This implies that

BCg(I,R) = BC
(
(I, τg), (R, τu)

)⊂K
(
(I, τg),

(
R, | · |)),

and, therefore, Theorem 4.9 is applicable to BCg(I,R).

Definition 4.10 A set S ⊂ BCg(I,R) is said to be g-equicontinuous if, for every ε ∈R
+ and

t ∈ I , there exists δ ∈ R such that |f (t) – f (s)| < ε for every f ∈ S and every s ∈ I such that
varg[t, s] < δ. We say that S is uniformly g-equicontinuous if, for every ε ∈ R

+, there exists
δ ∈R

+ such that |f (t) – f (s)| < ε for every f ∈ S and every t, s ∈ I such that varg[t, s] < δ.

Definition 4.11 A set S ⊂ BCg(I,R) is said to be g-stable if, for every t ∈ [a, b) ∩ Dg and
every ε ∈ R

+, there exist δ ∈ R
+ and a finite covering {Xk}m

k=1 of [t, t + δ) ∩ I such that
|f (x) – f (y)| < ε for every f ∈ S, every x, y ∈ Xk and every k = 1, . . . , m.

Remark 4.12 Observe that in Definition 4.11 we can change [t, t + δ) ∩ I by
(t, t + δ) ∩ I . Indeed, if {Xk}m

k=1 is a suitable finite covering of (t, t + δ) ∩ I , then {t} ∪ {Xk}m
k=1

is an appropriate finite covering of [t, t + δ) ∩ I .

Stability is a property that serves to compensate the lack of compactness of (I, τg). The
space (I, τg) is not compact in general because, as it was pointed out in [7, Example 3.3],
there are g-continuous functions defined on I which are not bounded, something that
would always be the case if (I, τg) was compact. Stability has been present in the literature
in several ways. In [7, Theorem 4.2(iii)], for regulated functions, they ask S to have uniform
right-hand side limits in t ∈ [a, b) ∩ Dg , something which coincides with our definition in
that case. It also appears in [19, Theorem 1] (named stability as well) or [3, Sect. 2.12, p. 62]
(named equiconvergence) with a different formulation consistent with the topology of R.

Lemma 4.13 Let S ⊂ BCg(I,R). If S is uniformly g-equicontinuous, then S is g-equi-
continuous and g-stable.

Proof Clearly, S is g-equicontinuous. Take t ∈ [a, b) ∩ Dg and fix ε ∈ R
+. Let ρ ∈ R

+ be
such that |f (x) – f (y)| < ε for every f ∈ S and every x, y ∈ I such that varg[x, y] < ρ . Now,
there exists δ ∈R

+ such that varg(t, t + δ) < ρ because g is regulated. Thus, by Remark 4.12,
S is g-stable. �

Theorem 4.14 Let S ⊂ BCg(I,R), then S is precompact if and only if
(i) S(t) is bounded for all t ∈ I ;

(ii) S is g-equicontinuous;
(iii) S is g-stable.

Proof As we have argued before, S(t) is precompact if and only if S(t) is bounded, so Con-
ditions (i) in both Theorem 4.9 and Theorem 4.14 coincide.

Now, let us see that, if (i)–(iii) hold, then S satisfies Condition (ii) of Theorem 4.9. Fix
ε ∈ R

+. For every t ∈ I , there exists δt ∈ R
+ such that |f (t) – f (s)| < ε

2 for every f ∈ S and
every s ∈ I such that varg[t, s] < δt . Consider Ut := Bg(t, δt) for every t ∈ I . If t ∈ I\Dg , then,
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by the continuity of g at t, there exists ρt ∈ R
+ such that Vt = (t – ρt , t + ρt) ∩ I ⊂ Ut .

On the other hand, if t ∈ Dg , since g is left continuous, there exists σt ∈ R
+ such that

(t –σt , t]∩I ⊂ Ut ∩[a, t]. Finally, since S is g-stable, there exists ηt ∈R
+ and a finite covering

{Xt,k}mt
k=1 of [t, t + ηt) ∩ I such that |f (x) – f (y)| < ε for every f ∈ S, every x, y ∈ Xt,k and every

k = 1, . . . , mt . For t ∈ Dg , we set ρt := min{σt ,ηt}. We denote Vt := (t – ρt , t + ρt) ∩ I . The set
{Vt}t∈I is an open cover of (I, τu), so there exists a finite subcover {Vti}j

i=1.
We consider the finite covering of I ,

Y :=
{

Vti : i ∈ {1, . . . , j} and ti /∈ Dg
} ∪ {

Vti\[ti, ti + ρti ) : i ∈ {1, . . . , j} and ti ∈ Dg
}

∪ {
[ti, ti + ρti ) ∩ Xti ,ki : i ∈ {1, . . . , j}, ti ∈ Dg and ki ∈ {i, . . . , mti}

}
.

If x, y ∈ Vti for some ti /∈ Dg or if x, y ∈ Vti\[ti, ti + ρti ) for some ti ∈ Dg , then x, y ∈ Uti and

∣
∣f (x) – f (y)

∣
∣ ≤ ∣

∣f (x) – f (ti)
∣
∣ +

∣
∣f (ti) – f (y)

∣
∣ < ε for every f ∈ S.

Also, if x, y ∈ [ti, ti +ρti )∩Xti ,ki for some ti ∈ Dg and some ki ∈ {1, . . . , mti}, then |f (x)– f (y)| <
ε for every f ∈ S. Therefore, S satisfies (ii) of Theorem 4.9 and hence, S is precompact.

Now, let us assume that S is precompact. It was noticed before that S satisfies (i). Let
ε > 0. For t /∈ Dg and for ρ > 0, we consider the set

Sε,t(ρ) :=
{

f ∈ S :
∣
∣f (t) – f (s)

∣
∣ < ε for all s ∈ I such that varg[t, s] < ρ

}
.

It is easy to see that {Sε,t(ρ)}ρ∈R+ is an open cover of S. Since S is precompact, and
BCg(I,R) is complete, S is compact, so there is a finite subcover {Sε,t(ρk)}k=1,...,m. Take
δ := min{ρk : k = 1, . . . , m}. Then, if s ∈ I is such that varg[t, s] < δ, one has |f (t) – f (s)| < ε

for every f ∈ S. Similarly, for t ∈ Dg , using the left continuity of f ∈ S at t, one can see that
{Sε,t(ρ)}ρ∈(0,g(t+)–g(t)) is an open cover of S. Again, the precompactness of S ensures the ex-
istence of a finite subcover {Sε,t(ρk)}k=1,...,m. Thus, if s ∈ I is such that varg[t, s] < min{ρk : k =
1, . . . , m}, one has |f (t) – f (s)| < ε for every f ∈ S. So, S is g-equicontinuous. Finally, Theo-
rem 4.9 implies that there exists a finite covering {Xk}m

k=1 of I such that |f (x) – f (y)| < ε for
every f ∈ S, every x, y ∈ Xk and every k ∈ {1, . . . , m}. Therefore S is g-stable. �

Combining Lemma 4.13 and Theorem 4.14, we deduce the following result.

Corollary 4.15 Let S ⊂ BCg(I,R). If
(i) S(t) is bounded for all t ∈ I and

(ii) S is uniformly g-equicontinuous,
then S is precompact.

5 The g-derivative
We now generalize to nonmonotonic derivator g the notion of g-derivative introduced in
[14].

Definition 5.1 The derivative with respect to g (or g-derivative) of a function f : I →R at
a point x ∈ Dg ∪ (I\(Fg ∪ Cg)) is defined as follows, provided that the corresponding limits
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exist:

f ′
g (x) =

⎧
⎨

⎩
limy→x

f (y)–f (x)
g(y)–g(x) if x /∈ Dg ,

limy→x+
f (y)–f (x)
g(y)–g(x) if x ∈ Dg .

Proposition 5.2 Let f : I → R and x0 ∈ Dg ∪ (I\(Fg ∪ Cg)). Then the following statements
are equivalent:

(1) The map f is g-differentiable at x0.
(2) There exist α ∈R, a set N ⊂ I containing x0 and a function ϕ : N →R such that

ϕ(x0) = 0, g(x) 
= g(x0) for every x ∈ N\{x0},

f (x) = f (x0) +
[
ϕ(x) + α

][
g(x) – g(x0)

]
for every x ∈ N ,

and one of the following holds:
(i) x0 /∈ Dg , N is open in I and ϕ is continuous at x0;

(ii) x0 ∈ Dg , N is open in [x0,∞) ∩ I and ϕ is right continuous at x0.
In the case (2), we have that α = f ′

g (x0).

Proof (1) ⇒ (2) If f is g-differentiable at x0 /∈ Dg (resp. x0 ∈ Dg ), then g(x) 
= g(x0) in a
neighborhood N of x0 in I (resp. in I ∩ [x0,∞)) (otherwise we could not take the limit that
defines f ′

g (x0)). Hence, it is enough to define

ϕ(x) :=
f (x) – f (x0)
g(x) – g(x0)

– f ′
g (x0)

for x ∈ N\{x0} and ϕ(x0) = 0. By the definition of the derivative, ϕ is continuous at x0 (resp.
right continuous at x0).

(2) ⇒ (1) Since ϕ is right continuous at x0,

lim
x→x+

0

f (x) – f (x0)
g(x) – g(x0)

= lim
x→x+

0

(
ϕ(x) + α

)
= α.

In the case where x0 /∈ Dg , we have the analogous result with the left limit. So, in either
case, there exists f ′

g (x0) = α. �

Remark 5.3 Now, we see why it is important that g is of controlled variation. Assume, for
instance, that we have a point t0 ∈ (a, b)\Dg such that there are two sequences {tn}, {sn} in
(a, t0) converging to t0 and satisfying that g(tn) < g(t0) < g(sn); that is, that t0 does not belong
to any open interval where g is monotonic. Furthermore, assume that g is differentiable at
t0. Then, if f is g-differentiable at t0, we have that

f ′(t0) = lim
t→t0

f (t) – f (t0)
t – t0

= lim
t→t0

f (t) – f (t0)
g(t) – g(t0)

g(t) – g(t0)
t – t0

= f ′
g (t0)g ′(t0).

But also, observe that, for every n ∈N,

g(tn) – g(t0)
tn – t0

> 0 >
g(sn) – g(t0)

sn – t0
,

which implies that g ′(t0) = 0. Hence, f ′(t0) = 0.
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In conclusion, the fact that t0 does not belong to any open interval where g is monotonic
forces very restrictive conditions on the behavior of f .

The next result establishes a more general chain rule than the one in [14].

Proposition 5.4 (Chain rule) Let g1 ∈ CV–((a, b),R), g2 ∈ CV–((c, d),R), f : (a, b) → (c, d)
and h : (c, d) →R. Assume that g2 ◦ f is g1-differentiable at some x0 ∈ (a, b) with f (x0) /∈ Dg2 ,
and h is g2-differentiable at f (x0). Then, h ◦ f is g1-differentiable at x0 and

(h ◦ f )′g1 (x0) = h′
g2

(
f (x0)

)
(g2 ◦ f )′g1 (x0).

Proof We write the proof for x0 /∈ Dg1 . It is analogous for x0 ∈ Dg1 . Observe that, since
(g2 ◦ f )′g1 exists, g1(x) 
= g1(x0) in a neighborhood of x0. Since h is g2-differentiable at f (x0) /∈
Dg2 , by Proposition 5.2, there exist N a neighborhood of f (x0) and a function ϕ : N → R

continuous at f (x0) and such that ϕ(f (x0)) = 0 and

h(y) = h
(
f (x0)

)
+

[
ϕ(y) + h′

g2

(
f (x0)

)][
g2(y) – g2

(
f (x0)

)]
.

Therefore,

h(f (x)) – h(f (x0))
g1(x) – g1(x0)

=
(
ϕ
(
f (x)

)
+ h′

g2

(
f (x0)

))g2(f (x)) – g2(f (x0))
g1(x) – g1(x0)

.

Taking the limit, we have that

(h ◦ f )′g1 (x0) = h′
g2

(
f (x0)

)
(g2 ◦ f )′g1 (x0). �

The following corollary is obtained by taking g2 as the identity.

Corollary 5.5 Let g ∈ CV–(I,R), f : I → (c, d) a function g-differentiable at x0 and h :
(c, d) → R a function differentiable at f (x0). Then, (h ◦ f ) is g-differentiable at x0 and
(h ◦ f )′g(x0) = h′(f (x0))f ′

g (x0).

6 The fundamental theorem of calculus
From now on, we consider g ∈ CV–(I,R) and the sets associated to g provided by Defini-
tion 3.7,

A+
g =

⋃

λ+∈Λ+

Iλ+ and A–
g =

⋃

λ–∈Λ–
Iλ– .

Definition 6.1 A function h : I → R is said to be g-absolutely continuous if it is g-
continuous and if, for every ε ∈ R

+, there exists δ ∈ R
+ such that, for any family

{(αξ ,βξ )}ξ∈Ξ+ of pairwise disjoint subintervals of A+
g , any family {(αξ ,βξ )}ξ∈Ξ– of pairwise

disjoint subintervals of A–
g , and any sets E+ ⊂ D+

g , E– ⊂ D–
g , we have that, if

∑

ξ∈Ξ+

[
g(βξ ) – g

(
α+

ξ

)]
+

∑

ξ∈Ξ–

[
g
(
α+

ξ

)
– g(βξ )

]
+

∑

t∈E+

[
g
(
t+)

– g(t)
]

+
∑

t∈E–

[
g(t) – g

(
t+)]

< δ,
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then

∑

ξ∈Ξ+∪Ξ–

∣∣h(βξ ) – h
(
α+

ξ

)∣∣ +
∑

t∈E+∪E–

∣∣h
(
t+)

– h(t)
∣∣ < ε.

We denote by ACg(I,R) the set of g-absolutely continuous functions.

In the next two theorems, we show that, from μg -integrable maps, we can defined g-
absolutely continuous functions which are g-differentiable |μg |-almost every where.

Theorem 6.2 Let v ∈ L1
g ([a, b)) and h(x) :=

∫
[a,x) v(s) dμg for x ∈ I . Then h ∈ ACg(I,R).

Proof We consider the case v ≥ 0 |μg |-a.e. on I since v has to be the difference of two such
functions |μg |-a.e. Let ε ∈R

+. Since v ∈ L1
g ([a, b)), there exists δ ∈R

+ such that
∫

E v d|μg | <
ε if |μg |(E) < δ. Then, for varg[x, y] = |μg |([x, y)) < δ, we have that

∣∣h(y) – h(x)
∣∣ =

∣
∣∣∣

∫

[x,y)
v dμg

∣
∣∣∣ ≤

∫

E
v d|μg | < ε,

so h is g-continuous.
Now, take a family {(αξ ,βξ )}ξ∈Ξ+ of pairwise disjoint subintervals of A+

g , a family
{(αξ ,βξ )}ξ∈Ξ– of pairwise disjoint subintervals of A–

g , and sets E+ ⊂ D+
g , E– ⊂ D–

g such that

∑

ξ∈Ξ+

[
g(βξ ) – g

(
α+

ξ

)]
+

∑

ξ∈Ξ–

[
g
(
α+

ξ

)
– g(βξ )

]
+

∑

t∈E+

[
g
(
t+)

– g(t)
]

+
∑

t∈E–

[
g(t) – g

(
t+)]

< δ.

Let us denote B+ =
⋃

ξ∈Ξ+ (αξ ,βξ ) and B– =
⋃

ξ∈Ξ– (αξ ,βξ ). Observe that the sets B+, B–,
E+ and E– are pairwise disjoint, so

|μg |
(
B+ ∪ B– ∪ E+ ∪ E–)

= |μg |
(
B+)

+ |μg |
(
B–)

+ |μg |
(
E+)

+ |μg |
(
E–)

.

Furthermore, since g is nondecreasing on the connected components of B+, we have that
|μg |(B+) = μ+

g (B+). By similar observations we get that

|μg |
(
B+ ∪ B– ∪ E+ ∪ E–)

= μ+
g
(
B+)

+ μ–
g
(
B–)

+ μ+
g
(
E+)

+ μ–
g
(
E–)

.

Because g is left continuous, the measure in each of the intervals (αξ ,βξ ) is given by |g(βξ )–
g(α+

ξ )|, so we have that

|μg |
(
B+ ∪ B– ∪ E+ ∪ E–)

= μ+
g
(
B+)

+ μ–
g
(
B–)

+ μ+
g
(
E+)

+ μ–
g
(
E–)

=
∑

ξ∈Ξ+

[
g(βξ ) – g

(
α+

ξ

)]
–

∑

ξ∈Ξ–

[
g(βξ ) – g

(
α+

ξ

)]

+
∑

t∈E+

[
g
(
t+)

– g(t)
]

–
∑

t∈E–

[
g
(
t+)

– g(t)
]

< δ.
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Thus,

∑

ξ∈Ξ+∪Ξ–

∣∣h(βξ ) – h
(
α+

ξ

)∣∣ +
∑

t∈E+∪E–

∣∣h
(
t+)

– h(t)
∣∣ =

∫

B+∪B–
v d|μg | +

∫

E+∪E–
v d|μg | < ε.

Hence, h ∈ ACg(I,R). �

Theorem 6.3 Let v ∈ L1
g ([a, b)) and h(x) :=

∫
[a,x) v dμg for x ∈ I . Then, h′

g = v |μg |-a.e. on I .

Proof For the proof, we use [14, Theorem 2.4], a theorem with the same statement but for a
nondecreasing g . By definition, A+

g =
⋃

λ∈Λ+ Iλ and g|Iλ is nondecreasing for every λ ∈ Λ+.
If we consider hλ(x) =

∫
[aλ ,x) v dμg̃ , where g̃(s) = g(s) for s ∈ (aλ, b] and g̃(aλ) := g(a+

λ), we
have

hλ(x) =
∫

[aλ ,x)
v dμg̃ =

∫

[aλ ,x)
v d|μg̃ |.

It follows from [14, Theorem 2.4] that h′
g = (hλ)′g = (hλ)′̃g = v holds |μg |-a.e. on Iλ. Since Λ+

is countable, we deduce that

h′
g = v |μg |-a.e. on A+

g .

Analogously, A–
g =

⋃
λ∈Λ– Iλ and –g|Iλ is nondecreasing for every λ ∈ Λ–. So, for x ∈ Iλ,

hλ(x) =
∫

[aλ ,x)
v d

(
–μ–

g̃
)

= –
∫

[aλ ,x)
v dμ–̃g ,

and

h′
g = v |μg |-a.e. on A–

g .

Let t ∈ Dg . Then

h′
g(x) =

h(x+) – h(x)
g(x+) – g(x)

=

∫
[x,x+) v dμg

g(x+) – g(x)
=

v(x)(g(x+) – g(x))
g(x+) – g(x)

= v(x).

Hence, h′
g = v in Dg .

Finally, h′
g = v |μg |-a.e. on I since I\(A+

g ∪ A–
g ∪ Dg) = Fg\Dg and |μg |(Fg\Dg) = 0. �

Now, we show that g-absolutely continuous maps have bounded variation.

Theorem 6.4 If h ∈ ACg(I,R), then h ∈ BV–(I,R).

Proof By definition, A+
g =

⋃
λ∈Λ+ Iλ, A–

g =
⋃

λ∈Λ– Iλ with Iλ = (aλ, bλ). Observe that, in gen-
eral, for α ≤ β ≤ γ , varh[α,γ ] = varh[α,β] + varh[β ,γ ]. Hence, in order to bound the vari-
ation on I , we realize that it has to be less or equal than the sum of the variation in the
intervals (aλ, bλ] for λ ∈ Λ+ ∪ Λ– plus the jumps at the points of Dg plus an extra term
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where we make up for the fact that we have not considered the closed sets [aλ, bλ], but
omitted the point aλ. Taking this into account, we have that

varh I ≤
∑

λ∈Λ+∪Λ–

varh(aλ, bλ] +
∑

λ∈Λ+∪Λ–

∣∣h
(
a+

λ

)
– h(aλ)

∣∣ +
∑

t∈Dg

∣∣h
(
t+)

– h(t)
∣∣

≤
∑

λ∈Λ+∪Λ–

varh(aλ, bλ] +
∑

t∈Dh

∣∣h
(
t+)

– h(t)
∣∣. (6.1)

For ε = 1, let δ ∈R
+ be given in Definition 6.1.

First, let us prove that
∑

t∈Dh
|h(t+) – h(t)| < ∞. By Proposition 4.7, Dh ⊂ Dg . Since

Dg is at most countable, without loss of generality, one can write Dg = {tn : n ∈ N}.
Since g ∈ CV–(I,R), we can fix N0 ∈ N such that

∑∞
n=N0+1 |g(t+

n ) – g(tn)| < δ. Therefore,
∑∞

n=N0+1 |h(t+
n ) – h(tn)| < 1. So,

∑

t∈Dh

∣
∣h

(
t+)

– h(t)
∣
∣ < 1 +

N0∑

n=1

∣
∣h

(
t+
n
)

– h(tn)
∣
∣ < ∞. (6.2)

Now, let us prove that

∑

λ∈Λ+∪Λ–

varh(aλ, bλ] < ∞.

The set Λ+ ∪ Λ– is at most countable and, without lost of generality, it can be written
{λn : n ∈N}. Since g has bounded variation, there exists N ∈N such that

∞∑

n=N+1

∣∣g(bλn ) – g(aλn )
∣∣ < δ.

For every n > N and every {xn
0, . . . , xn

mn} ∈P(aλn , bλn ), using the fact that g is monotonic on
(aλn , bλn ], we get

∞∑

n=N+1

mn∑

i=1

∣∣g
(
xn

i
)

– g
(
xn

i–1
)∣∣ =

∞∑

n=N+1

∣∣g
(
xn

mn

)
– g

(
xn

0
)∣∣ ≤

∞∑

n=N+1

∣∣g(bλn ) – g(aλn )
∣∣ < δ.

Thus,

∞∑

n=N+1

mn∑

i=1

∣
∣h

(
xn

i
)

– h
(
xn

i–1
)∣∣ < 1,

and hence

∞∑

n=N+1

varh(aλn , bλn ] ≤ 1. (6.3)

Therefore, for n = 1, . . . , N , since g is monotonic on (aλn , bλn ], arguing as in [14, Propo-
sition 5.3], we deduce that

varh(aλn , bλn ] < ∞. (6.4)
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Combining (6.1)–(6.4), we conclude that varh I < ∞. Finally, since h is g-continuous, it
is left continuous. Therefore, h ∈ BV–(I,R). �

Remark 6.5 For h ∈ ACg(I,R), since h ∈ BV–(I,R) by the previous theorem, we can define
the measures μh and |μh| associated to h as we did in the preliminaries.

Lemma 6.6 Let h : I →R be a g-absolutely continuous function and μh its associated mea-
sure. Then, μh is μ+

g -absolutely continuous on A+
g (that is, μ+

g (E) = 0 implies that μh(E) = 0
for any μ+

g -measurable set E ⊂ A+
g ) and μh is μ–

g -absolutely continuous on A–
g .

Proof We first show that, for any ε ∈ R
+, there exists δ ∈ R

+ such that, for any open set
V ⊂ A+

g satisfying |μ+
g (V )| < δ, we have that |μh(V )| ≤ ε. Fix an open set V ⊂ A+

g such that
|μ+

g (V )| < δ. The set V can be written as a countable pairwise disjoint union of the form

V =
⋃

ζ∈Z+

(rζ , sζ ), where (rζ , sζ ) ⊂ Iλ for some λ ∈ Λ+.

Take r̃ζ ∈ (rζ , sζ ) for every ζ ∈ Z+. Hence,

∑

ζ∈Z+

[
g(sζ ) – g (̃rζ )

]
= μg

( ⋃

ζ∈Z+

[̃rζ , sζ )
)

≤ μ+
g (V ) < δ,

and, arguing as in the proof of the previous theorem, we get

∑

ζ∈Z+

varh
(
[̃rζ , sζ )

) ≤ ε.

Letting r̃ζ → rζ , we obtain

|μh|(V ) =
∑

ζ∈Z+

varh
(
(rζ , sζ )

) ≤ ε.

Now, since μ+
g and |μh| are outer regular, for any μ+

g -measurable set E ⊂ A+
g , there exist

open sets Vn ⊂ A+
g such that E ⊂ Vn for every n ∈N and

lim
n→∞μ+

g (Vn) = μ+
g (E) and lim

n→∞|μh|(Vn) = |μh|(E).

Now, for E ⊂ A+
g such that μ+

g (E) = 0, one has μ+
g (Vn) → 0 and, by the first part of the

proof, limn→∞ |μh|(Vn) = 0. Therefore, |μh|(E) = 0 and hence, μh(E) = 0.
Similarly, it can be shown that μh is μ–

g -absolutely continuous on A–
g . �

We are ready to establish a Fundamental Theorem of Calculus for g-absolutely contin-
uous maps.

Theorem 6.7 (Fundamental Theorem of Calculus for the Lebesgue–Stieltjes integral) Let
g ∈ CV–(I,R) and h : I →R. The following statements are equivalent:

(1) h ∈ ACg(I,R);
(2) h satisfies the following:
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(a) there exists h′
g |μg |-a.e. in I ,

(b) h′
g ∈ L1

g (I,R),
(c) for each t ∈ I , we have that

h(t) = h(a) +
∫

[a,t)
h′

g dμg .

Proof (1) ⇒ (2) We know from Lemma 6.6 that μh is μ+
g -absolutely continuous on A+

g .
Hence, by the Radon–Nikodym Theorem [1, Theorem 5.3.2], there exists a unique func-
tion v+ ∈ L1

μ+
g
(A+

g ) such that

μh(E) =
∫

E
v+ dμ+

g for any μ+
g -measurable set E ⊂ A+

g .

Similarly, there exists a unique function v– ∈ L1
μ–

g
(A–

g ) such that

μh(E) =
∫

E
v– dμ–

g for any μ–
g -measurable set E ⊂ A–

g .

Let us define v : I →R by

v(t) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

v+(t) if t ∈ A+
g ,

–v–(t) if t ∈ A–
g ,

h(t+)–h(t)
g(t+)–g(t) if t ∈ Dg ,

0 if t ∈ Fg\Dg .

It follows from Theorem 6.4 that v ∈ L1
g (I,R) since

∫

I

∣∣v(t)
∣∣d|μg | =

∫

A+
g

∣∣v+(t)
∣∣dμ+

g +
∫

A–
g

∣∣v–(t)
∣∣dμ–

g +
∫

Dg

∣∣v(t)
∣∣d|μg | +

∫

Fg\Dg

∣∣v(t)
∣∣d|μg |

=
∫

A+
g

∣∣v+(t)
∣∣dμ+

g +
∫

A–
g

∣∣v–(t)
∣∣dμ–

g +
∑

t∈Dg

∣∣h
(
t+)

– h(t)
∣∣

< ∞.

Moreover, for every E ⊂ I μg -measurable,

μh(E) = μh
(
E ∩ A+

g
)

+ μh
(
E ∩ A–

g
)

+ μh(E ∩ Dg) + μh
(
E ∩ (Fg\Dg)

)

=
∫

E∩A+
g

v+(t) dμ+
g –

∫

E∩A–
g

–v–(t) dμ–
g +

∑

t∈E∩Dg

(
h
(
t+)

– h(t)
)

=
∫

E∩A+
g

v(t) dμg +
∫

E∩A–
g

v(t) dμg +
∫

E∩Dg

v(t) dμg

=
∫

E
v(t) dμg .
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In particular, for E = [a, x), with x ∈ [a, b] we have that

h(x) – h(a) = μh
(
[a, x)

)
=

∫

[a,x)
v dμg .

Finally, by Theorem 6.3, h′
g = v |μg |-a.e. on I .

(2) ⇒ (1) That is a direct consequence of Theorem 6.2. �

Here is another property of g-absolutely continuous functions.

Lemma 6.8 Let h ∈ ACg(I,R) and ϕ : h(I) → R be a Lipschitz function. Then ϕ ◦ h ∈
ACg(I,R).

Proof Since ϕ is Lipschitz, there exists L ∈ R
+ such that |ϕ(y) – ϕ(x)| ≤ L|y – x| for every

x, y ∈ h(I). Fix ε ∈R
+ and consider a family {(αξ ,βξ )}ξ∈Ξ+ of pairwise disjoint subintervals

of A+
g , a family {(αξ ,βξ )}ξ∈Ξ– of pairwise disjoint subintervals of A–

g , and some sets E+ ⊂
D+

g , E– ⊂ D–
g . Since h ∈ ACg(I,R), h is g-continuous and there exists δ ∈ R

+ such that
if

∑

ξ∈Ξ+

[
g(βξ ) – g

(
α+

ξ

)]
+

∑

ξ∈Ξ–

[
g
(
α+

ξ

)
– g(βξ )

]
+

∑

t∈E+

[
g
(
t+)

– g(t)
]

+
∑

t∈E–

[
g(t) – g

(
t+)]

< δ,

then

∑

ξ∈Ξ+∪Ξ–

∣∣h(βξ ) – h
(
α+

ξ

)∣∣ +
∑

t∈E+∪E–

∣∣h
(
t+)

– h(t)
∣∣ <

ε

L
.

Thus,

∑

ξ∈Ξ+∪Ξ–

∣∣ϕ ◦ h(βξ ) – ϕ ◦ h
(
α+

ξ

)∣∣ +
∑

t∈E+∪E–

∣∣ϕ ◦ h
(
t+)

– ϕ ◦ h(t)
∣∣

≤ L
( ∑

ξ∈Ξ+∪Ξ–

∣
∣h(βξ ) – h

(
α+

ξ

)∣∣ +
∑

t∈E+∪E–

∣
∣h

(
t+)

– h(t)
∣
∣
)

< ε.
�

We give an example of a g-absolutely continuous map with g nonmonotonic which
can be obtained from a solution of a system of differential equations with nondecreas-
ing derivators.

Example 6.9 With this example, we show that a g-differential equation with a nonmono-
tonic g can be obtained from systems of differential equations with nondecreasing deriva-
tors.

Let p, q : I →R be left continuous and nondecreasing. Assume p is q-absolutely contin-
uous. Consider a system of differential equations of the form

x′
p(t) = f1

(
t, x(t), y(t)

)
,

y′
q(t) = f2

(
t, x(t), y(t)

)
,

(6.5)
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for t ∈ I and suppose it has a solution (u, v). By assumption, u is a solution of the differential
equation

x′
p(t) = f1

(
t, x(t), v(t)

)
, (6.6)

and u is p-absolutely continuous. That implies that Du ⊂ Dp ⊂ Dq. Also, since v is q-
absolutely continuous, Dv ⊂ Dq. Let us assume that Dv = Dp = Dq, v ∈ CV–(I,R), and v
and v′

q are nonzero |μv|-a.e. Let us point out that in general v is not monotone. Now, we
can consider the following v-differential equation:

x′
v(t) =

f1(t, x(t), v(t))
f2(t, x(t), v(t))

p′
q(t). (6.7)

We have that, for |μv|-a.e. t ∈ I\Dv,

u′
v(t) = lim

s→t

u(s) – u(t)
v(s) – v(t)

= lim
s→t

u(s) – u(t)
p(s) – p(t)

q(s) – q(t)
v(s) – v(t)

p(s) – p(t)
q(s) – q(t)

=
u′

p(t)
v′

q(t)
p′

q(t)

=
f1(t, u(t), v(t))
f2(t, u(t), v(t))

p′
q(t),

and, for t ∈ Dv,

u′
v(t) =

u(t+) – u(t)
v(t+) – v(t)

=
u(t+) – u(t)
p(t+) – p(t)

q(t+) – q(t)
v(t) – v(t+)

p(t+) – p(t)
q(t+) – q(t)

=
u′

p(t)
v′

q(t)
p′

q(t)

=
f1(t, u(t), v(t))
f2(t, u(t), v(t))

p′
q(t).

That is, u is a solution of (6.7) as well.

7 The exponential map
The computation of the exponential map for Stieltjes differential equations with positive
derivator is a feat that was achieved in [7]. Here we generalize the construction of the
exponential map for the case of a derivator g which is allowed to change sign.

Let g ∈ CV–(I,R). In this section, we study the initial value problem for the linear g-
differential equation:

x′
g(t) = c(t)x(t) |μg |-a.e. t ∈ I,

x(a) = 1.
(7.1)

To this aim, we introduce an exponential map of c associated to g .

Definition 7.1 Let c ∈ L1
g ([a, b)) be such that

1 + c(t)
[
g
(
t+)

– g(t)
]

> 0, t ∈ [a, b) ∩ Dg and
∑

t∈[a,b)∩Dg

∣
∣ln

(
1 + c(t)

[
g
(
t+)

– g(t)
])∣∣ < ∞. (7.2)
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We define the g-exponential of c on I , eg,c,a : I →R
+, by

eg,c,a(t) := e
∫

[a,t) c̃(s) dμg ,

where

c̃(t) :=

⎧
⎨

⎩
c(t) if t ∈ I\Dg ,
ln(1+c(t)(g(t+)–g(t)))

g(t+)–g(t) if t ∈ I ∩ Dg .

The proof of the following lemma is essentially the same as in [7, Lemma 6.2], changing
g(s+) – g(s) by |g(s+) – g(s)| since g is nonmonotonic now.

Lemma 7.2 The map c̃ in Definition 7.1 is such that c̃ ∈ L1
g ([a, b)). So eg,c,a is well defined.

Proof

∫

[a,b)

∣∣̃c(s)
∣∣d|μg | =

∫

[a,b)\Dg

∣∣̃c(s)
∣∣dμg +

∫

[a,b)∩Dg

∣∣̃c(s)
∣∣d|μg |

=
∫

[a,b)\Dg

∣
∣c(s)

∣
∣d|μg | +

∑

s∈[a,b)∩Dg

∣
∣̃c(s)

∣
∣
∣
∣g

(
s+)

– g(s)
∣
∣

=
∫

[a,b)\Dg

∣
∣c(s)

∣
∣d|μg | +

∑

s∈[a,b)∩Dg

∣
∣ln

(
1 + c(s)

[
g
(
s+)

– g(s)
])∣∣ < ∞,

because c ∈ L1
g ([a, b)) and

∑
t∈[a,b)∩Dg | ln(1 + c(t)[g(t+) – g(t)])| < ∞. �

The g-exponential gives us a solution of (7.1).

Theorem 7.3 Let c ∈ L1
g ([a, b)). Then, eg,c,a solves the initial value problem (7.1). Further-

more,

eg,c,a(t) = 1 +
∫

[a,t)
c(s)eg,c,a(s) dμg for every t ∈ I.

Proof By Lemma 7.2, c̃ ∈ L1
g ([a, b)). Therefore, by Theorem 6.3, for h(t) =

∫
[a,t) c̃(s) dμg , one

has h′
g = c̃ |μg |-a.e. on I . Hence, by Theorem 6.7, h ∈ ACg(I,R). Lemma 6.8 implies that

we have that eg,c,a ∈ ACg(I,R). Furthermore, by Corollary 5.5, we can apply the chain rule
and we get

(eg,c,a)′g(t) = eg,c,a(t)h′
g(t) = eg,c,a(t)̃c(t) = eg,c,a(t)c(t) |μg |-a.e. on I\Dg .

Also, for t ∈ Dg , it is easy to verify that

(eg,c,a)′g(t) =
eg,c,a(t+) – eg,c,a(t)

g(t+) – g(t)
= eg,c,a(t)c(t).

Now,

eg,c,a(a) = e
∫

[a,a) c̃(s) dμg = 1,
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and, since eg,c,a ∈ ACg(I,R), by Theorem 6.7,

eg,c,a(t) = 1 +
∫

[a,t)
c(s)eg,c,a(s) dμg for every t ∈ I. �

Now that we have covered the case (7.2), we can move to a more general one. In order
to do that, consider T–

c := {t ∈ [a, b) ∩ Dg : 1 + c(t)[g(t+) – g(t)] < 0}. Since c ∈ L1
g ([a, b)), it

can be shown that the set T–
c is finite (see [7, Lemma 6.4]), so assume T–

c = {t1, . . . , tm}.

Definition 7.4 Let c ∈ L1
g ([a, b)) be such that

1 + c(t)
[
g
(
t+)

– g(t)
] 
= 0, t ∈ [a, b) ∩ Dg and

∑

t∈[a,b)∩Dg

∣
∣ln

∣
∣1 + c(t)

[
g
(
t+)

– g(t)
]∣∣

∣
∣ < ∞. (7.3)

We define the g-exponential of c on I , eg,c,a : I →R
+, as

eg,c,a(t) :=

⎧
⎨

⎩
e
∫

[a,t) c̃(s) dμg if t ∈ [a, t1],

(–1)ke
∫

[a,t) c̃(s) dμg if t ∈ (tk , tk+1], k = 1, . . . , m,

where

c̃(t) :=

⎧
⎨

⎩
c(t) if t ∈ I\Dg ,
ln |1+c(t)(g(t+)–g(t))|

g(t+)–g(t) if t ∈ I ∩ Dg .
(7.4)

Remark 7.5 We use the same notation as in Definition 7.1, particularly eg,c,a and c̃, because
the functions in Definitions 7.1 and 7.4 coincide when (7.2) holds.

Observe that Theorem 7.3 also holds when condition (7.3) holds as a direct consequence
of Theorem 7.3 holding for condition (7.2) and the fact of T–

c being finite.
Finally, we can take this generalization one step further.

Definition 7.6 Let c ∈ L1
g ([a, b)) be such that

∑

t∈[a,t0)∩Dg

∣
∣ln

∣
∣1 + c(t)

[
g
(
t+)

– g(t)
]∣∣

∣
∣ < ∞, (7.5)

where t0 = a if T0
c := {t ∈ [a, b) ∩ Dg : 1 + c(t)[g(t+) – g(t)] = 0} = ∅ and t0 = inf T0

c otherwise.
We define the g-exponential of c on I , eg,c,a : I →R

+, by

eg,c,a(t) :=

⎧
⎪⎪⎨

⎪⎪⎩

e
∫

[a,t) c̃(s) dμg , t ∈ [a, t1] ∩ [a, t0],

(–1)ke
∫

[a,t) c̃(s) dμg , t ∈ (tk , tk+1] ∩ [a, t0], k = 1, . . . , m,

0, t ∈ (t0, b],

where c̃ is defined as in (7.4).

Observe that Theorem 7.3 also holds when condition (7.5) holds. The set T0
c is also finite,

so we could write t0 = min T0
c .
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8 Existence results
In this section, we present an existence result for the following system of g-differential
equations:

x′
g(t) = f

(
t, x(t)

)
μg-a.e. t ∈ [t0, t0 + τ ],

x(0) = x0,
(8.1)

where I = [t0, t0 + T] and g = (g1, . . . , gn) : I → R
n is such that gj ∈ CV–(I,R) for every j =

1, . . . , n.
Similarly to the definition given in [7], a notion of g-Carathéodory function can be in-

troduced in our context.

Definition 8.1 Let X be a nonempty subset of Rn. We say that f = (f1, . . . , fm) : I ×X →R
m

is g-Carathéodory if it satisfies the following conditions for every i = 1, . . . , m:
(i) for every x ∈ X , fi(·, x) is μgi -measurable;

(ii) for μgi -a.e. t ∈ I , fi(t, ·) is continuous on X ;
(iii) for every r > 0, there exists hi,r ∈ L1

gi
([t0, t0 + T), [0,∞)) such that

∣∣fi(t, x)
∣∣ ≤ hi,r(t) for μgi -a.e. t ∈ [t0, t0 + T), for all x ∈ X with ‖x‖ ≤ r.

We define BCg(I,Rn) :=
∏n

k=1 BCgk (I,R) with the supremum norm (let us recall that
BCgk (I,R) = BC((I, τgk ),R), where τgk is the topology generated by gk). Arguing as in [7,
Lemma 7.2], it can be shown that the composition f (·, x(·)) is in L1

g ([t0, t0 + T),Rm) :=
∏m

i=k L1
gk

([t0, t0 + T),R) for every x ∈ BCg(I,Rn).

Lemma 8.2 Let X be a nonempty subset of Rn and f : I × X → R
m a g-Carathéodory

function. Then, for every x ∈ BCg(I,Rn), the map f (·, x(·)) is in L1
g ([t0, t0 + T),Rm).

Now, we can establish the existence of x = (x1, . . . , xn) a g-absolutely continuous solu-
tion of (8.1), i.e., xi is gi-absolutely continuous for every i = 1, . . . , n. The proof of the next
theorem is analogous to that of [13, Theorem 4.5]. We present it here in detail for sake of
completeness.

Theorem 8.3 Let r ∈ R
+ and f : [t0, t0 + T] × B(x0, r) → R

n a g-Carathéodory function.
Then there exists τ ∈ (0, T] such that (8.1) has a g-absolutely continuous solution defined
on [t0, t0 + τ ].

Proof Let R := r + ‖x0‖. Since f is g-Carathéodory, we have that, for every j = 1, . . . , n,
there exists a function hj ∈ L1

gj
([t0, t0 + T), [0,∞)) such that |fj(t, x)| ≤ hj(t), for μgj -a.e.

t ∈ [t0, t0 + T) and all x ∈ X with ‖x‖ ≤ r. Fix τ ∈ (0, T] such that

max
j=1,...,n

∫

[t0,t0+τ )
hj d|μgj | ≤ r.

Let

X :=
{

u ∈ BCg
(
[t0, t0 + τ

)
,Rn) : ‖u – x0‖∞ ≤ r

}
.
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The set X is a nonempty closed convex subset of BCg([t0, t0 + τ ),Rn). For u ∈ BCg([t0, t0 +
τ ),Rn) define F(u) = (F1(u), . . . , Fn(u)) with

Fj(u) = xj,0 +
∫

[t0,t0+t)
fj
(
s, u(s)

)
dμgj , for j = 1, . . . , n.

The previous lemma implies that F is well defined. It is easy to verify that every fixed point
of F is a solution of (8.1) and vice-versa.

Now, we prove certain properties of F that will allow us to use Schauder’s Fixed Point
Theorem.

• F maps X to X.
Let us show that Fu ∈ BCg([t0, t0 +τ ),Rn) for u ∈ BCg([t0, t0 +τ ),Rn). Let u ∈ BCg([t0, t0 +

τ ),Rn). By Lemma 8.2, we have that f (·, u(·)) ∈ L1
g ([t0, t0 + τ ),Rn). Thus, by Theorem 6.2,

we have that Fu ∈ BCg([t0, t0 + τ ),Rn).
Let us show that Fu ∈ X for u ∈ X. Let u ∈ X. We have that ‖u – x0‖ ≤ r. Then, for any

j = 1, . . . , n and t ∈ [t0, t0 + τ ),

∣∣(Fu – x0)j(t)
∣∣ ≤

∫

[t0,t)

∣∣fj
(
s, u(s)

)∣∣d|μgj |(s) ≤
∫

[t0,t0+τ )
hj d|μgj | ≤ r,

so Fu ∈ X.
• F is continuous.
Let (un)n∈N ⊂ X, u ∈ X be such that un → u. Then un(s) → un(s) for every s ∈ [t0, t0 + τ ),

and, since fj is gj-Carathéodory, fj(s, un(s)) → fj(s, u(s)) μgj -a.e. Now, for any j = 1, . . . , n and
t ∈ [t0, t0 + τ ),

∣∣Fjun(t) – Fju(t)
∣∣ ≤

∫

[t0,t0+τ )

∣∣fj
(
s, un(s)

)
– fj

(
s, u(s)

)∣∣d|μgj |(s) ≤ 2r.

Thus, by the Lebesgue Dominated Convergence Theorem,

lim
n→∞‖Fun – Fu‖∞ ≤ lim

n→∞

∫

[t0,t0+τ )

∣
∣fj

(
s, un(s)

)
– fj

(
s, u(s)

)∣∣d|μgj |

≤
∫

[t0,t0+τ )
lim

n→∞
∣
∣fj

(
s, un(s)

)
– fj

(
s, u(s)

)∣∣d|μgj | = 0

because fj(s, un(s)) → fj(s, u(s)) μgj -a.e.
• F is compact.
Since X is bounded F(X) ⊂ X is uniformly bounded. Furthermore, F(X) is uniformly

g-equicontinuous. Indeed, let ε ∈R
+ and j = 1, . . . , n. Since hj ∈ L1

gj
([t0, t0 + τ ),R), we have

that there exists δ ∈ R
+ such that if |μgj |(E) < δ, then

∫
E fj(s, u(s)) d|μgj |(s) < ε. Hence, if

t, s ∈ [t0, t0 + τ ) are such that vargj [t, s] = |μgj |([t, s]) < δ, then

∣
∣Fju(t) – Fju(s)

∣
∣ =

∣∣
∣∣

∫

[s,t)
fj
(
s, u(s)

)
dμgj (s)

∣∣
∣∣ ≤

∫

[s,t)
hj d|μgj | < ε.

So, F(X) is uniformly g-equicontinuous. It follows from Corollary 4.15 that F(X) is pre-
compact and hence, F is a compact operator.
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Hence, we are in the hypotheses of Schauder’s Fixed Point Theorem and we can ensure
that F has a fixed point. �

Other results similar to Theorem 8.3 can be proven in an standard way. The reader may
refer, for instance, to Theorems 4.2, 4.3, 4.4, and 4.8 in [13].

9 An application to fluid stratification on buoyant miscible jets and plumes
In [2], the authors modeled fluid stratification on buoyant miscible jets and plumes using
the classical model of Morton et al. [18], which is given by

(
b2w

)′ = 2αbw,
(
b2w2)′ = 2gλ2b2θ ,

(
b2wθ

)′ = ρ ′ b2w
Λρb

,

(9.1)

where the independent variable, z, is the height, b(z) the jet width, w(z) the vertical jet
velocity, θ (z) = (ρ(z) –ρj(z))/ρb the density anomaly, ρ(z) the ambient background density,
g the acceleration due to gravity, α the entrainment coefficient, λ the mixing coefficient,
and Λ = λ2(1 +λ2). With the change of variables q = b2w, m = b4w4, and β = b2wθ (volume,
momentum, and buoyancy fluxes), (9.1) becomes

q′ = 2αm
1
4 ,

m′ = 4gλ2qβ ,

β ′ = ρ ′ q
Λρb

.

(9.2)

In [2], the authors consider the particular case where ρ suffers a sudden change at z = L (a
jump) and thus ρ ′ can be approximated by a Dirac delta function at L (see [2, Eq. (2.35c)]).
In our approach, we will not consider distributions in order to obtain jumps. We will just
consider the ρ derivative of β which will codify any possible behavior of ρ . Hence, this will
lead us to consider the system of Stieltjes differential equations

q′ = f1(q, m,β) = Am
1
4 ,

m′ = f2(q, m,β) = Bqβ ,

β ′
ρ = f3(q, m,β) = Cq,

(9.3)

where A = 2α, B = 4gλ2 and C = 1/(Λρb). This is a system of differential equations with
gj-derivatives where g1 and g2 are the identity and g3 = ρ ∈ CV–(R,R+). Now fix x0 =
(q0, m0,β0) ∈ (R+)3. It is clear that there exists r ∈ R

+ such that fj : [0, T] × B(x0, r) → R

is gj-Carathéodory (just take r < m0). Thus, by Theorem 8.3, there exists τ ∈ (0, T] such
that (9.3) has a g-absolutely continuous solution defined on [t0, t0 + τ ].
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