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DECLARACIÓN DO AUTOR DA TESE

Nonlinear differential equations on bounded and unbounded domains

Dna. Lucı́a López Somoza
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acogida durante mis estancias en Olomouc y Évora. Ha sido una experiencia muy enrique-
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Glossary

N: Set of natural numbers, that is, {1, 2, . . . }.

Z: Set of integer numbers.

R: Set of real numbers.

R+: Set of positive real numbers.

R: Extended real line, that is R = [−∞,∞].

C(I) ≡ C(I,R): Space of continuous real functions defined on an interval I .

Cn(I) ≡ Cn(I,R), n ∈ N: Space of n-times differentiable real functions defi-
ned on an interval I such that the j-th derivative is continuous for j = 0, . . . , n.

C∞(I) ≡ C∞(I,R): Space of infinitely differentiable real functions defined on
an interval I .

Cn(R,R): Space of n-times differentiable real functions with real limits at±∞,
that is,

Cn(R,R)=

{
f : R→ R : f |R∈Cn(R,R), ∃ lim

t→±∞
f (j)(t)∈R, j = 0, . . . , n

}
.

C̃nϕ: Space of continuously n-differentiable ϕ-extensions to infinity:

C̃nϕ ≡ C̃nϕ(R,R) =
{
f ∈ Cn(R,R) : ∃ f̃ ∈ Cn(R,R), f = ϕ f̃ |R

}
.

Lα(I), 1 ≤ α < ∞: Space of the measurable functions f on the interval I
such that the Lebesgue integral of |f |α is finite.

‖f‖α, 1 ≤ α <∞: Norm of f in the space Lα(I), that is,

‖f‖α =

(∫
I
|f(t)|α d t

) 1
α

.
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L∞(I): Space of the measurable functions f on the interval I such that are
essentially bounded.

‖f‖∞: Norm of f in the space L∞(I), that is,

‖f‖∞ = sup {|f(t)|, t ∈ I} .

AC(I): Space of absolutely continuous functions, that is,

AC(I)=

{
u ∈ C(I) : ∃ f ∈ L1(I), u(t) = u(t0) +

∫ t

t0

f(s) d s, t, t0 ∈ I
}
.

W k,p(I), k, p ∈ N: Sobolev space k − p on the set I , that is,

W k,p(I) =
{
u ∈ Ck−1(I) : u(k−1) ∈ AC(I), u(k) ∈ Lp(I)

}
.

a+: Positive part of a : X → R, that is, a+(t) = max{a(t), 0}.

a−: Negative part of a : X → R, that is, a−(t) = max{−a(t), 0}.

α∗: Conjugate of the real number α ≥ 1, that is, the real number such that
1
α + 1

α∗ = 1. If α = 1 then α∗ =∞ and vice-versa.

a � 0: a ∈ Lα(I) such that a(t) ≥ 0 for a. e. t ∈ I and a 6≡ 0 on I .

Ω: Closure of the set Ω.

∂Ω: Boundary of the set Ω.

iK(T ,Ω): Index of operator T relative to Ω in the cone K.

r(T ): Spectral radius of operator T .

µ(T ): Principal characteristic value of operator T .
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Preface

Differential equations represent one of the strongest connections between Mat-
hematics and real life. This is due to the fact that almost all the physical phenomena,
as well as many other in economy, biology or chemistry, are modelled by differential
equations. This seems thus a good reason to dedicate our efforts to trying to solve
this kind of problems.

In particular, we will analyze the qualitative properties of the solutions of nonli-
near equations, focusing on the study of constant sign solutions on the whole domain
of definition or, at least, on some subset of it. The interest of this property is due to
the fact that many of the physical magnitudes which appear in differential problems
can not take negative values (typical examples would be pressure, power or tempera-
ture in Kelvin degrees). Moreover, in many problems in engineering, models study
the deviation of certain structures from their equilibrium point. In this context, if
we want to maintain the structure stable, the deformation must occur always in the
same direction, which, mathematically speaking, means that the solution must have
constant sign.

The most common techniques to ensure the existence of solution for these pro-
blems are based on the construction of an abstract formulation included into functio-
nal analysis, in which the solutions of the differential equations coincide with either
the fixed points or the critical ones of certain operators. In this Thesis, we will work
with the first method, constructing integral operators which will be determined by
some kernel related to the linear part of the equation. This kernel is the so-called
Green’s function.

In many of the cases, operators will be defined in subsets called cones, which will
let us transfer the properties of the Green’s function to the solutions of the considered
problem. This fact lets us intuit now the importance that the study of the properties of
linear problems (and, specially of Green’s functions) has on the research concerning
nonlinear ones.

The present Thesis is divided into two parts, which deal with differential pro-
blems on bounded and unbounded domains, respectively. It contains most of the
work developed by the author in the last years. All these discoveries appear in several

VII
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publications which the reader may consult, namely [22, 23, 27, 31–34, 102, 103, 131].
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Summary

The present Thesis, compiled under the title “Nonlinear differential equations on
bounded and unbounded domains”, contains almost the whole work developed by
the author during the last years.

It is divided into two parts: the first of them, which comprises six chapters, co-
vers the study of boundary value problems defined on bounded intervals, as well as
the more general case of Hammerstein integral equations. The second part, which
comprises three chapters, is focused on the study of both differential and integral
problems defined on unbounded domains.

It should be noted that, although the title only mentions nonlinear differential
equations, the first chapters of the Thesis will be devoted to the study of linear boun-
dary value problems. This is due to the fact that the properties of these linear pro-
blems, and particularly those of the related Green’s function, will determine the best
way to approach the search for solutions of nonlinear problems.

We include now a brief summary of the main results given in each chapter.

Chapter 1: Preliminary Results

For the purpose of writing a self-contained work, this chapter compiles some
preliminary results which will be used throughout the remaining of this Thesis.

First, in Section 1.1, we introduce the definition and main properties of the Green’s
function. As we will see, this function is a very powerful tool to study both linear and
nonlinear differential problems. This is due to the fact that every differential problem
can be transformed into an equivalent integral one of which the kernel is, precisely,
the aforementioned Green’s function.

This way, the problem of finding solutions of differential problems will naturally
lead to the more general framework of finding fixed points of integral operators. It
is in this context where the results ensuring the existence of fixed points of arbitrary
compact operators defined in Banach spaces acquire great importance. Some of these
results are collected in Section 1.2, namely the very well-known Schauder’s Fixed
Point Theorem and the classical fixed point index theory (which, following the line
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of [64], is introduced for arbitrary open sets, which might be unbounded).
Finally, another important tool that we will use in this Thesis to study properties

of linear operators is spectral theory. In particular, this theory combined with the
fixed point index results, makes it possible to prove the existence of solutions of
certain integral problems. Basic results regarding spectral theory are compiled in
Section 1.3.

Chapter 2: Green’s Functions and Spectral Theory for Even
Order Linear BVPs

This chapter contains a fully detailed study of even order linear boundary value
problems. In particular, we study problems related to the following operator coupled
with various boundary conditions:

Lu(t) ≡u(2n)(t) + a2n−1(t)u(2n−1)(t) + · · ·+ a1(t)u′(t)

+ a0(t)u(t), t ∈ I ≡ [0, T ],

where ak : I → R, ak ∈ Lα(I), α ≥ 1, k = 0, . . . , 2n− 1.
From this operator we will define two more, concretely

L̃ u(t) ≡u(2n)(t) + â2n−1(t)u(2n−1)(t) + ã2n−2(t)u(2n−2)(t)

+ · · ·+ â1(t)u′(t) + ã0(t)u(t), t ∈ J ≡ [0, 2T ],

where ã2k is the even extension of a2k to the interval J and â2k+1 is the odd extension
of a2k+1 to J , for k = 0, . . . , n− 1, and˜̃

Lu(t) ≡u(2n)(t) + ˆ̂a2n−1(t)u(2n−1)(t) + ˜̃a2n−2(t)u(2n−2)(t)

+ · · ·+ ˆ̂a1(t)u′(t) + ˜̃a0(t)u(t), t ∈ [0, 4T ],

where ˜̃a2k and ˆ̂a2k+1 are the even and odd extensions to the interval [0, 4T ] of ã2k

and â2k+1, respectively, for k = 0, . . . , n− 1.
The main idea of this chapter consists of expressing the Green’s function of each

Neumann, Dirichlet and mixed problems related to operator L as a sum of Green’s
functions of periodic and antiperiodic problems related to L̃. This way, the following
equalities are proved:

GN [T ](t, s) = GP [2T ](t, s) +GP [2T ](2T − t, s), ∀ (t, s) ∈ I × I,

GD[T ](t, s) = GP [2T ](t, s)−GP [2T ](2T − t, s), ∀ (t, s) ∈ I × I,

GM1 [T ](t, s) = GA[2T ](t, s)−GA[2T ](2T − t, s), ∀ (t, s) ∈ I × I,

GM2 [T ](t, s) = GA[2T ](t, s) +GA[2T ](2T − t, s), ∀ (t, s) ∈ I × I,
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where GN [T ], GD[T ], GM1 [T ] and GM2 [T ] denote, respectively, the Green’s functi-
ons of Neumann, Dirichlet and mixed problems related to operator L. Analogously,
GP [2T ] and GA[2T ] denote the Green’s functions of periodic and antiperiodic pro-
blems related to L̃.

Something similar can be done to decompose all the previous Green’s functions

as a linear combination of the one related to the periodic problem associated to ˜̃L
evaluated in different points.

Since the Green’s function is a fundamental tool for studying both linear and
nonlinear problems, being able to relate different Green’s functions will let us relate
also the spectra and the solutions of the different problems.

First, the previous expressions provide a direct relation between the spectra of
the considered problems. In particular, we deduce various decompositions of some
spectra as the union of others. Moreover, we also obtain a certain order relation
between the first eigenvalues of each problem.

On the other hand, we are also able to deduce that the constant sign of one Green’s
function implies the same constant sign of another one. This can be seen in the
following result.

Corollary 1 (Corollary 2.4.1). The following properties hold for any coefficients
a0, . . . , a2n−1 ∈ L1(I):

1. If GP [2T ] ≤ 0 on J × J , then GN [T ] ≤ 0 on I × I .

2. If GP [2T ] ≥ 0 on J × J , then GN [T ] ≥ 0 on I × I .

3. If GN [2T ] ≤ 0 on J × J , then GN [T ] ≤ 0 on I × I .

4. If GN [2T ] ≥ 0 on J × J , then GN [T ] ≥ 0 on I × I .

5. If GD[2T ] ≤ 0 on J × J , then GM2 [T ] ≤ 0 on I × I .

6. If GD[2T ] ≥ 0 on J × J , then GM2 [T ] ≥ 0 on I × I .

With respect to previous corollary, it must be pointed out that it can be improved
for order n = 1, something that will be done in Chapter 3. On the other hand, it is
proved in this chapter that the converse of Assertions 1 and 2 holds when all of the
coefficients a0, . . . , a2n−1 are constants, whereas the converse of the other assertions
does not hold, not even in the constant case, for n > 1. Moreover, a counterexample
is given to show that the converse of Assertion 2 is not true in general for n > 1.
Finally, it remains as an open problem to see if Assertion 1 is an equivalence or not
when n > 1.

Finally, in Section 2.5, under the assumption of constant sign of some Green’s
function, we obtain some point by point inequalities between two different Green’s
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functions. This lets us deduce that the solution of the problem under certain boundary
conditions is smaller at every point than the solution of another problem with the
same operator but different boundary conditions.

The results in this chapter are compiled in [31].

Chapter 3: Second Order Equation

This chapter considers the problem studied in Chapter 2 in the particular case of
the second order equation (that is, we will take n = 1).

The reason why this case is studied independently from the general one is the
fact that, when working with second order differential equations, it is possible to use
Sturm-Liouville’s theory. This theory, which does not hold for differential equati-
ons of higher order, provides some properties of oscillation of the solutions of the
equations. This will let us obtain stronger results than in previous chapter.

In this chapter, two different problems are considered. First, in Section 3.2, we
study the problem related to Hill’s operator

Lu(t) ≡ u′′(t) + a(t)u(t), t ∈ I.

This will be a particular case of operator L given in Chapter 3 for n = 1 and a1 ≡ 0.
We note that the fact of considering a1 ≡ 0 is not an important loss of generality in
the results as every second order differential equation written in the form

u′′(t) + a1(t)u′(t) + a0(t)u(t) = 0,

can be transformed into a Hill’s equation through a suitable change of variable, as
long as the coefficients a0 and a1 have enough regularity.

The results obtained in this section are more powerful than the corresponding
ones given in Chapter 3. An example which illustrates this is the following theorem
in which we relate the constant sign of different Green’s functions.

Theorem 2 (Theorem 3.2.22). For any a ∈ L1(I) the following properties hold:

1. GP [2T ] < 0 on J × J if and only if GN [T ] < 0 on I × I . This is equivalent
to GN [2T ] < 0 on J × J .

2. GP [2T ] > 0 on (0, 2T )×(0, 2T ) if and only ifGN [T ] > 0 on (0, T )×(0, T ).

3. If GN [2T ] > 0 on (0, 2T )× (0, 2T ) then GN [T ] > 0 on (0, T )× (0, T ).

4. If GP [2T ] < 0 on J × J then GD[2T ] < 0 on (0, 2T )× (0, 2T ).

5. If GP [2T ] > 0 on (0, 2T )× (0, 2T ) then GD[2T ] < 0 on (0, 2T )× (0, 2T ).
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6. IfGN [T ] (or, equivalently,GP [2T ]) has constant sign on I×I , thenGD[T ] < 0
on (0, T )× (0, T ), GM1 [T ] < 0 on [0, T ) × [0, T ) and GM2 [T ] < 0 on
(0, T ]× (0, T ].

7. GD[2T ] < 0 on (0, 2T )×(0, 2T ) if and only ifGM2 [T ] < 0 on (0, T ]×(0, T ].

8. If either GM2 [T ] < 0 on (0, T ]× (0, T ] or GM1 [T ] < 0 on [0, T )× [0, T ), then
GD[T ] < 0 on (0, T )× (0, T ).

In the same way, the point by point inequalities between various Green’s functi-
ons are also more precise, which implies that we obtain more precision when it comes
to compare the solutions of different problems. Thus, while in the previous chapter
we were only able to ensure that the solution of a problem was smaller at every point
than the solution of another one, now we will ensure also that both solutions have
constant sign.

Moreover, whereas in the previous chapter we could only establish a certain order
relation between the first eigenvalues of each problem, we prove in this chapter an
alternation between all the eigenvalues of all the considered problems.

Finally, we consider some explicit criteria to ensure the constant sign of the
Green’s function of the periodic problem and, using the relations between different
Green’s function, we will adapt them to the rest of the considered boundary value
problems.

On the other hand, Section 3.3 deals with the general second order equation given
in self-adjoint form, namely

(p u′)′(t) + ā(t)u(t) = σ̄(t), a. e. t ∈ I,

with p > 0 a. e. t ∈ I , 1
p ∈ L1(I) and ā and σ̄ such that ā p

α−1
α , σ̄ p

α−1
α ∈ Lα(I), for

some α ∈ [1,∞].
We prove in this section that the Green’s function of any boundary value problem

related to the previous equation can be expressed in terms of the Green’s function
related to the Hill’s operator coupled with the same boundary conditions. As a con-
sequence, all the results obtained in the previous section can be adapted to this more
general framework.

This chapter collects results from [22] and [23].

Chapter 4: Solutions for Even Order Nonlinear BVPs with
Constant Sign Green’s Functions

This chapters considers, for the first time in this Thesis, nonlinear boundary value
problems.
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In particular, we will consider nonlinear problems that fulfil the following scheme

Lu(t) = f(t, u(t)), t ∈ I, u ∈ X,

being L the 2n-th order general linear operator defined in Chapter 3.
On the other hand, we will consider X ⊂ W 2n,1(I), a Banach space where the

boundary conditions are included and on which L is nonresonant.
Under these conditions, it occurs that the solutions of the previous boundary value

problem correspond to the fixed points in X of the following integral operator

L−1 u(t) =

∫ T

0
G[T ](t, s) f(s, u(s)) d s,

begin G[T ] the related Green’s function.
The technique that we use to ensure the existence of fixed points of this integral

operator is the lower and upper solutions method.
The main novelty of our approach with respect to previous works is the fact that

we are able to ensure the existence of solution of the problem using a pair of lower
and upper solutions of a different problem (composed by the same operator coupled
with different boundary conditions). This is possible thanks to the point by point
relations between Green’s functions which were proved in Chapters 2 and 3.

Moreover, it must be pointed out that one of the basic hypotheses for this chapter
is the constant sign of the Green’s functions.

Results in this chapter can be seen in [31].

Chapter 5: Positive Solutions for Nonlinear Second Order
BVPs with Sign-Changing Green’s Functions

This chapter is devoted to the study of the existence of constant sign solutions of
a boundary value problem of order two related to Hill’s operator in the case where,
contrary to what happened in the previous chapter, the Green’s function changes its
sign.

The basic idea behind the method developed in this chapter is based on the fact
that, even if the Green’s function changes sign, it is possible to ensure that the integral
of this function multiplied by the eigenfunction related to the first eigenvalue of the
problem is positive.

We will present the following reasoning in terms of the periodic problem, but we
note that it is equally valid for any other boundary condition.

Consider then the following periodic boundary value problem{
u′′(t) + a(t)u(t) = f(t, u(t)), t ∈ I,
u(0) = u(T ), u′(0) = u′(T ),
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and let GP and vP be the related Green’s function and the eigenfunction associated
to the first eigenvalue, respectively. Then it holds that∫ T

0
GP (t, s) vP (s) d s > 0 for all t ∈ I,

which justifies that the following constant is well-defined

γ = inf
t∈I

∫ T
0 G+

P (t, s) vP (s) d s∫ T
0 G−P (t, s) vP (s) d s

(> 1).

Moreover, consider the following hypotheses:

(H1) f : I × [0,∞)→ [0,∞) satisfies L1-Carathéodory conditions.

(H2) There exist two positive constants m and M such that

mvP (t) ≤ f(t, x) ≤M vP (t)

for every t ∈ I and x ≥ 0. Moreover, these constants satisfy that Mm ≤ γ.

(H3) There exists [c, d] ⊂ I such that
∫ d
c GP (t, s) d t ≥ 0, for all s ∈ I and∫ d

c GP (t, s) d t > 0, for all s ∈ [c, d].

Then, if the previous conditions hold and the Green’s function changes its sign,
it is proved that there exists a solution in the cone

K =

{
u ∈ C(I,R) : u ≥ 0 on I,

∫ T

0
u(s) d s ≥ σ ‖u‖

}
,

where
σ =

η

max
t, s∈I

{GP (t, s)}
,

and

η = min
s∈[c,d]

{∫ d

c
GP (t, s) d t

}
> 0.

Note that this solution is nonnegative.
All the results in this chapter are collected in [27].
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Chapter 6: Existence and Multiplicity Results for some Ge-
neralized Hammerstein Equations with a Parameter

This chapter considers integral problems, defined on Banach spacers, which are
called generalized Hammerstein equations.

In particular, we will study the existence and multiplicity of fixed points of the
following integral operator

T u(t) = λ

∫ T

0
k(t, s) f(s, u(s), u′(s), . . . , u(m)(s)) d s, t ∈ I, (1)

where λ > 0 is a positive parameter, k : I×I → R is a kernel function which satisfies
certain regularity conditions, m is a positive integer and f : I × Rm+1 → [0,+∞)
is an L1-Carathéodory function.

This chapter generalizes several results existing in the literature by weaken the
conditions that the kernel function must satisfy. Concretely, the kernel and some of its
derivatives (not necessarily all of them) will be required to be positive only on some
subintervals of I . These subintervals may in fact be degenerated, that is, reduced to a
single point.

On the other hand, we will look for kernels for which some derivatives (again,
not necessarily all of them) satisfy the following inequalities:∣∣∣∣∂jk∂tj (t, s)

∣∣∣∣ ≤ φj(s) for all t ∈ [cj , dj ] and a. e. s ∈ I,

and
∂jk

∂tj
(t, s) ≥ ξj φj(s) for all t ∈ [aj , bj ] and a. e. s ∈ I,

begin φj some integrable functions and ξj some constants. It is worth mentioning
that the intervals [aj , bj ] and [cj , dj ] must have nonempty intersection but may be
different or, even, non comparable.

Under several hypotheses (see (H1)–(H7) in Section 6.2), we are able to prove
the existence of fixed points of the considered integral operator in the cone

K =


u ∈ Cm(I,R) : u(i)(t) ≥ 0, t ∈ [mi, ni], i ∈ J0;

min
t∈[aj ,bj ]

u(j)(t) ≥ ξj ‖u(j)‖[cj ,dj ], j ∈ J1

 ,

where ∥∥u(j)
∥∥

[cj ,dj ]
:= max

t∈[cj ,dj ]

∣∣u(j)(t)
∣∣,
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J ≡ {0, 1, . . . ,m} and J1 ⊂ J0 ⊂ J , J1 6= ∅. To the best of our knowledge this
type of cones is new in the literature.

Regarding the techniques used to prove the existence of fixed points, we use two
different ones. First, in Section 6.3, the existence of a fixed point is proved by means
of the fixed point index defined on arbitrary open sets (some of which are unbounded).
On the other hand, in Section 6.4, we give some results of existence and multiplicity
of solutions. These results are also based on the fixed point index, considered now
on open and bounded sets.

The main difference between both sections is that the hypotheses the nonlinearity
f must satisfy are not the same and, in fact, Section 6.5 shows some examples which
prove that both methods are not comparable.

Next, Section 6.6 presents an application of the previous results to guarantee the
existence of solution of Dirichlet problems of arbitrary even orderu

(2n)(t) = f
(
t, u(t), . . . , u(2n−1)(t)

)
, t ∈ [0, 1],

u(2k)(0) = u(2k)(1) = 0, k = 0, . . . , n− 1.

This study generalizes the previous ones in the literature since in this type of pro-
blems a usual hypothesis is that the function f may depend only on the even order
derivatives, while in this chapter we admit the dependence on any derivative up to
order 2n− 1.

Finally, Section 6.7 considers the particular case of the following differential pro-
blem of third order{

− u(3)(t) = λ f(t, u(t), u′(t), u′′(t)), t ∈ [0, 1],

u(0) = u′(0) = 0, u′(1) = αu′(η),

where 0 < η < 1 and 1 < α < 1
η are given constants.

Results in this chapter can be found in [32] and [102].

Chapter 7: On Multi-Point Resonant Problems on the Half
Line

In this chapter we will consider for the first time a problem defined on an un-
bounded domain.

Concretely, we will prove the existence of bounded solutions for the following
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multi-point boundary value problem
u′′(t) = f(t, u(t), u′(t)), t ∈ [0,∞),

u(0) = 0, u′(+∞) =
m−1∑
i=1

αi u
′(ξi),

where αi > 0 and 0 = ξ1 < · · · < ξm−1 < +∞. In particular, we will assume that
the coefficients αi satisfy the following condition

m−1∑
i=1

αi = 1,

which implies that the problem is resonant.
To solve this problem we will consider a modified one (which we will construct

by adding new terms at both sides of the equation) which will be equivalent to the
first one and nonresonant. This modified problem will be transformed into an integral
one of which the fixed points will correspond to the solutions of the initial problem.
Concretely, the integral problem with which we will work is

Tu(t) =

∫ ∞
0

G(t, s)
(
f(s, u(s), u′(s)) + k u′(s) +M u(s)

)
d s,

where G denotes the Green’s function of the problem
u′′(t) + k u′(t) +M u(t) = 0, t ∈ [0,∞),

u(0) = 0, u′(+∞) =

m−1∑
i=1

αi u
′(ξi),

and k and M are two positive constants satisfying certain conditions.
Moreover, the modified problem will satisfy another important problem: its rela-

ted Green’s function will belong to the space L1[0,∞) ∩ L∞[0,∞). This will imply
that the integral operator is compact if the nonlinearity f satisfies either L1 or L∞-
Carathéodory conditions. Note that this fact makes it possible to ensure the existence
of solution for a bigger set of problems since, as we are working with an unbounded
domain, the spaces L1[0,∞) and L∞[0,∞) are not comparable.

Finally, to prove the existence of fixed points of the integral operator, we will use
the lower and upper solutions method. In particular, to show that the integral operator
is compact, we use the compactness criterion given in Theorem 1, which involves a
certain equiconvergence condition at infinity.

The results in this chapter are compiled in [103].
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Chapter 8: Existence of Solutions of Integral Equations with
Asymptotic Conditions

In this chapter we study the fixed points of an integral operator defined on the
real line.

In general, the main difficulty when trying to prove the existence of fixed points
of integral operators defined on unbounded intervals is being able to prove that the
considered operator is compact. These problems are due to the impossibility of ap-
plying Ascoli-Arzelà’s Theorem to prove the compactness of the operator.

The most common way to solve this problem consists in using a certain compact-
ness criteria (which we have actually used in Chapter 7), which is given in Theorem 1
in page 181.

In this chapter we present an alternative method which will have a double benefit:
on the one hand, it will allow us to apply Ascoli-Arzelà’s Theorem to prove the
compactness of the operator. On the other hand, it will warrant that the solutions of
the problem have a particular asymptotic behavior.

To do that, we will define a suitable Banach space including these asymptotic
properties. In particular, for n ∈ N, consider the space of the real functions of class
n which have limit at ±∞:

Cn(R,R) :=

{
f : R→ R : f |R ∈ Cn(R,R), ∃ lim

t→±∞
f (j)(t) ∈ R, j = 0, . . . , n

}
,

being R ≡ [−∞,∞]. It holds that Cn(R,R), n ∈ N is a Banach space with the norm

‖f‖(n) := sup
{∥∥f (k)

∥∥
∞ : k = 0, . . . , n

}
.

Then, for a given function ϕ ∈ Cn(R,R+), we define the space of continuously
n-differentiable ϕ-extensions to infinity as follows:

C̃nϕ ≡ C̃nϕ(R,R) =
{
f ∈ Cn(R,R) : ∃ f̃ ∈ Cn(R,R), f = ϕ f̃ |R

}
.

In particular, this is a Banach space with the induced norm

‖f‖ϕ :=
∥∥f̃∥∥

(n)
, f ∈ C̃ϕ,

from where it is deduced that the spaces Cn(R,R) and C̃nϕ are isomorphic.
From the existence of this isomorphism it is inferred that, since Ascoli-Arzelà’s

Theorem can be applied to the space Cn(R,R) (since R is compact), then this theorem
is also applicable to C̃nϕ.
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Then, we will look for fixed points of the integral operator

Tu(t) := p(t) +

∫ ∞
−∞

k(t, s) η(s) f(s, u(s)) d s

in the Banach space C̃nϕ, for a given function ϕ which will precisely represent the
asymptotic behavior of the solutions. In other words, the fact that the fixed points of
the operator belong to the space C̃nϕ will imply that such functions will asymptotically
behave in a similar way to ϕ.

Regarding the method employed to guarantee the existence of fixed points, we
consider two different approaches in this chapter: the first of them, developed in
Section 8.4, is based on the fixed point index in cones and presents quite restrictive
hypotheses for the non linearity f .

On the other hand, the second approach, considered in Section 8.5, is based on
the definition and spectral properties of several auxiliary linear operators. In particu-
lar, if the spectral radius of these operators together with some limits involving the
nonlinearity f satisfy some suitable properties, it will be possible to ensure the exis-
tence of fixed points. In this case, the restrictions on the function f are much weaker
than the ones imposed with the previous method, but at the expense of requiring the
kernel k to satisfy some more restrictive conditions. As it is shown in the chapter
with some examples, the two methods are not comparable.

All these results are collected in [33] and [34].

Chapter 9: On Unbounded Solutions of Singular Initial Va-
lue Problems with φ-Laplacian

In this last chapter we study a singular initial value problem with φ-Laplacian,
with special attention to the existence of unbounded solutions.

In this case, since we are dealing with a singular problem, it is not possible to
construct an equivalent integral problem, as it was made in previous chapters. Con-
sequently, the techniques used in this chapter will totally differ from the ones consi-
dered up to this moment.

In particular, we will consider the following nonlinear problem:{
(p(t)φ(u′(t)))′ + p(t) f(φ(u(t))) = 0, t > 0,

u(0) = u0, u′(0) = 0, u0 ∈ [L0, L].

We begin the chapter with the definition of three types of solutions that we may
find. This way, denoting

usup = sup{u(t) : t ∈ [0,∞)},
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we will say that

A solution u of the problem is damped if usup < L.

A solution u of the problem is homoclinic if usup = L.

A solution u of the problem will be an escape solution if usup > L.

Since both damped and homoclinic solutions are bounded, unbounded solutions
will constitute a subset of the escape ones. This motivates the division of the chapter
in two parts:

1. Search of conditions to ensure the existence of escape solutions.

2. Search of necessary and sufficient conditions to guarantee that an escape solu-
tion is unbounded.

Moreover, for the investigation of conditions which assure the existence of escape
solutions, we will distinguish two differentiated cases: the first of them, in which both
f and φ−1 are Lispchitz continuous, is quite simple since, under these conditions, we
can guarantee the uniqueness of solution of the problem.

On the contrary, the second case (with f and φ−1 not necessarily Lispchitz conti-
nuous), presents several complications derived from the non uniqueness of solution.
To solve these problems, we consider the method of lower and upper solutions.

These two cases have another important difference in relation with the results
obtained: in the first one, we guarantee the existence of a sequence of escape solutions
with different initial values, whereas in the second one, it may occur that all the
solutions have the same initial value L0.

Finally, the last section of the chapter compiles all of the obtained results. We give
there the explicit formulation of some sufficient conditions to assure the existence of
unbounded solutions of the problem. Several examples show that all these results are
not comparable.

All the results in this chapter are given in [131].
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Bounded Domains

The first part of this Thesis focuses on the study of linear and nonlinear boundary
value problems defined on bounded domains.

Our main goal will be the study of nonlinear differential equations. However,
when working with this kind of problems, the first step consists of studying their
related linear ones. To do this, the main tool will be the so-called Green’s function,
whose properties will clearly lead to the best way of dealing with nonlinear problems.

In particular, some of the main techniques applied in the recent literature to prove
the existence of solutions of nonlinear boundary value problems are, among others,
monotone iterative techniques (see [74, 96, 143]), the lower and upper solutions met-
hod (see [16, 46]) or fixed points theorems (see [74, 142]). In all these cases, the
constant sign of the associated Green’s functions is usually fundamental to prove
such results.

All this clearly justifies the necessity of starting this Thesis by studying linear
boundary value problems, focusing our attention on the properties which characterize
the constant sign of Green’s functions.

This part is structured in six chapters as follows:
Chapter 1 is dedicated to show some preliminary results and concepts for the sake

of constructing a self-contained thesis. First, following [18], we define the Green’s
function related to a boundary value problem. Then, we summarize some results
which will be used throughout this Thesis to ensure the existence of fixed points of
various operators defined on Banach spaces. Finally, we include some definitions and
results of spectral theory.

Chapter 2 includes a fully-detailed study of even order linear boundary value
problems, focusing on finding relations between various Green’s functions. All the
results in this chapter are collected in [31].

Chapter 3 particularizes the study developed in Chapter 2 to the second order
equation. Since Sturm-Liouville and Oscillation theory is applicable to second order
problems, the results in this chapter are more powerful than those in the previous one.
This chapter compiles results included in [22] and [23].

Chapter 4 deals, for the first time, with nonlinear boundary value problems. In
particular, the results obtained in Chapters 2 and 3 will be shown to be of great
importance to ensure the existence of solutions of the nonlinear problems considered
in this chapter. A basic assumption will be the constant sign of the considered Green’s
functions. Moreover, the tool used to prove the existence of solution will be the lower
and upper solutions method. This chapter is based on the last section of [31].

Chapter 5 is completely devoted to find solutions of nonlinear problems in the
case when, contrary to Chapter 4, the Green’s functions change sign. In particular,
we will deal with second order problems and prove the existence of solutions by
means of the fixed point index theory. This results are collected in [27].
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Finally, Chapter 6 considers an integral problem instead of a differential one. As
we will see, this is in fact a generalization since differential problems can be trans-
formed into integral ones whose kernel function is, precisely, the Green’s function.
In this chapter, we will define a new type of cones which makes it necessary to apply
the fixed point index theory in unbounded sets in order to find fixed points of the con-
sidered integral operators. Sections 6.1 to 6.6 of this chapter are included in [102],
while the particular case given in Section 6.7 is collected in [32].
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Chapter 1

Preliminaries

In order to construct a self-contained work, we will dedicate this chapter to intro-
duce some definitions and previous results which will be used throughout the diffe-
rent chapters.

First of all, since the main tool to study linear problems is the so-called Green’s
function, Section 1.1 introduces this concept and establishes how the solutions of
linear problems can be explicitly calculated by means of the Green’s function.

Next, we will show in Section 1.2 how to transform a nonlinear differential pro-
blem into an equivalent integral one, in the sense that the solutions of the aforemen-
tioned differential problem correspond to fixed points of a certain integral operator.
Moreover, we will include in this section several theorems to prove the existence of
fixed points of compact operators defined on Banach spaces.

Finally, Section 1.3 compiles some basic results of spectral theory of linear ope-
rators.

1.1. Green’s Functions

In this section, following [18], we will summarize the definition and main pro-
perties of Green’s functions.

Consider the general two-point n-th order differential problem{
Ln u(t) = σ(t), t ∈ [0, T ],

Ui(u) = 0, i = 1, . . . , n,
(1.1.1)

where

Ln u(t) ≡ u(n)(t) + an−1(t)u(n−1)(t) + · · ·+ a1(t)u′(t) + a0(t)u(t)

and

Ui(u) ≡
n−1∑
j=0

(
αij u

(j)(0) + βij u
(j)(T )

)
, i = 1, . . . , n,

where αij and βij are real constants for all i = 1, . . . , n, j = 0, . . . , n − 1 and
σ, ak ∈ L1([0, T ]) for all k = 1, . . . , n.
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We will denote I ≡ [0, T ].
We can characterize the Green’s function for problem (1.1.1) as follows.

Definition 1.1.1. [18, Definition 1.4.1] We say that G is a Green’s function for
problem (1.1.1) if it satisfies the following properties:

(G1) G is defined on the square I × I (except at the points with t = s if n = 1).

(G2) For k = 0, . . . , n− 2, the partial derivatives ∂k G
∂ tk

exist and are continuous on
I × I .

(G3) Both ∂n−1G
∂ tn−1 and ∂nG

∂ tn exist and are continuous on the triangles 0 ≤ s < t ≤ T
and 0 ≤ t < s ≤ T .

(G4) For each s ∈ (0, T ), the function G(·, s) is a solution of the differential equa-
tion Ln y = 0 a. e. on [0, s) ∪ (s, T ], that is,

∂nG

∂ tn
(t, s)+an−1(t)

∂n−1G

∂ tn−1
(t, s)+ · · ·+a1(t)

∂ G

∂ t
(t, s)+a0(t)G(t, s) = 0,

for all t ∈ I \ {s}.

(G5) For each t ∈ (0, T ) there exist the lateral limits

∂n−1G

∂ tn−1
(t−, t) =

∂n−1G

∂ tn−1
(t, t+) and

∂n−1G

∂ tn−1
(t, t−) =

∂n−1G

∂ tn−1
(t+, t)

and, moreover,

∂n−1G

∂ tn−1
(t+, t)− ∂n−1G

∂ tn−1
(t−, t) =

∂n−1G

∂ tn−1
(t, t−)− ∂n−1G

∂ tn−1
(t, t+) = 1.

(G6) For each s ∈ (0, T ), the function G(·, s) satisfies the boundary conditions
Ui(G(·, s)) = 0, i = 1, . . . , n, that is,

n−1∑
j=0

(
αij

∂j G

∂ tj
(0, s) + βij

∂j G

∂ tj
(T, s)

)
= 0, i = 1, . . . , n.

Remark 1.1.2. Note that the Green’s function depends on the homogeneous part of
problem (1.1.1), but not on the considered function σ. Due to this fact, we will fre-
quently talk about the Green’s function related to the homogeneous problem, namely{

Ln u(t) = 0, t ∈ [0, T ],

Ui(u) = 0, i = 1, . . . , n.
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We will consider the space

Wn,1(I) =
{
u ∈ Cn−1(I) : u(n−1) ∈ AC(I)

}
,

where AC(I) denotes the set of absolutely continuous functions on I .
In particular, we will consider a subset X ⊂ Wn,1(I) defined in the following

way
X =

{
u ∈Wn,1(I) : Ui(u) = 0, i = 1, . . . , n

}
. (1.1.2)

It is easy to check that X is a Banach space with the usual norm

‖u‖X = max
{∥∥u(i)

∥∥ : i = 0, . . . , n− 1
}
.

Now, we will introduce the following definition.

Definition 1.1.3. Given a Banach space X , operator Ln is said to be nonresonant
on X if and only if the homogeneous equation

Ln u(t) = 0 a. e. t ∈ I, u ∈ X,

has only the trivial solution.

The following result relates the uniqueness of solution of problem (1.1.1) with
the uniqueness of the Green’s function. This can be seen in [18, Corollary 1.2.4 and
Theorem 1.2.17].

Theorem 1.1.4. The following assertions are equivalent:

1. Operator Ln is nonresonant on X given in (1.1.2).

2. There exists a unique Green’s function related to problem (1.1.1).

3. Problem (1.1.1) has a unique solution u ∈Wn,1(I).

In such a case, the unique solution is given by the following expression

u(t) =

∫ T

0
G(t, s)σ(s) d s, ∀ t ∈ I. (1.1.3)

Furthermore, it is very well known (see [18, 40, 106]) that operator Ln is self-
adjoint on X if and only if the related Green’s function exists and is symmetrical
with respect to the diagonal of its square of definition, that is,

G(t, s) = G(s, t), ∀ (t, s) ∈ I × I.

We will also introduce the following important definitions. In them, we will use
the notation h � 0 to denote a function h ∈ Lα(I) such that h(t) ≥ 0 for a. e. t ∈ I
and h 6≡ 0 on I .

7
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Definition 1.1.5. Operator Ln is said to admit the maximum principle (MP) on X if
and only if every function u ∈ X such that Ln u � 0 on I satisfies that u < 0 on
(0, T ).

Definition 1.1.6. Operator Ln is said to admit the antimaximum principle (AMP) on
X if and only if every function u ∈ X such that Ln u � 0 on I satisfies that u > 0
on (0, T ).

It is immediate to verify that if Ln satisfies MP or AMP on X then it is nonreso-
nant on X .

Moreover, if Ln is self-adjoint, the previously defined maximum and antimaxi-
mum principles can be related with the constant sign of the Green’s function. Next
result was first proved in [160, Theorem 4.1] for the second order equation and the
Green’s function related to the periodic problem. The proof for second order equation
and arbitrary boundary conditions can be found in [23, Lemma 10]. For the reader’s
convenience, we include now the proof for any arbitrary order.

Theorem 1.1.7. IfLn is a self-adjoint operator, then the following equivalences hold:

Operator Ln satisfies MP on X if and only if the related Green’s function is
nonpositive on I × I .

Operator Ln satisfies AMP on X if and only if the related Green’s function is
nonnegative on I × I .

Proof. First we will prove that if operator Ln satisfies one of the principles, then the
related Green’s function has constant sign.

Assume, on the contrary, that operator Ln satisfies either MP or AMP and sup-
pose that G changes sign on I × I . Arguing as in [16, Theorem 3.1], one can find
t0 ∈ I and u1, u2 ∈ X such that Ln u1 � 0, Ln u2 � 0 on I and u1(t0)u2(t0) < 0.

First we will prove that there exist t0 ∈ (0, T ), s1, s2 ∈ I such thatG(t0, s1) > 0
and G(t0, s2) < 0. On the contrary, if G(t, ·) has constant sign for all t ∈ (0, T )
then, due to the change of sign of G, there will exist some t1 ∈ (0, T ) such that
G(t1, ·) ≡ 0. From symmetry, G(·, t1) ≡ 0, which contradicts the fact that

∂n−1G

∂ tn−1
(t+1 , t1)− ∂n−1G

∂ tn−1
(t−1 , t1) = 1.

Therefore the existence of such t0 is ensured.
Then there is a neighbourhood of s1, A1 ⊂ [0, T ], in which G(t0, ·) is positive.

If we choose a function f1 which is positive on A1 and vanishes on [0, T ] \ A1, we
have that there exists u1 satisfying that Ln u1 = f1 � 0 and

u1(t0) =

∫
A1

G(t0, s) f1(s) d s > 0.

8
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Analogously, there is a neighbourhood of s2, A2 ⊂ [0, T ], in which G(t0, ·) is
negative. Choosing now f2 such that it is positive on A2 and vanishes on [0, T ] \A2,
we have that there exists u2 such that Ln u2 = f2 � 0 and

u2(t0) =

∫
A2

G(t0, s) f2(s) d s < 0.

Therefore, we reach a contradiction.
We will see now the reciprocal, that is, we will prove that the constant sign of the

Green’s function implies one of the principles.
First observe that inequality Ln u � 0 on I is equivalent to the existence of some

σ ∈ L1(I) such that σ � 0 on I , for which

Ln u(t) = σ(t), t ∈ I.

Then, if the Green’s function does not change sign, we deduce the strict constant sign
of u on (0, T ) as a direct consequence of (1.1.3) and the fact that, as we have just
seen, it can not exist any t ∈ (0, T ) for which G(t, ·) ≡ 0.

To finish with this preliminary subsection, we will show two particular cases of
some more general spectral results given in [18, Lemmas 1.8.25 and 1.8.33]. For
these results we need to introduce a new differential operator.

For any λ ∈ R, consider operatorLn[λ] defined from operatorLn in the following
way

Ln[λ]u(t) ≡ u(n)(t)+an−1(t)u(n−1)(t)+· · ·+a1(t)u′(t)+(a0(t)+λ)u(t), t ∈ I,

that is, Ln[λ]u(t) = Ln u(t) + λu(t).
To stress its dependence on λ, we will denote byG[λ] the Green’s function related

to Ln[λ].
We have the following results.

Lemma 1.1.8. Suppose that operator Ln is nonresonant on a Banach space X , its
related Green’s function G is nonpositive on I × I , and satisfies the following condi-
tion.

(Ng) There is a continuous function φ(t) > 0 for all t ∈ (0, T ) and k1, k2 ∈ L1(I),
such that k1(s) < k2(s) < 0 for a. e. s ∈ I , satisfying

φ(t) k1(s) ≤ G(t, s) ≤ φ(t) k2(s), for a. e. (t, s) ∈ I × I.

Then G[λ] is nonpositive on I × I if and only if λ ∈ (−∞, λ1) or λ ∈ [−µ̄, λ1),
with λ1 > 0 the first eigenvalue of operator Ln in X and µ̄ ≥ 0 such that Ln[−µ̄] is
nonresonant on X and the related nonpositive Green’s function G[−µ̄] vanishes at
some point of the square I × I .

9
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Lemma 1.1.9. Suppose that operator Ln is nonresonant on a Banach space X , its
related Green’s function G is nonnegative on I × I , and satisfies the following con-
dition.

(Pg) There is a continuous function φ(t) > 0 for all t ∈ (0, T ) and k1, k2 ∈ L1(I),
such that 0 < k1(s) < k2(s) for a. e. s ∈ I , satisfying

φ(t) k1(s) ≤ G(t, s) ≤ φ(t) k2(s), for a. e. (t, s) ∈ I × I.

Then G[λ] is nonnegative on I × I if and only if λ ∈ (λ1,∞) or λ ∈ (λ1, µ̄],
with λ1 < 0 the first eigenvalue of operator Ln in X and µ̄ ≥ 0 such that Ln[µ̄]
is nonresonant on X and the related nonnegative Green’s function G[µ̄] vanishes at
some point of the square I × I .

It is obvious that if the Green’s function is strictly positive (respectively, strictly
negative) on I × I then condition (Pg) (respectively, (Ng)) is trivially fulfilled.

1.2. Fixed Point Theorems

This section is devoted to present some sufficient conditions that ensure the exis-
tence of fixed points of operators defined in abstract spaces.

As it has been indicated before, Chapters 4 to 9 will be devoted to find conditions
to ensure the existence of solution of nonlinear problems. In this framework, as
we will show now, fixed point theorems will constitute a basic tool to deal with the
aforementioned problems.

Consider for instance the following nonlinear boundary value problem related to
problem (1.1.1) {

Ln u(t) = f(t, u(t)), t ∈ I, u ∈ X
Ui(u) = 0, i = 1, . . . , n,

with f : R×R→ R satisfying some suitable regularity conditions (which, as we will
see, will actually vary depending on the problem).

It is a very well-known result that the solutions of previous problem coincide with
the fixed points of the following integral operator

T : X −→ X

u 7−→ T u

where

T u(t) =

∫ T

0
G(t, s) f(s, u(s)) d s,

10
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with G the Green’s function related to problem (1.1.1).
It is now when results ensuring the existence of fixed points of operators in Ba-

nach spaces arise as the key to deal with nonlinear problems. We compile in this
section some of those results that will be used throughout this Thesis.

First, we will introduce the concept of compact operator as follows (note that in
some references these operators are named as completely continuous).

Definition 1.2.1 ( [101, Definition 4.2.1]). Given two Banach spaces X and Y , we
say that an operator T : X → Y is compact if and only if it satisfies the two following
properties:

T is continuous.

T maps bounded subsets of X into relatively compact subsets of Y .

A very useful tool to prove the compactness of an operator is the very well-known
Ascoli-Arzelà’ s Theorem.

Theorem 1.2.2 (Ascoli-Arzelà, [89, Chapter 7, Theorem 18]). LetX be a Hausdorff
compact topological space and Y a complete metric space, and consider C(X,Y )
with the topology of the uniform convergence. Then F ⊂ C(X,Y ) has compact
closure if and only if the two following properties hold:

F (x) has compact closure for each x ∈ X .

F is equicontinuous.

The following theorem was proved by Schauder in [132].

Theorem 1.2.3 (Schauder). Let S be a bounded, closed, nonempty, convex subset of
the normed space X . Let T be a compact operator such that T (S) ⊂ S. Then T has
a fixed point in S.

On the other hand, a very useful tool to ensure the existence of fixed points of
compact operators is the fixed point index theory in cones.

Definition 1.2.4. Given a Banach space X , we say that K ⊂ X is a cone if it is a
closed and convex subset of X satisfying the two following properties:

1. If x ∈ K, then λx ∈ K for all λ ≥ 0.

2. K ∩ (−K) = {0}.

A cone K induces a partial order in X in the following way: x � y if and only if
y − x ∈ K.

11
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Definition 1.2.5. We say that K is a total cone if K −K = X .

We will compile now some classical results regarding the fixed point index. In
particular, we will follow the line of [64, Chapter 12]. There, this theory is develo-
ped in a more general framework, namely, for the so-called absolute neighbourhood
retracts. However, since throughout this Thesis we will work with Banach spaces
(and, as it is stated in [64, Chapter 11, Corollary 5.4], a Banach space is a particular
case of absolute neighbourhood retract), we will reformulate all the results in terms
of Banach spaces.

Therefore, from now on, we will assume that X is a Banach space, Ω ⊂ X an
arbitrary open subset and T a compact operator.

In [64, Chapter 12], the fixed point index is defined for compact maps which are
compactly fixed.

Definition 1.2.6. LetX be a space, Ω ⊂ X open and T : U → X a continuous map.
We say that T is compactly fixed if the set of fixed points of T is compact.

We will denote by Fix(T ) the set of fixed points of T .
Next lemma compiles some classical results regarding the fixed point index for-

mulated in [64, Theorems 6.2, 7.3 and 7.11] in a more general framework.
In particular, given X a Banach space, K ⊂ X a cone and Ω ⊂ K an arbitrary

open subset, ∂ Ω will denote the boundary of Ω in the relative topology inK, induced
by the topology of X .

Lemma 1.2.7. Let X be a Banach space, K ⊂ X a cone and Ω ⊂ K an arbitrary
open subset with 0 ∈ Ω. Assume that T : Ω → K is a compact and compactly fixed
operator such that x 6= T x for all x ∈ ∂ Ω.

Then the fixed point index iK(T ,Ω) has the following properties:

1. If x 6= µ T x for all x ∈ ∂ Ω and for every µ ≤ 1, then iK(T ,Ω) = 1.

2. If Ω is bounded and there exists e ∈ K \ {0} such that x 6= T x + λ e for all
x ∈ ∂ Ω and all λ > 0, then iK(T ,Ω) = 0.

3. If iK(T ,Ω) 6= 0, then T has a fixed point in Ω.

4. If Ω1 and Ω2 are two open and disjoint sets such that Fix(T ) ⊂ Ω1 ∪Ω2 ⊂ Ω,
then

iK(T ,Ω) = iK(T ,Ω1) + iK(T ,Ω2).

Remark 1.2.8. Note that, in Item 2 in previous lemma, it is required that Ω is boun-
ded. However, the other assertions hold for an arbitrary open set, which might be
unbounded.
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The following result gives more sufficient conditions to ensure that the index of
an arbitrary open subset is 1.

Corollary 1.2.9 ([64, Corollary 7.4]). Let X be a Banach space with the norm ‖ · ‖,
K ⊂ X a cone and Ω ⊂ K an arbitrary open subset with 0 ∈ Ω. Moreover, let
T : Ω → K be a compact and compactly fixed operator without fixed points in ∂ Ω.
Assume that one of the following conditions holds for all x ∈ ∂ Ω:

(i) ‖T x‖ ≤ ‖x‖.

(ii) ‖T x‖ ≤ ‖x− T x‖.

(iii) ‖T x‖2 ≤ ‖x‖2 + ‖x− T x‖2.

(iv) 〈x, T x〉 ≤ 〈x, x〉, where 〈·, ·〉 is a scalar product in X .

Then iK(T ,ΩK) = 1.

Moreover, using Items 1 and 2 in Lemma 1.2.7, it is possible to deduce the follo-
wing corollary. The proof would be analogous to that of [68, Theorem 2.3.3].

Corollary 1.2.10. Let X be a Banach space, K ⊂ X a cone and Ω ⊂ K an open set
such that 0 ∈ Ω. Assume that T : Ω→ K is a compact and compactly fixed operator
such that x 6= T x for all x ∈ ∂ Ω. Then

1. If T x 6� x for all x ∈ ∂ Ω then iK(T ,Ω) = 1.

2. If Ω is bounded and, moreover, T x 6� x for all x ∈ ∂ Ω, then iK(T ,Ω) = 0.

1.3. Spectral Theory

Another important tool when working with linear operators is given by the spectral
theory.

As we will see, the existence of a positive eigenfunction will be a basic assump-
tion in some results in Chapters 2 and 3, and one of the most powerful results to
ensure this is the very well-known Krein-Rutman Theorem.

Moreover, as we will show in Chapter 8, it is also possible to prove the existence
of fixed points of nonlinear integral operators by studying spectral properties of some
related linear operators.

We will compile now some results regarding spectral theory of linear operators
defined on normed spaces, which we will use in the following chapters.

13
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Let (N1, ‖ · ‖1) and (N2, ‖ · ‖2) be two normed spaces. Let T : N1 → N2 be a
bounded linear operator, that is, such that its norm

‖T ‖ = sup
‖u‖2 6=0

‖T u‖1
‖u‖2

is finite. We recall the following definitions.

Definition 1.3.1. We say that λ is an eigenvalue of a linear operator between normed
spaces T : (N1, ‖ · ‖1)→ (N2, ‖ · ‖2), with corresponding eigenfunction φ, if φ 6≡ 0
and λφ = T φ.

The reciprocals of nonzero eigenvalues are called characteristic values of T .

Definition 1.3.2. We will define the spectral radius of a bounded linear operator T
as

r(T ) := lim
n→∞

‖T n‖
1
n ,

and its principal characteristic value as µ(T ) := 1
r(T ) if r(T ) 6= 0.

For more properties of this generalized spectral value we refer the reader to [11,
164].

Now we will formulate the very well-known Krein-Rutman Theorem.

Theorem 1.3.3 (Krein-Rutman, [52, Theorem 1.1]). Let K ⊂ X be a total cone
and T : X → X a compact linear operator that maps K to K with positive spectral
radius r(T ). Then r(T ) is an eigenvalue with an eigenvector φ ∈ K\{0}.

We will give now the sharper version of this theorem for strongly positive linear
operators.

Definition 1.3.4. Let K ⊂ X be a cone with nonempty interior and let T : X → X
be a compact linear operator. We will say that T is strongly positive if and only if

T x ∈ int(K), ∀x ∈ K \ {0},

where int(K) denotes the interior of the cone.

Theorem 1.3.5 ( [4, Theorem 3.2]). Let K ⊂ X be a cone with nonempty interior
and T : X → X a strongly positive and compact linear operator that maps K to K.
Then, the following assertions hold:

The spectral radius r(T ) is positive.

r(T ) is a simple eigenvalue of T with a positive related eigenfunction and there
is no other eigenvalue with a positive eigenfunction.
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Finally, we recall some known results which will let us find some lower and upper
bounds for the spectral radius.

Theorem 1.3.6 ( [148, Theorem 2.7]). Let T be a bounded linear operator in a Ba-
nach space X and let K be a cone in X such that T (K) ⊂ K. If there exists λ0 > 0
and v ∈ K \ {0} such that

T v � λ0 v,

then r(T ) ≥ λ0.

Theorem 1.3.7 ( [157, Theorem 1]). Let T be a linear and compact operator and
let K be a cone in X . Assume that K has non empty interior and that T (K) ⊂ K.
If there exists v, an interior element of the cone, for which the following inequality
holds

T v � λ0 v,

then r(T ) ≤ λ0.
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Chapter 2

Green’s Functions and Spectral
Theory for Even Order Linear

Boundary Value Problems

In this chapter we will develop a fully-detailed study of even order linear boun-
dary value problems.

We have seen in the previous chapter that the solutions of a given boundary value
problem coincide with the fixed points of related integral operators which have as
kernel the associated Green’s function in each case. Thus, the Green’s function plays
a very important role in the study of boundary value problems.

Traditionally, the most studied boundary value problems have been the periodic
and the two-point ones. In this chapter we will take advantage of such studies by
finding some connections between the Green’s functions of various separated two
point boundary conditions and the Green’s functions of periodic problem. The key
idea is that the expression of the Green’s function related to each two points case can
be obtained as a linear combination of the Green’s function of periodic problems.

From these expressions relating the different Green’s functions, we will be able
to compare their constant sign.

These results will allow us to obtain some comparison principles which guarantee
that, under certain hypotheses, the solution of a boundary value problem under some
suitable conditions is bigger in every point than the solution of the same equation
under another type of boundary conditions.

We will also obtain a decomposition of the spectrum of some problems as a com-
bination of the other ones and some relations of order between the first eigenvalues
of the considered problems.

The chapter is organized as follows: Section 2.1 includes some preliminary re-
sults and proves a symmetry property which will be satisfied by some Green’s functi-
ons. In Section 2.2, we detail the aforementioned decomposition of Green’s functi-
ons. In Section 2.3, we relate both the spectra and the first eigenvalues of the con-
sidered problems. In Section 2.4, we prove some results relating the constant sign
of various Green’s functions. Finally, in Section 2.5, we show some point-by-point

17



Green’s Functions and Spectral Theory for Even Order Linear BVPs

relations between different Green’s functions and also between solutions of the same
operator under several boundary conditions.

It must be pointed out that the study developed in Sections 2.3 to 2.5 will be par-
ticularized in Chapter 3 for the second order equation. As we will see, in such a case,
many results will be stronger than for the general even order problem. The reason
is that, for second order equations, Sturm-Liouville’s Theory is applicable, which
makes it possible to obtain more information regarding oscillation of the solutions,
Green’s functions and spectral theory.

All the results in this chapter are collected in [31].

2.1. Preliminary Results

In this section we will introduce three different operators. The first of them,
which will be called operator L, will be defined with arbitrary coefficients. On the

other hand, the coefficients of the other two operators (denoted by L̃ and ˜̃L) will be
defined as either even or odd extensions of the coefficients of the aforementioned
operator L. This way, while the original operator will be defined on the interval

[0, T ], the two auxiliary operators L̃ and ˜̃L will be defined on [0, 2T ] and [0, 4T ],
respectively.

Furthermore, the symmetries in the coefficients of the operator L̃ will induce also
some symmetries on the Green’s functions related to this operator. This property will
also be proved in this section.

Consider then the 2n-th order general linear operator

Lu(t) ≡u(2n)(t) + a2n−1(t)u(2n−1)(t) + · · ·+ a1(t)u′(t) + a0(t)u(t), (2.1.1)

with t ∈ I and ak : I → R, ak ∈ Lα(I), α ≥ 1, k = 0, . . . , 2n− 1.
We will introduce now the first auxiliary linear operator, whose coefficients will

be defined from those of operator L as follows:

L̃ u(t) ≡u(2n)(t) + â2n−1(t)u(2n−1)(t) + ã2n−2(t)u(2n−2)(t)

+ · · ·+ â1(t)u′(t) + ã0(t)u(t), t ∈ J ≡ [0, 2T ],

where ã2k, k = 0, . . . , n− 1, is the even extension of a2k to J , that is,

ã2k(t) =

{
a2k(t), t ∈ [0, T ],

a2k(2T − t), t ∈ [T, 2T ],

and â2k+1, k = 0, . . . , n− 1, is the odd extension of a2k+1 to J , that is,

â2k+1(t) =

{
a2k+1(t), t ∈ [0, T ],

−a2k+1(2T − t), t ∈ (T, 2T ].
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Notation 2.1.1. As we have mentioned before, throughout this chapter we will work
with problems defined on different intervals. Because of this reason, we will use the
notation G[T ], G[2T ] and G[4T ] to indicate that we are working on the interval
[0, T ], [0, 2T ] or [0, 4T ], respectively. This way, we will stress the dependence of the
Green’s function on the considered interval.

We obtain the following symmetric property for Green’s functions related to ope-
rator L̃.

Lemma 2.1.2. Let X ⊂ W 2n,1(J) be a Banach space such that operator L̃ is non-
resonant on X . Moreover, suppose that if v ∈ X and w ∈ W 2n,1(J) is such that
w(t) := v(2T − t) for all t ∈ J , then w ∈ X . Then the following equality holds:

G[2T ](t, s) = G[2T ](2T − t, 2T − s), ∀ (t, s) ∈ J × J. (2.1.2)

Proof. Let σ̄ ∈ L1(J) be arbitrarily chosen and consider the problem

L̃ v(t) = σ̄(t), a. e. t ∈ J, v ∈ X.

Since operator L̃ is nonresonant onX , this problem has a unique solution v which
is given by

v(t) =

∫ 2T

0
G[2T ](t, s) σ̄(s) d s.

On the other hand, taking into account the fact that ã2k(t) = ã2k(2T − t) and
â2k+1(t) = −â2k+1(2T − t), it is easy to verify that w(t) = v(2T − t) is the unique
solution of the problem

L̃ w(t) = σ̄(2T − t), a. e. t ∈ J, w ∈ X.

Therefore,

w(t) =

∫ 2T

0
G[2T ](t, s) σ̄(2T − s) d s

and, making a suitable change of variable,

w(t) =

∫ 2T

0
G[2T ](t, 2T − s) σ̄(s) d s.

Now, since

w(t) = v(2T − t) =

∫ 2T

0
G[2T ](2T − t, s) σ̄(s) d s,
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and σ̄ ∈ L1(J) is arbitrary, we arrive at the following equality

G[2T ](2T − t, s) = G[2T ](t, 2T − s), ∀ (t, s) ∈ J × J,

or, which is the same,

G[2T ](t, s) = G[2T ](2T − t, 2T − s), ∀ (t, s) ∈ J × J.

In addition, we will consider another auxiliary operator ˜̃L which will be con-
structed from L̃ in the same way than L̃ has been constructed from L, that is:

˜̃
Lu(t) ≡u(2n)(t) + ˆ̂a2n−1(t)u(2n−1)(t) + ˜̃a2n−2(t)u(2n−2)(t)

+ · · ·+ ˆ̂a1(t)u′(t) + ˜̃a0(t)u(t), t ∈ [0, 4T ],

where ˜̃a2k and ˆ̂a2k+1, k = 0, . . . , n − 1, are the even and odd extensions to the
interval [0, 4T ] of ã2k and â2k+1, respectively.

2.2. Decomposing Green’s Functions

In this section we will obtain the expression of the Green’s function of different
two point boundary value problems (Neumann, Dirichlet and Mixed problems) as a
sum of Green’s functions of other related problems.

This decomposition has been detailed in [22] for the particular case of n = 1 and
a1 ≡ 0 and generalized in [31] for the general case with arbitrary n.

In particular, we will work with some problems related to operator L (and, con-
sequently, defined on the interval [0, T ]), some others related to operator L̃ (and,

consequently, defined on [0, 2T ]) and the periodic problem related to ˜̃L (defined on
[0, 4T ]). In the sequel, we describe the different problems and boundary conditions
we are dealing with:

Neumann problem on the interval I:{
Lu(t) = σ(t), a. e. t ∈ I,

u(2k+1)(0) = u(2k+1)(T ) = 0, k = 0, . . . , n− 1.
(N, T )

Dirichlet problem on the interval I:{
Lu(t) = σ(t), a. e. t ∈ I,

u(2k)(0) = u(2k)(T ) = 0, k = 0, . . . , n− 1.
(D, T )
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Mixed problem 1 on the interval I:{
Lu(t) = σ(t), a. e. t ∈ I,

u(2k+1)(0) = u(2k)(T ) = 0, k = 0, . . . , n− 1.
(M1, T )

Mixed problem 2 on the interval I:{
Lu(t) = σ(t), a. e. t ∈ I,

u(2k)(0) = u(2k+1)(T ) = 0, k = 0, . . . , n− 1.
(M2, T )

Periodic problem on the interval J :{
L̃ u(t) = σ̄(t), a. e. t ∈ J,

u(k)(0) = u(k)(2T ), k = 0, . . . , 2n− 1.
(P, 2T )

Antiperiodic problem on the interval J :{
L̃ u(t) = σ̄(t), a. e. t ∈ J,

u(k)(0) = −u(k)(2T ), k = 0, . . . , 2n− 1.
(A, 2T )

Neumann problem on the interval J :{
L̃ u(t) = σ̄(t), a. e. t ∈ J,

u(2 k+1)(0) = u(2 k+1)(2T ) = 0, k = 0, . . . , n− 1.
(N, 2T )

Dirichlet problem on the interval J :{
L̃ u(t) = σ̄(t), a. e. t ∈ J,

u(2 k)(0) = u(2 k)(2T ) = 0, k = 0, . . . , n− 1.
(D, 2T )

Periodic problem on the interval [0, 4T ]:
˜̃
Lu(t) = ¯̄σ(t), a. e. t ∈ [0, 4T ],

u(k)(0) = u(k)(4T ), k = 0, . . . , 2n− 1.
(P, 4T )

Now, we will show how to relate the expressions of different Green’s functions.
We will assume that all the considered operators are nonresonant on the corre-

sponding Banach space with suitable boundary conditions. Later, we will see in
Section 2.3 that the aforementioned nonresonant character of all the operators is, in
some sense, equivalent.
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2.2.1. Neumann Problem

To begin with, we will decompose the Green’s function related to problem (N, T )
as sum of the Green’s function related to (P, 2T ) evaluated in the same point and of
the same function evaluated in another point which satisfies a symmetric relation.

First, suppose that operator L is nonresonant on the space

XN,T =
{
u ∈W 2n,1(I) : u(2k+1)(0) = u(2k+1)(T ) = 0, k = 0, . . . , n− 1

}
,

that is, problem (N, T ) has a unique solution in W 2n,1(I) for all σ ∈ L1(I).
Moreover, assume that L̃ is nonresonant on

XP,2T =
{
u ∈W 2n,1(J) : u(k)(0) = u(k)(2T ), k = 0, . . . , 2n− 1

}
,

that is, problem (P, 2T ) has a unique solution in W 2n,1(J) for all σ̄ ∈ L1(J).
Let u be the unique solution of problem (N, T ). Then, defining v as the even ex-

tension of u, it can be proved that v ∈W 2n,1(J) satisfies the equation L̃ v(t) = σ̄(t)
for the particular case of taking σ̄ as the even extension of σ. Indeed, for t ∈ [0, T ],
it holds that

L̃ v(t) = Lu(t) = σ(t) = σ̄(t)

and, for t ∈ [T, 2T ],

L̃ v(t) = v(2n)(t) + â2n−1(t) v(2n−1)(t) + ã2n−2(t) v(2n−2)(t)

+ · · ·+ â1(t) v′(t) + ã0(t) v(t)

=u(2n)(2T − t)− â2n−1(t)u(2n−1)(2T − t) + ã2n−2(t)u(2n−2)(2T − t)

+ · · · − â1(t)u′(2T − t) + ã0(t)u(2T − t)

=u(2n)(2T − t) + â2n−1(2T − t)u(2n−1)(2T − t)
+ ã2n−2(2T − t)u(2n−2)(2T − t)

+ · · ·+ â1(2T − t)u′(2T − t) + ã0(2T − t)u(2T − t)

= σ̄(2T − t) = σ̄(t).

Moreover, it is clear that v ∈ XP,2T and thus v is a solution of problem (P, 2T ).
Therefore, if we denote by GN [T ] and GP [2T ] the Green’s functions related to

problems (N, T ) and (P, 2T ), respectively, we obtain the following equalities for
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t ∈ I:∫ T

0
GN [T ](t, s)σ(s) d s =u(t) = v(t) =

∫ 2T

0
GP [2T ](t, s) σ̄(s) d s

=

∫ T

0
GP [2T ](t, s)σ(s) d s

+

∫ 2T

T
GP [2T ](t, s)σ(2T − s) d s

=

∫ T

0
(GP [2T ](t, s) +GP [2T ](t, 2T − s)) σ(s) d s.

Now, since previous equality holds for every σ ∈ L1(I), we can deduce that

GN [T ](t, s) = GP [2T ](t, s) +GP [2T ](t, 2T − s), ∀ (t, s) ∈ I × I,

or, which is the same, using Lemma 2.1.2,

GN [T ](t, s) = GP [2T ](t, s) +GP [2T ](2T − t, s), ∀ (t, s) ∈ I × I. (2.2.1)

The previous expression lets us obtain the exact value at every point of the Green’s
function of the Neumann problem by means of the values of the periodic one, as long
as both Green’s functions exist.

Analogously, assuming L̃ is nonresonant on

XN,2T =
{
u ∈W 2n,1(J) : u(2k+1)(0) = u(2k+1)(2T ) = 0, k = 0, . . . , n− 1

}
,

it can be also seen that v ∈ XN,2T , that is, v is a solution of problem (N, 2T ). Thus,
denoting by GN [2T ] the Green’s function related to (N, 2T ) and arguing as in the
previous case, it can be deduced that

GN [T ](t, s) = GN [2T ](t, s) +GN [2T ](2T − t, s), ∀ (t, s) ∈ I × I, (2.2.2)

or, using (2.2.1),

GN [T ](t, s) =GP [4T ](t, s) +GP [4T ](4T − t, s)
+GP [4T ](2T − t, s) +GP [4T ](2T + t, s),

(2.2.3)

for all (t, s) ∈ I × I .
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2.2.2. Dirichlet Problem

Now, we will do an analogous decomposition for the Green’s function related to
problem (D, T ).

To this end, we will assume that operator L is nonresonant on

XD,T =
{
u ∈W 2n,1(I) : u(2k)(0) = u(2k)(T ) = 0, k = 0, . . . , n− 1

}
,

that is, problem (D, T ) has a unique solution in W 2n,1(I) for all σ ∈ L1(I). Again,
we will also assume that L̃ is nonresonant on XP,2T .

Now, if u is the unique solution of (D, T ) and we define v as its odd extension to
the interval J , it can be seen that v ∈ W 2n,1(J) satisfies the equation L̃ v(t) = σ̄(t)
for the particular case of taking σ̄ as the odd extension of σ. Indeed, for t ∈ [0, T ], it
is obvious that

L̃ v(t) = Lu(t) = σ(t) = σ̄(t),

and, for t ∈ [T, 2T ],

L̃ v(t) = v(2n)(t) + â2n−1(t) v(2n−1)(t) + ã2n−2(t) v(2n−2)(t)

+ · · ·+ â1(t) v′(t) + ã0(t) v(t)

=− u(2n)(2T − t) + â2n−1(t)u(2n−1)(2T − t)− ã2n−2(t)u(2n−2)(2T − t)

+ · · ·+ â1(t)u′(2T − t)− ã0(t)u(2T − t)

= − u(2n)(2T − t)− â2n−1(2T − t)u(2n−1)(2T − t)
− ã2n−2(2T − t)u(2n−2)(2T − t)

− · · · − â1(2T − t)u′(2T − t)− ã0(2T − t)u(2T − t)

= − σ̄(2T − t) = σ̄(t).

Moreover, v ∈ XP,2T and thus v is a solution of problem (P, 2T ).
Therefore, denoting by GD[T ] the Green’s function related to (D, T ) and reaso-

ning analogously to the previous case, we obtain the following equality:

GD[T ](t, s) = GP [2T ](t, s)−GP [2T ](2T − t, s), ∀ (t, s) ∈ I × I. (2.2.4)

On the other hand, assuming that L̃ is nonresonant on

XD,2T =
{
u ∈W 2n,1(J) : u(2k)(0) = u(2k)(2T ) = 0, k = 0, . . . , n− 1

}
,

it can also be seen that v ∈ XD,2T , which implies that v is also a solution of (D, 2T ).
Then, denoting by GD[2T ] the Green’s function related to (D, 2T ), it can be dedu-
ced that

GD[T ](t, s) = GD[2T ](t, s)−GD[2T ](2T − t, s), ∀ (t, s) ∈ I × I, (2.2.5)
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or, using (2.2.4),

GD[T ](t, s) =GP [4T ](t, s)−GP [4T ](4T − t, s)
−GP [4T ](2T − t, s) +GP [4T ](2T + t, s),

(2.2.6)

for all (t, s) ∈ I × I .

2.2.3. Mixed Problems

The same arguments of the two previous subsections are applicable to problems
(M1, T ) and (M2, T ), by assuming the nonresonant character of operator L on

XM1,T =
{
u ∈W 2n,1(I) : u(2k+1)(0) = u(2k)(T ) = 0, k = 0, . . . , n− 1

}
or

XM2,T =
{
u ∈W 2n,1(I) : u(2k)(0) = u(2k+1)(T ) = 0, k = 0, . . . , n− 1

}
,

respectively. However, these problems will not be related to periodic ones but to
the antiperiodic problem (A, 2T ). Therefore, we will assume for both cases that
operator L̃ is nonresonant on

XA,2T =
{
u ∈W 2n,1(J) : u(k)(0) = −u(k)(2T ), k = 0, . . . , 2n− 1

}
.

For (M1, T ), considering the even extension of its solution and reasoning as in
the case of (N, T ), we arrive at the following decomposition:

GM1 [T ](t, s) = GA[2T ](t, s)−GA[2T ](2T − t, s), ∀ (t, s) ∈ I × I. (2.2.7)

As it occurred with GN [T ], GM1 [T ] can also be related to GN [2T ]:

GM1 [T ](t, s) = GN [2T ](t, s)−GN [2T ](2T − t, s), ∀ (t, s) ∈ I × I, (2.2.8)

or, using (2.2.1),

GM1 [T ](t, s) =GP [4T ](t, s) +GP [4T ](4T − t, s)
−GP [4T ](2T − t, s)−GP [4T ](2T + t, s),

(2.2.9)

for all (t, s) ∈ I × I .
Finally, for (M2, T ), the odd extension of its solution will be considered (as in

the case of (D, T )) and the following expression is deduced:

GM2 [T ](t, s) = GA[2T ](t, s) +GA[2T ](2T − t, s), ∀ (t, s) ∈ I × I. (2.2.10)
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In this case, GM2 [T ] is also related to GD[2T ] in the following way

GM2 [T ](t, s) = GD[2T ](t, s) +GD[2T ](2T − t, s), ∀ (t, s) ∈ I × I, (2.2.11)

or, using (2.2.4),

GM2 [T ](t, s) =GP [4T ](t, s)−GP [4T ](4T − t, s)
+GP [4T ](2T − t, s)−GP [4T ](2T + t, s),

(2.2.12)

for all (t, s) ∈ I × I .
On the other hand, it is also possible to obtain a direct relation between the

Green’s functions of the two mixed problems.
Consider the following operator defined from L by taking the reflection of the

coefficients

Ľ u(t) = u(2n)(t) +
2n−1∑
k=0

(−1)k ak(T − t)u(k)(t),

for all t ∈ I , and let ǦM2 [T ] be the Green’s function related to the Mixed problem 2
associated with Ľ, namely,{

Ľ u(t) = σ̌(t), t ∈ I,

u(2k)(0) = u(2k+1)(T ) = 0, k = 0, . . . , n− 1.
(2.2.13)

Now, let u be the unique solution of problem (M1, T ), given explicitly by

u(t) =

∫ T

0
GM1 [T ](t, s)σ(s) d s.

If we define v(t) = u(T − t), it is easy to check that v is a solution of problem
(2.2.13) for the particular case of taking σ̌(t) = σ(T − t). Therefore,

v(t) =

∫ T

0
ǦM2 [T ](t, s)σ(T − s) d s

and, making a suitable change of variable,

v(t) =

∫ T

0
ǦM2 [T ](t, T − s)σ(s) d s.

On the other hand,

v(t) = u(T − t) =

∫ T

0
GM1 [T ](T − t, s)σ(s) d s.
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Since previous equalities are valid for all σ ∈ L1(I), we deduce that

GM1 [T ](T − t, s) = ǦM2 [T ](t, T − s), ∀ (t, s) ∈ I × I

or, which is the same,

GM1 [T ](T − t, T − s) = ǦM2 [T ](t, s), ∀ (t, s) ∈ I × I. (2.2.14)

Analogously, if we denote by ǦM1 [T ] the Green’s function related to the Mixed
problem 1 associated with Ľ, namely,{

Ľ u(t) = σ̌(t), t ∈ I,

u(2k+1)(0) = u(2k)(T ) = 0, k = 0, . . . , n− 1,
(2.2.15)

and we repeat the previous reasoning, we reach to the following connecting expres-
sion

GM2 [T ](T − t, T − s) = ǦM1 [T ](t, s), ∀ (t, s) ∈ I × I. (2.2.16)

2.2.4. Connecting Relations Between Different Problems

On the other hand, assuming again the nonresonant character of all the conside-
red operators on the corresponding spaces, if we sum different combinations of the
previous equalities, we obtain more connecting expressions between the considered
Green’s functions. These expressions will be the basic tool for the spectra decompo-
sition to be developed in Section 2.3. The results are the following:

From (2.2.1) and (2.2.4), it is deduced that

GP [2T ](t, s) =
1

2
(GN [T ](t, s) +GD[T ](t, s)) ,

GP [2T ](2T − t, s) =
1

2
(GN [T ](t, s)−GD[T ](t, s)) ,

(2.2.17)

for all (t, s) ∈ I × I .

From (2.2.7) and (2.2.10), we have that

GA[2T ](t, s) =
1

2
(GM2 [T ](t, s) +GM1 [T ](t, s)) ,

GA[2T ](2T − t, s) =
1

2
(GM2 [T ](t, s)−GM1 [T ](t, s)) ,

(2.2.18)

for all (t, s) ∈ I × I .
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From (2.2.2) and (2.2.8), it follows that

GN [2T ](t, s) =
1

2
(GN [T ](t, s) +GM1 [T ](t, s)) ,

GN [2T ](2T − t, s) =
1

2
(GN [T ](t, s)−GM1 [T ](t, s)) ,

(2.2.19)

for all (t, s) ∈ I × I .

From (2.2.5) and (2.2.11), it is obtained that

GD[2T ](t, s) =
1

2
(GM2 [T ](t, s) +GD[T ](t, s)) ,

GD[2T ](2T − t, s) =
1

2
(GM2 [T ](t, s)−GD[T ](t, s)) ,

(2.2.20)

for all (t, s) ∈ I × I .

From (2.2.3), (2.2.6), (2.2.9) and (2.2.12), it is concluded that

GP [4T ](t, s)=
1

4
(GN [T ](t, s)+GD[T ](t, s)+GM1 [T ](t, s)+GM2 [T ](t, s)) ,

for all (t, s) ∈ I × I .

2.3. Decomposition of the Spectra

In this section we will show how the spectra of the considered problems can be
connected.

We will denote by ΛN [T ], ΛD[T ], ΛM1 [T ], ΛM2 [T ], ΛP [2T ], ΛA[2T ], ΛN [2T ],
ΛD[2T ] and ΛP [4T ] the set of eigenvalues of problems (N, T ), (D, T ), (M1, T ),
(M2, T ), (P, 2T ), (A, 2T ), (N, 2T ), (D, 2T ) and (P, 4T ), respectively.

From equality (2.2.1) we have that if problem (P, 2T ) has a unique solution,
then problem (N, T ) has a solution given by

u(t) =

∫ T

0
(GP [2T ](t, s) +GP [2T ](2T − t, s)) σ(s) d s.

The uniqueness of this solution follows from the fact that the Neumann boundary
conditions are linearly independent (see [18, Lemma 1.2.21]).

Consequently we observe that if operator L̃ is nonresonant on XP,2T , then ope-
rator L is nonresonant on XN,T . In other words, the sequence of eigenvalues of
problem (N, T ) is contained into the sequence of eigenvalues of (P, 2T ).
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The same argument is valid, by means of equality (2.2.4), to ensure that if pro-
blem (P, 2T ) has a unique solution, then problem (D, T ) has a unique solution too.

On the other hand, (2.2.17) implies that the uniqueness of solution of both pro-
blems (N, T ) and (D, T ) warrants the uniqueness of solution of (P, 2T ).

Thus, we conclude that the spectrum of problem (P, 2T ) is the union of the
spectra of (N, T ) and (D, T ), that is,

ΛN [T ] ∪ ΛD[T ] = ΛP [2T ].

Using analogous arguments, from (2.2.2), (2.2.8) and (2.2.19), we deduce that

ΛN [T ] ∪ ΛM1 [T ] = ΛN [2T ];

from (2.2.5), (2.2.11) and (2.2.20),

ΛD[T ] ∪ ΛM2 [T ] = ΛD[2T ];

from (2.2.7), (2.2.10) and (2.2.18),

ΛM1 [T ] ∪ ΛM2 [T ] = ΛA[2T ];

and from (2.2.3), (2.2.6), (2.2.9) and (2.2.12),

ΛN [T ] ∪ ΛD[T ] ∪ ΛM1 [T ] ∪ ΛM2 [T ] = ΛP [4T ].

Finally, if we denote by Λ̌M2 [T ] and Λ̌M1 [T ] the set of eigenvalues of problems
(2.2.13) and (2.2.15), respectively, from (2.2.14) and (2.2.16) we deduce that

ΛM1 [T ] = Λ̌M2 [T ]

and
ΛM2 [T ] = Λ̌M1 [T ].

As an immediate consequence we have the following result.

Corollary 2.3.1. If ak(t) = (−1)kak(T − t) for all k = 0, . . . , 2n − 1, then the
spectra of the two mixed problems coincide, that is,

ΛM1 [T ] = ΛM2 [T ].

Moreover, if we denote by λN0 [T ], λD0 [T ], λM1
0 [T ], λM2

0 [T ], λP0 [2T ], λA0 [2T ],
λN0 [2T ], λD0 [2T ] and λP0 [4T ] the first eigenvalue of problems (N, T ), (D, T ),
(M1, T ), (M2, T ), (P, 2T ), (A, 2T ), (N, 2T ), (D, 2T ) and (P, 4T ), respecti-
vely, from the connecting expressions proved in Section 2.2, we will deduce the rela-
tions below.
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Theorem 2.3.2. Assume that all the previously considered spectra are not empty,
the first eigenvalue of each problem (except for (A, 2T )) is simple and its related
eigenfunction has constant sign. Then, the following equalities are fulfilled for any
a0, . . . , a2n−1 ∈ L1(I):

1. λN0 [T ] = λP0 [2T ] < λD0 [T ].

2. λN0 [T ] = λN0 [2T ] < λM1
0 [T ].

3. λN0 [T ] = λP0 [4T ].

4. λM2
0 [T ] = λD0 [2T ] < λD0 [T ].

5. λN0 [T ] < λM2
0 [T ].

6. λA0 [2T ] = min
{
λM1

0 [T ], λM2
0 [T ]

}
.

Proof. Assertion 1 is proved in the following way: as we have seen above, the
spectrum of (P, 2T ) is decomposed as ΛP [2T ] = ΛN [T ] ∪ ΛD[T ], which implies
that

λP0 [2T ] = min
{
λN0 [T ], λD0 [T ]

}
.

Consider now the even extension to J of the eigenfunction associated to λN0 [T ].
This extension has constant sign on J and, moreover, it satisfies periodic boundary
conditions, so it is a constant sign eigenfunction of (P, 2T ). On the contrary, the
odd extension to J of the eigenfunction associated to λD0 [T ] is a sign changing ei-
genfunction of (P, 2T ). Therefore, since we have assumed that the eigenfunction
related to the first eigenvalue of each problem has constant sign, we deduce that
λN0 [T ] = λP0 [2T ] < λD0 [T ].

An analogous argument is valid to prove Assertion 2, by taking into account that
ΛN [2T ] = ΛN [T ] ∪ ΛM1 [T ].

Assertion 3 is deduced from the two previous one. Indeed, Assertion 1 implies
that λN0 [2T ] = λP0 [4T ] and, from Assertion 2, we deduce the equality.

Assertion 4 is proved analogously to Assertions 1 and 2, taking into account the
decomposition ΛD[2T ] = ΛD[T ] ∪ ΛM2 [T ].

Now Assertion 5 can be deduced from 1, 2 and 4. Indeed, Assertion 1 implies
that λN0 [2T ] < λD0 [2T ] and, using Assertions 2 and 4,

λN0 [T ] = λN0 [2T ] < λD0 [2T ] = λM2
0 [T ].

Finally, Assertion 6 is an immediate consequence of

ΛA[2T ] = ΛM1 [T ] ∪ ΛM2 [T ].
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Remark 2.3.3. With respect to the hypothesis that all the considered spectra are not
empty note that, as a consequence of the relations proved at the beginning of this
section, if one of those spectra is not empty, we could ensure that some others are not
empty too.

On the other hand, there are several results which ensure that, under some suit-
able conditions, the first eigenvalue of a boundary value problem is simple and its
related eigenfunction has constant sign, for instance, Krein-Rutman Theorem.

Sufficient conditions to ensure that all the hypotheses required in previous theo-
rem are fulfilled can be found in [87].

First, we can deduce from Theorem 1 in such reference that if there exists some
λ for which the Green’s function G[λ, T ] has constant sign and the spectrum of such
problem is not empty, then the eigenfunction related to the first eigenvalue has con-
stant sign.

Moreover, from Theorem 2 in [87] it is deduced that if there exists some λ for
which the Green’s function G[λ, T ] has strict constant sign on [0, T ] × (0, T ) then
the spectrum of such problem is not empty, the first eigenvalue is simple and its related
eigenfunction has strict constant sign on (0, T ).

Finally, from Theorem 2’ in [87] we can ensure that if there exists some λ for
whichG[λ, T ] has strict constant sign on (0, T )×(0, T ) and there exists a continuous
function φ, positive on (0, T ), such that

G[λ, T ](t, s)

φ(t)

is continuous on [0, T ]× [0, T ] and positive on [0, T ]× (0, T ), then the spectrum of
such problem is not empty, the first eigenvalue is simple and its related eigenfunction
has strict constant sign on (0, T ).

Analogously, if conditions given in Lemmas 1.1.8 or 1.1.9 hold for some λ, then
we are also able to deduce that the spectrum of such problem is not empty, the first
eigenvalue is simple and its related eigenfunction has constant sign. Details of this
can be seen in [18], where it is proved that Lemmas 1.1.8 or 1.1.9 imply that Krein-
Rutman Theorem holds.

Finally, we must note that, since the eigenfunctions of the considered problems
are related, the constant sign of the eigenfunction associated with the first eigenvalue
of a problem implies (in some cases) the constant sign of the eigenfunction of other
problems.

2.4. Constant Sign of Green’s Functions

From all the connecting expressions between different Green’s functions given in
Section 2.2, it is possible to deduce that the constant sign of one of them implies the
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constant sign of another one.
In particular, from (2.2.1), (2.2.2) and (2.2.11) we deduce the relations below.

Corollary 2.4.1. The following properties hold for any a0, . . . , a2n−1 ∈ L1(I):

1. If GP [2T ] ≤ 0 on J × J , then GN [T ] ≤ 0 on I × I .

2. If GP [2T ] ≥ 0 on J × J , then GN [T ] ≥ 0 on I × I .

3. If GN [2T ] ≤ 0 on J × J , then GN [T ] ≤ 0 on I × I .

4. If GN [2T ] ≥ 0 on J × J , then GN [T ] ≥ 0 on I × I .

5. If GD[2T ] ≤ 0 on J × J , then GM2 [T ] ≤ 0 on I × I .

6. If GD[2T ] ≥ 0 on J × J , then GM2 [T ] ≥ 0 on I × I .

Remark 2.4.2. In the particular case of considering disconjugated operators, the
values of λ for which some of the previously considered Green’s functions, related to
operator L[λ], have constant sign have been characterized in [38, 39]. More specifi-
cally, the general boundary conditions considered in that reference include what we
have called Dirichlet and Mixed conditions, but do not cover neither Neumann nor
periodic and antiperiodic conditions.

The reciprocal of Assertions 1 and 2 in the previous corollary holds for constant
coefficients. This occurs as a consequence of the following property.

Lemma 2.4.3. [18, Section 1.4] Let

Ln u(t) ≡ u(n)(t) + an−1(t)un−1(t) + · · ·+ a1(t)u′(t) + a0(t)u(t), t ∈ I,

be a n-th order linear operator and let GP [T ] denote the Green’s function related to
the periodic problem{

Ln u(t) = 0, t ∈ I,
u(k)(0) = u(k)(T ), k = 0, . . . , n− 1.

If the coefficients ak, k = 0, . . . , n − 1, involved in the definition of operator
Ln are constant on I , then the Green’s function is constant over the straight lines of
slope one, that is, it satisfies the following property

GP [T ](t, s) =

{
GP [T ](t− s, 0), 0 ≤ s ≤ t ≤ T,
GP [T ](T + t− s, 0), otherwise.

As a consequence, we arrive at the following result.
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Theorem 2.4.4. If all the coefficients a0, . . . , a2n−1 are constant, then the following
properties hold:

1. GP [2T ] ≤ 0 on J × J if and only if GN [T ] ≤ 0 on I × I .

2. GP [2T ] ≥ 0 on J × J if and only if GN [T ] ≥ 0 on I × I .

Proof. From Corollary 2.4.1, the assertion is equivalent to prove that if GP [2T ]
changes sign, then GN [T ] will also change sign. Indeed, assume that there exist
two pairs of values (t1, s1) and (t2, s2) such that

GP [2T ](t1, s1) < 0 and GP [2T ](t2, s2) > 0.

As it is satisfied that GP [2T ](t, s) = GP [2T ](s, t) for all (t, s) ∈ J × J , we may
assume, without loss of generality, that s1 ≤ t1 and s2 ≤ t2.

Since all the coefficients a0, . . . , a2n−1 are constant then, from Lemma 2.4.3, it
holds that

GP [2T ](t, s) =

{
GP [2T ](t− s, 0), 0 ≤ s ≤ t ≤ 2T,

GP [2T ](2T + t− s, 0), otherwise.

Therefore, it is fulfilled that

GP [2T ](t1, s1) = GP [2T ](t1 − s1, 0)

and
GP [2T ](t2, s2) = GP [2T ](t2 − s2, 0).

On the other hand, from equality (2.1.2) and the fact that the Green’s function
satisfies the periodic boundary conditions (see Definition 1.1.1), it holds that

GP [2T ](t1 − s1, 0) = GP [2T ](2T − t1 + s1, 2T ) = GP [2T ](2T − t1 + s1, 0)

and

GP [2T ](t2 − s2, 0) = GP [2T ](2T − t2 + s2, 2T ) = GP [2T ](2T − t2 + s2, 0).

Now, we will distinguish two possibilities:

If t1 − s1 ≤ T , then

GN [T ](t1 − s1, 0) = GP [2T ](t1 − s1, 0) +GP [2T ](2T − t1 + s1, 0)

= 2GP [2T ](t1 − s1, 0) < 0.
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When t1 − s1 > T , we have

GN [T ](2T − t1 + s1, 0) = GP [2T ](2T − t1 + s1, 0) +GP [2T ](t1 − s1, 0)

= 2GP [2T ](t1 − s1, 0) < 0.

Analogously, if t2 − s2 ≤ T , then

GN [T ](t2 − s2, 0) = 2GP [2T ](t2 − s2, 0) > 0

and, if t2 − s2 > T , then

GN [T ](2T − t2 + s2, 0) = 2GP [2T ](t2 − s2, 0) > 0.

It is clear that, in any of the cases, GN [T ] changes its sign and the result holds.

The following counterexample shows that the converse of Assertion 2 in Corol-
lary 2.4.1 is not true in general for nonconstant coefficients.

Example 2.4.5. Consider the Neumann problem on [0, T ] = [0, 2] related to opera-
tor

Lu(t) = u(4)(t) + ((t− 2)4 + λ)u(t), t ∈ [0, 2] , (2.4.1)

and the periodic problem on [0, 2T ] = [0, 4] related to

L̃ u(t) ≡ u(4)(t) + ((t− 2)4 + λ)u(t), t ∈ [0, 4] . (2.4.2)

By numerical approach, we find that GN [T ] is nonpositive for λ ∈
(
λ1, λ

N
0 [T ]

)
,

where λ1 ≈ −2.26 and λN0 [T ] = λP0 [2T ] ≈ −1.746. Moreover, it is nonnegative for
λ ∈

(
λN0 [T ], λ2

)
, with λ2 ≈ 4.11.

However, GP [2T ] is nonpositive for λ ∈
(
λ1, λ

P
0 [2T ]

)
and nonnegative for

λ ∈
(
λP0 [2T ], λ3

)
, with λ3 ≈ 5.95.

Despite this, we remark that the interval of values of λ for which GN [T ] and
GP [2T ] are nonpositive is exactly the same.

Remark 2.4.6. It must be pointed out that the converse of Assertion 2 in Corol-
lary 2.4.1 also holds for several examples with non constant coefficients. However
we have not been able to prove the existence of any general condition under which
this assertion holds.

Furthermore, up to this moment, we have not been able to find a counterexam-
ple for the converse of Assertion 1. So, it remains as an open problem to know if
Assertion 1 is or not an equivalence for n ≥ 2.
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The following counterexample shows that the converse of Assertions 3 and 4 in
Corollary 2.4.1 does not hold in general, not even in the constant case.

Example 2.4.7. Consider the following Neumann problem with constant coefficients
on [0, T ] =

[
0, 3

2

]
related to the following operator

Lu(t) ≡ u(4)(t) + λu(t), t ∈
[
0,

3

2

]
,

and the Neumann problem on [0, 2T ] = [0, 3] related to

L̃ u(t) ≡ u(4)(t) + λu(t), t ∈ [0, 3] ,

By numerical approach, it can be seen that in this case GN [T ] is nonpositive
for λ ∈

(
λ4, λ

N
0 [T ]

)
, with λ4 ≈ −6.1798 and λN0 [T ] = 0, and nonnegative for

λ ∈
(
λN0 [T ], λ5

)
, with λ5 ≈ 24.7192.

However, GN [2T ] is nonpositive for λ ∈
(
λ6, λ

N
0 [2T ]

)
, with λ6 ≈ −0.3862

and λN0 [2T ] = 0, and nonnegative for λ ∈
(
λN0 [2T ], λ7

)
, with λ7 ≈ 1.5449.

So, the converse of Assertions 3 and 4 does not hold for these operators.

The following counterexample shows that the converse of Assertions 5 and 6 in
Corollary 2.4.1 is not true in general, not even in the constant case.

Example 2.4.8. Consider the Mixed problem 2 with constant coefficients on the in-
terval [0, T ] = [0, 1] related to operator

Lu(t) ≡ u(4)(t) + λu(t), t ∈ [0, 1] ,

and the Dirichlet problem on [0, 2T ] = [0, 2] related to

L̃ u(t) ≡ u(4)(t) + λu(t), t ∈ [0, 2] .

In this case, it can be seen that GM2 [T ] is nonpositive for λ ∈ (λ8, λ
M2
0 [T ]),

with λ8 ≈ −31.2852 and λM2
0 [T ] = λD0 [2T ] = −π4

16 ≈ −6.088. Moreover, it is
nonnegative for λ ∈ (λM2

0 [T ], λ9), with λ9 ≈ 389.6365.
However, GD[2T ] is nonpositive for λ ∈

(
λ10, λ

D
0 [2T ]

)
, with λ10 ≈ −14.8576,

and nonnegative for λ ∈
(
λD0 [2T ], λ11

)
, with λ11 ≈ 59.4303.

Finally, from the relations given in Theorem 2.3.2, together with the general cha-
racterization given in Lemmas 1.1.8 and 1.1.9, we can deduce the following corollary.

To establish the suitable conditions under which next result is valid, we need to
introduce some notation. This way, analogously to what we have done in Section 1.1,
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consider the parametrized operators defined fromL or L̃. In particular, we will denote
by L[λ]u(t) ≡ Lu(t) + λu(t). In this case, to stress also its dependence on λ, we
will denote by G[λ, T ] the Green’s function related to L[λ], which will also have
the corresponding subscript when we refer to one particular problem. Analogous

notation can we used for L̃[λ] and ˜̃L[λ], whose related Green’s functions will be
denoted by G[λ, 2T ] and G[λ, 4T ], respectively.

Corollary 2.4.9. Assume that we are in conditions to apply Lemmas 1.1.8 and 1.1.9,
that is, all the considered Green’s functionsG[λ, T ] (orG[λ, 2T ],G[λ, 4T ], with the
suitable subscript for each case) are:

nonpositive on I× I if and only if λ ∈ (−∞, λ1) or λ ∈ [−µ̄, λ1), with λ1 > 0
the first eigenvalue of operator Ln coupled with the corresponding boundary
conditions and µ̄ ≥ 0 such that Ln[−µ̄] is nonresonant on X and the related
nonpositive Green’s functionG[−µ̄] vanishes at some point of the square I×I .

nonnegative on I × I if and only if λ ∈ (λ1,∞) or λ ∈ (λ1, µ̄], with λ1 < 0
the first eigenvalue of operator Ln coupled with the corresponding boundary
conditions and µ̄ ≥ 0 such that Ln[µ̄] is nonresonant on X and the related
nonnegative Green’s function G[µ̄] vanishes at some point of the square I × I .

Then the following relations between the constant sign of Green’s functions are
valid for any a0, . . . , a2n−1 ∈ L1(I):

If GN [T ] is nonpositive on I × I , then GD[T ], GM1 [T ] and GM2 [T ] either
change sign or are nonpositive on I × I .

If GN [2T ] is nonpositive on J × J , then GN [T ], GD[T ], GM1 [T ] and GM2 [T ]
either change sign or are nonpositive on I × I .

If GP [2T ] is nonpositive on J × J , then GN [T ], GD[T ], GM1 [T ] and GM2 [T ]
either change sign or are nonpositive on I × I .

If GP [4T ] is nonpositive on [0, 4T ] × [0, 4T ], then GN [T ], GD[T ], GM1 [T ]
and GM2 [T ] either change sign or are nonpositive on I × I .

If GM2 [T ] is nonpositive on I × I , then GD[T ] either changes sign or is non-
positive on I × I .

If GD[2T ] is nonpositive on J × J , then GD[T ] and GM2 [T ] either change
sign or are nonpositive on I × I .
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2.5. Comparison Principles

In this section we will use the connecting expressions for Green’s functions obtai-
ned in Section 2.2 to compare the values that several Green’s functions take point by
point.

First, from (2.2.17), under the hypothesis of the constant sign of GP [2T ], we
obtain the following comparison between Green’s functions of problems (N, T ) and
(D, T ).

Corollary 2.5.1. If GP [2T ] ≥ 0 on J × J , then

GN [T ](t, s) ≥ |GD[T ](t, s)|, ∀ (t, s) ∈ I × I.

If GP [2T ] ≤ 0 on J × J , then

GN [T ](t, s) ≤ −|GD[T ](t, s)|, ∀ (t, s) ∈ I × I.

As a consequence, we can compare the solutions of (N, T ) and (D, T ), as fol-
lows.

Theorem 2.5.2. Let uN be the unique solution of problem (N, T ) for σ = σ1 and
uD the unique solution of problem (D, T ) for σ = σ2. Then

1. If GP [2T ] ≥ 0 on J ×J and |σ2(t)| ≤ σ1(t) a. e. t ∈ I , then |uD(t)| ≤ uN (t)
for all t ∈ I .

2. If GP [2T ] ≤ 0 on J × J and 0 ≤ σ2(t) ≤ σ1(t) a. e. t ∈ I , then uN (t) ≤ 0
and uN (t) ≤ uD(t) for all t ∈ I .

3. If GP [2T ] ≤ 0 on J × J and σ1(t) ≤ σ2(t) ≤ 0 a. e. t ∈ I , then uN (t) ≥ 0
and uD(t) ≤ uN (t) for all t ∈ I .

Proof. 1. Since GP [2T ] ≥ 0 on J × J then, from Corollary 2.5.1, it holds that

|uD(t)| =
∣∣∣∣∫ T

0
GD[T ](t, s)σ2(s) d s

∣∣∣∣ ≤ ∫ T

0
|GD[T ](t, s)| |σ2(s)| d s

≤
∫ T

0
GN [T ](t, s)σ1(s) d s = uN (t).

2. Since GP [2T ] ≤ 0 on J × J then, from Corollary 2.5.1, since σ1(s) ≥ 0 a. e.
s ∈ I , we have that

GN [T ](t, s)σ1(s) ≤ −|GD[T ](t, s)|σ1(s), ∀ (t, s) ∈ I × I.
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Moreover, from σ2(s) ≤ σ1(s) a. e. s ∈ I , we deduce that

−|GD[T ](t, s)|σ1(s) ≤ −|GD[T ](t, s)|σ2(s), ∀ (t, s) ∈ I × I.

Finally, since σ2(s) ≥ 0 a. e. s ∈ I ,

−|GD[T ](t, s)|σ2(s) ≤ GD[T ](t, s)σ2(s), ∀ (t, s) ∈ I × I.

Therefore, for all t ∈ I , we have

uN (t) =

∫ T

0
GN [T ](t, s)σ1(s) d s ≤

∫ T

0
−|GD[T ](t, s)|σ1(s) d s

≤
∫ T

0
−|GD[T ](t, s)|σ2(s) d s ≤

∫ T

0
GD[T ](t, s)σ2(s) d s = uD(t).

Finally, the fact that uN ≤ 0 on I is a direct consequence from GN [T ] ≤ 0 and
σ1 ≥ 0.

3. Since GP [2T ] ≤ 0 on J × J then, from Corollary 2.5.1, it can be deduced that

GN [T ](t, s) ≤ GD[T ](t, s) and GN [T ](t, s) ≤ 0, ∀ (t, s) ∈ I × I

and so, since σ2(s) ≤ 0 a. e. s ∈ I ,

GD[T ](t, s)σ2(s) ≤ GN [T ](t, s)σ2(s), ∀ (t, s) ∈ I × I

and, from σ1(s) ≤ σ2(s) a. e. s ∈ I , we deduce that

GN [T ](t, s)σ2(s) ≤ GN [T ](t, s)σ1(s), ∀ (t, s) ∈ I × I.

Therefore,

uD(t) =

∫ T

0
GD[T ](t, s)σ2(s) d s ≤

∫ T

0
GN [T ](t, s)σ2(s) d s

≤
∫ T

0
GN [T ](t, s)σ1(s) d s = uN (t).

Finally, the fact that uN ≥ 0 on I is a direct consequence from GN [T ] ≤ 0 and
σ1 ≤ 0.
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The situation described in previous theorem is represented in Figures 2.5.1, 2.5.2
and 2.5.3.

uD

uN

−uN

Figure 2.5.1: Solutions of (N, T ) and (D, T ) in Case 1 in Theorem 2.5.2.

uD

uN

Figure 2.5.2: Solutions of (N, T ) and (D, T ) in Case 2 in Theorem 2.5.2.

uD

uN

Figure 2.5.3: Solutions of (N, T ) and (D, T ) in Case 3 in Theorem 2.5.2.

Analogously, from (2.2.19) and (2.2.20), the constant sign of either GN [2T ] or
GD[2T ] lets us deduce some point-by-point relation between various Green’s functi-
ons.

Corollary 2.5.3. 1. If GN [2T ] ≥ 0 on J × J , then

GN [T ](t, s) ≥ |GM1 [T ](t, s)|, ∀ (t, s) ∈ I × I.
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2. If GN [2T ] ≤ 0 on J × J , then

GN [T ](t, s) < −|GM1 [T ](t, s)|, ∀ (t, s) ∈ I × I.

3. If GD[2T ] ≤ 0 on J × J , then

GM2 [T ](t, s) < −|GD[T ](t, s)|, ∀ (t, s) ∈ I × I.

4. If GD[2T ] ≥ 0 on J × J , then

GM2 [T ](t, s) ≥ |GD[T ](t, s)|, ∀ (t, s) ∈ I × I.

As a consequence of the previous corollary, we deduce the following comparison
principles between the solutions of the corresponding problems. The arguments are
similar to the ones used in the proof of Theorem 2.5.2.

Theorem 2.5.4. Let uN be the unique solution of problem (N, T ) for σ = σ1 and
uM1 the unique solution of problem (M1, T ) for σ = σ2. Then

1. IfGN [2T ] ≥ 0 on J×J and |σ2(t)| ≤ σ1(t) a. e. t ∈ I , then |uM1(t)| ≤ uN (t)
for all t ∈ I .

2. If GN [2T ] ≤ 0 on J × J and 0 ≤ σ2(t) ≤ σ1(t) a. e. t ∈ I , then uN (t) ≤ 0
and uN (t) ≤ uM1(t) for all t ∈ I .

3. If GN [2T ] ≤ 0 on J × J and σ1(t) ≤ σ2(t) ≤ 0 a. e. t ∈ I , then uN (t) ≥ 0
and uM1(t) ≤ uN (t) for all t ∈ I .

Theorem 2.5.5. Let uM2 be the unique solution of problem (M2, T ) for σ = σ1 and
uD the unique solution of problem (D, T ) for σ = σ2. Then, it holds that

1. IfGD[2T ] ≥ 0 on J×J and |σ2(t)| ≤ σ1(t) a. e. t ∈ I , then |uD(t)| ≤ uM2(t)
for all t ∈ I .

2. If GD[2T ] ≤ 0 on J × J and 0 ≤ σ2(t) ≤ σ1(t) a. e. t ∈ I , then uM2(t) ≤ 0
and uM2(t) ≤ uD(t) for all t ∈ I .

3. If GD[2T ] ≤ 0 on J × J and σ1(t) ≤ σ2(t) ≤ 0 a. e. t ∈ I , then uM2(t) ≥ 0
and uD(t) ≤ uM2(t) for all t ∈ I .
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Chapter 3

Second Order Equation

In this chapter we will particularize the study developed in Chapter 2 for the
linear equation of order two, that is, we will consider n = 1 in previous chapter. The
reason to study this particular case is that, when working with differential equations
of order two, Sturm-Liouville’s Theory can be applied and this makes it possible to
obtain stronger results than in the general case for any arbitrary n.

Obviously, all the results obtained in Chapter 2 are valid in this case. Moreo-
ver, we will improve many of them, obtaining for instance stronger relations between
the constant sign of different Green’s functions and stronger comparison principles.
Finally, we will also include some results whose proofs will be based on Sturm-
Liouville theory and oscillation properties, and so they can not be extended to the
general case considered in Chapter 2. In many of those cases, we will give counterex-
amples to show that the results in this chapter are not true for higher order equations.

This chapter is divided in three sections. First, Section 3.1 compiles some classi-
cal results of Sturm-Liouville theory which will be used later.

In Section 3.2, we will particularize all the results of Chapter 2 in case that n = 1
and the coefficient a1 is identically zero, that is, we will work with operator

Lu(t) ≡ u′′(t) + a(t)u(t), (3.0.1)

which is known as Hill’s operator. The reason why we have decided to assume that
a1 ≡ 0 is the fact that every differential equation of order 2 written in the general
form

u′′(t) + a1(t)u′(t) + a0(t)u(t) = 0, (3.0.2)

such that the coefficients a1 and a0 have enough regularity, can be transformed into
one of the type of (3.0.1) by means of a suitable change of variable. The results in
this section can be found in [22].

Finally, Section 3.3 considers a more general equation of order 2, namely(
p u′
)′

(t) + ā(t)u(t) = 0,

with p(t) > 0 a. e. t ∈ I and 1
p ∈ L1(I). Using a suitable change of variable, we

will prove that this problem is equivalent to Hill’s equation and, as a consequence,
we will be able to rewrite the results obtained for Hill’s equation in terms of this new
problem. The results in this section are compiled in [23, Section 3.5].
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Second Order Equation

3.1. Preliminaries: Oscillation and Spectral Theory

Consider the homogeneous linear differential equation of second order

y′′(t) + a1(t) y′(t) + a0(t) y(t) = 0, a. e. t ∈ R (3.1.1)

with a1, a0 ∈ L∞(R).
This equation is not necessarily solvable in terms of elementary functions. Ho-

wever, it is possible to establish some qualitative properties of its solutions.
First, the next theorem ensures that the zeros of two linearly independent soluti-

ons of (3.1.1) must alternate.

Theorem 3.1.1 (Sturm’s separation, [133, Section 24, Theorem A]). Let y1 and y2

be two linearly independent solutions of (3.1.1). Neither y1 and y2 nor y′1 and y′2
can have any zero in common. Moreover, y1 vanishes exactly once between two
consecutive zeros of y2, and reciprocally.

Remark 3.1.2. The previous theorem, as it is formulated in [133, Section 24] does
not include the fact y′1 and y′2 do not have any zero in common. However, this is an
immediate consequence of the proof which can be seen in [23, Theorem 6].

We will simplify now expression (3.1.1), seeing that every equation in this form,
in which a1 and a0 satisfy suitable regularity conditions, could be rewritten as a Hill’s
equation, also called the normal form of (3.1.1),

u′′(t) + a(t)u(t) = 0, a. e. t ∈ R. (3.1.2)

In order to write (3.1.1) in the normal form, we decompose y(t) = u(t) v(t), so that
y′ = u v′ + u′ v and y′′ = u v′′ + 2u′ v′ + u′′ v. Substituting in (3.1.1), we obtain

v u′′ + (2 v′ + a1 v)u′ + (v′′ + a1 v
′ + a0 v)u = 0.

Making the coefficient of u′ equal to zero, we deduce that, for some t0 ∈ R,

v(t) = e
− 1

2

∫ t
t0
a1(s) ds

reduces (3.1.1) into the normal form (3.1.2), with

a(t) =
v′′(t)

v(t)
+ a1(t)

v′(t)

v(t)
+ a0(t).

Taking into account that
v′(t)

v(t)
= −1

2
a1(t)
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and
v′′(t)

v(t)
= −1

2
a′1(t) +

1

4
a2

1(t),

we obtain
a(t) = a0(t)− 1

4
a2

1(t)− 1

2
a′1(t).

We observe that, since v does not take the value zero, the transformation we have
just made does not affect neither to the zeros of the solutions nor to their oscillation
and sign.

Therefore, from now on we will focus our study on the Hill’s equation

u′′(t) + (a(t) + λ)u(t) = 0, t ∈ I. (3.1.3)

The following theorem describes the influence that the potential a has on the
speed of oscillation of the solutions.

Theorem 3.1.3 (Sturm’s comparison, [133, Section 25, Theorem B]). Let u and v be
nontrivial solutions of

u′′(t) + q(t)u(t) = 0, a. e. t ∈ R

and
v′′(t) + r(t) v(t) = 0, a. e. t ∈ R,

respectively, with q, r ∈ L1
loc(R) such that q > r a. e. on R. Then u vanishes at

least once between two consecutive zeros of v.

On the other hand, the Oscillation Theorem establishes a certain relation of or-
der between the eigenvalues of the equation (3.1.3) coupled with periodic and an-
tiperiodic conditions. Before formulating it, we need to introduce two preliminary
definitions.

Definition 3.1.4. Hill’s equation (3.1.3) has two solutions, u1 and u2, which are
uniquely determined by the following initial conditions:

u1(0) = 1, u′1(0) = 0,

u2(0) = 0, u′2(0) = 1.

These solutions are known as normalized solutions. In order to emphasize its depen-
dence on the parameter λ, sometimes we will denote them by u1(t, λ) and u2(t, λ).

Definition 3.1.5. The function

∆(λ) = u1(T, λ) + u′2(T, λ)

is known as the discriminant of the Hill’s equation (3.1.3).
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Now we are in conditions to enunciate Oscillation Theorem.

Theorem 3.1.6 (Oscillation). [106, Chapter 2] There exist two increasing sequences
of real numbers {

λPn [T ]
}∞
n=0

and
{
λAn [T ]

}∞
n=0

,

such that the equation (3.1.3) has a nontrivial T -periodic solution if and only if
λ = λPn [T ], n = 0, 1, 2, . . . , and a nontrivial T -antiperiodic solution if and only
if λ = λAn [T ], n = 0, 1, 2, . . .

Moreover, λPn [T ], n = 0, 1, . . . , are the roots of the equation ∆(λ) = 2 and
λAn [T ], n = 0, 1, . . . , those of ∆(λ) = −2.

The following inequalities hold

λP0 [T ] < λA0 [T ] ≤ λA1 [T ] < λP1 [T ] ≤ λP2 [T ] < λA2 [T ] ≤ λA3 [T ] < λP3 [T ] . . .

and, moreover,

lim
n→∞

1

λPn [T ]
= 0, lim

n→∞

1

λAn [T ]
= 0.

The trivial solution of (3.1.3) is stable if λ belongs to one of the following inter-
vals

(λP0 [T ], λA0 [T ]), (λA1 [T ], λP1 [T ]), (λP2 [T ], λA2 [T ]), (λA3 [T ], λP3 [T ]), . . .

On the other hand, if λ belongs to one of the intervals

(−∞, λP0 [T ]], (λA0 [T ], λA1 [T ]), (λP1 [T ], λP2 [T ]), (λA2 [T ], λA3 [T ]), . . .

the trivial solution of (3.1.3) is unstable.
The trivial solution of (3.1.3) is stable for λ = λP2 k−1[T ] or λ = λP2 k[T ],

k = 1, 2, . . ., if and only if λP2 k−1[T ] = λP2 k[T ]. Analogously, such solution is stable
for λ = λA2 k[T ] or λ = λA2 k+1[T ], k = 0, 1, . . . , if and only if λA2 k[T ] = λA2 k+1[T ].

Graphically, the function ∆(λ) would have an appearance similar to Figure 3.1.1
(Figure 2.4 in [23]).
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λ

∆(λ)

∆(λ) = 2

∆(λ) = −2

λP0 [T ] λP1 [T ] λP2 [T ] λP3 [T ] λP4 [T ]

λA0 [T ] λA1 [T ] λA2 [T ] λA3 [T ] λA4 [T ] λA5 [T ]

Figure 3.1.1: Graphic of ∆(λ).

Finally, we will briefly summarize some spectral properties which will be used in
this chapter.

In [158, Chapter 4], it is proved a general result that includes the following Sturm-
Liouville equation:

−(p u′)′(t)+q(t)u(t) = λw(t)u(t), a. e. t ∈ (a, b), −∞ ≤ a < b ≤ ∞, (3.1.4)

with p, q and w real valued functions such that 1/p, q, w ∈ L1((a, b)) and w > 0
a. e. on (a, b).

Moreover, the following two types of boundary conditions are considered: cou-
pled self-adjoint boundary conditions, namely

u(b) = k11 u(a) + k12 (p u′)(a), (p u′)(b) = k21 u(a) + k22 (p u′)(a), (3.1.5)

with
k11 k22 − k21 k12 = 1; (3.1.6)

and separated self-adjoint boundary conditions:

A1 u(a) +A2 (p u′)(a) = 0, B1 u(b) +B2 (p u′)(b) = 0, (3.1.7)

with A1, A2, B1, B2 ∈ R satisfying (A1, A2) 6= (0, 0) and (B1, B2) 6= (0, 0).
Thus, in [158, Theorem 4.3.1] the following results are proved:

1. All the eigenvalues of problem (3.1.4) related to boundary conditions coupled
(3.1.5) or separated (3.1.7), are real, isolated with no finite accumulation point,
and there is an infinite but countable number of them.
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2. If p > 0 on (a, b) and the coupled boundary conditions (3.1.5) are fulfilled,
then the eigenvalues are bounded from below and can be ordered to satisfy

−∞ < λ0 ≤ λ1 ≤ λ2 ≤ · · · ; λk →∞, as k →∞ (3.1.8)

Each eigenvalue may be simple or double but there cannot be two consecutive
equalities in (3.1.8) since, for any value of λ, equation (3.1.4) has exactly two
linearly independent solutions. Note that λk is well defined for each k ≥ 0 but
there is some arbitrariness in the indexing of the eigenfunctions corresponding
to a double eigenvalue since every nontrivial solution of the equation for such
an eigenvalue is an eigenfunction. Given such an indexing scheme, let uk be a
real-valued eigenfunction of λk for the coupled conditions (3.1.5), k ≥ 0, then
the number of zeros of uk in (a, b) is 0 or 1, if k = 0, and k − 1 or k or k + 1
if k ≥ 1.

3. If p > 0 and the boundary conditions are the separated ones (3.1.7) then strict
inequality holds everywhere in (3.1.8). Furthermore, if uk is an eigenfunction
of λk, then uk is unique up to constant multiples and has exactly k zeros in the
open interval (a, b).

It is important to point out that the coupled conditions (3.1.5) cover the periodic
boundary conditions (k11 = k22 = 1, k21 = k12 = 0). In this case, if a, b ∈ R, Krein-
Rutman Theorem ensures that the least eigenvalue is simple with its corresponding
eigenfunction strictly positive on (a, b) and that the rest of the eigenfunctions change
its sign on (a, b).

Note also that coupled conditions (3.1.5) cover also the antiperiodic boundary
conditions (k11 = k22 = −1, k21 = k12 = 0). In this case, Krein-Rutman Theorem
is not applicable (because the corresponding Green’s function always changes its
sign).

On the other hand, the separated conditions (3.1.7) cover Neumann, Dirichlet and
mixed conditions.

3.2. Hill’s Equation

As we have said before, in this section we will particularize all the results obtai-
ned in Chapter 2 to the particular case of considering Hill’s operator defined in
(3.0.1). This will be done in Subsections 3.2.3 and 3.2.4.

Furthermore, in Subsection 3.2.5 we will complete the study of Hill’s operator
by proving that the eigenvalues related to problems (N, T ), (D, T ), (M1, T ) and
(M2, T ) satisfy a certain order relation.
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Finally, in Subsection 3.2.6 we will use all the relations between different Green’s
functions to deduce some explicit criteria to ensure the constant sign of some Green’s
functions, as well as some upper bounds for the first eigenvalues.

All the results dealing with this particular case of considering Hill’s equation are
included in [22] and [23].

3.2.1. Historical Background and Applications

Hill’s equation (which is named after the pioneering work of the mathematical
astronomer George William Hill (1838–1914), see [76]) has numerous applications
in engineering and physics. Among them we can find some problems in mechanics,
astronomy, circuits, electric conductivity of metals and cyclotrons.

As a first example of the Hill’s equation we could consider a mass-spring system,
that is, a spring with a mass m hanging from it. It is very well-known that, denoting
by x(t) the position of the mass at the instant t and assuming absence of friction, the
previous model can be expressed as

x′′(t) +
k

m
x(t) = 0,

with k > 0 the elastic constant of the string.
However, in a real physical system, there exists a friction force which opposes

the movement and is proportional to the object’s speed. In this case the situation can
be modelled by the equation

x′′(t) + µx′(t) +
k

m
x(t) = 0,

with µ the so-called friction coefficient. The value of such coefficient is characteristic
of the environment where the object oscillates, and depends, among other variables,
on the density, temperature and pressure of the environment. However, it could be
considered a situation in which the spring moves between two different environments,
each one with its particular friction coefficient. Also, the environment could have
strong variations of density or temperature that could cause changes in the friction
coefficient depending on time. This could be modelled by substituting the friction
coefficient µ for a not necessarily constant function µ(t)

x′′(t) + µ(t)x′(t) +
k

m
x(t) = 0.

Another possible situation would be that one in which there exists another ex-
ternal force acting periodically on the mass in such a way that it tends to move the
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mass back into its position of equilibrium, acting in proportion to the distance to that
position. Including this new variable in the previous model we have

x′′(t) + µ(t)x′(t) +

(
k

m
+ F (t)

)
x(t) = 0.

In any of the two cases, we obtain an equation in the form (3.0.2) in which, if
µ(t) has enough regularity, we could do the following change of variable

a(t) =
k

m
+ F (t)− 1

4

(
µ(t)

m

)2

− 1

2

µ′(t)

m

and transform the equation into one in the form (3.0.1).
A second example studied in [42, 98] is the inverted pendulum. A mathematical

pendulum consists of a particle of massm connected to a base through a string (which
is supposed to be rigid and of despicable weight) in such a way that the mass moves in
a fixed vertical plane. If the particle moves by the force of gravity, then the movement
of the pendulum is given by the equation

θ′′(t)− g

l
sin (θ(t)) = 0,

where g denotes the gravity, l the length of the string and θ represents the angle
between the string and the perpendicular line to the base.

In the surroundings of the equilibrium point θ = 0, we can approximate sin θ ≈ θ,
so the equation of movement could be rewritten as

θ′′(t)− g

l
θ(t) = 0.

Consider now the case in which the suspension point of the string vibrates ver-
tically with an acceleration a(t). Then, as it is proved in [42], the equation of mo-
vement would change into

θ′′(t)− 1

l
(g + a(t)) θ(t) = 0,

which is of the form (3.0.1).
Other equations which fit into the framework of the Hill’s equation are the follo-

wing ones:

Airy’s equation: (see [133])

u′′(t) + t u(t) = 0.

This equation appears in the study of the diffraction of light, the diffraction of
radio waves around the Earth’s surface, in aerodynamics and in the swing of an
uniform vertical column which bounds under its own weight.
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3.2 Hill’s Equation

Mathieu’s equation: (see [19, 142, 162])

u′′(t) + (c+ b cos t)u(t) = 0.

It is the result of the analysis of the phenomenon of parametric resonance as-
sociated with an oscillator whose parameters change with time. It appears in
problems related to periodic movements, as the trajectory of an electron in a
periodic arrange of atoms.

3.2.2. Preliminary Results

Hill’s operator properties have been described in several papers, where existence
and multiplicity results, comparison principles, Green’s functions and spectral analy-
sis were studied. Some of these results can be found in [20–22, 142, 161].

In particular, the periodic problem related to Hill’s equation, namely{
Lu(t) = 0 a. e. t ∈ I,
u(0) = u(T ), u′(0) = u′(T ),

(P, T )

has been widely studied (see [19, 21, 142, 161, 162] and references therein).
Next we compile some properties which are satisfied by the Green’s function

related to problem (P, T ), GP [T ], and which will be basic tools to prove some of our
results.

Notation 3.2.1. Note that, as in Chapter 2, we will use the notation G[T ] to refer to
the Green’s function related to operator L.

Moreover, analogously to what we have done in Section 1.1, we will consider
the parametrized operators defined from L or L̃. In particular, we will denote by
L[λ]u(t) ≡ Lu(t) + λu(t). In this case, to stress also its dependence on λ, we will
denote by G[λ, T ] the Green’s function related to L[λ]. Analogous notation will we
used for L̃[λ]u(t) ≡ L̃ u(t) + λu(t).

Lemma 3.2.2. [21, Lemma 2.2] Suppose that the Green’s function GP [T ] does not
change sign on I × I and vanishes at some point (t0, s0) ∈ I × I , then t0 = s0,
(t0, s0) = (0, T ) or (t0, s0) = (T, 0).

Lemma 3.2.3. [21, Lemma 2.4] If GP [T ] ≤ 0 on I × I then GP [T ] < 0 on I × I .

Lemma 3.2.4. [161, Theorem 1.1] Suppose that a ∈ L1(I), then:

1. GP [T ] < 0 on I × I if and only if λP0 [T ] > 0.

2. GP [T ] ≥ 0 on I × I if and only if λP0 [T ] < 0 ≤ λA0 [T ].
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By introducing the parametrized potentials a+λ, with λ ∈ R, the previous result
could be rewritten as follows.

Lemma 3.2.5. [161, Theorem 1.2] Suppose that a ∈ L1(I), then:

1. GP [λ, T ] < 0 on I × I if and only if λ < λP0 [T ].

2. GP [λ, T ] ≥ 0 on I × I if and only if λP0 [T ] < λ ≤ λA0 [T ].

To finish with these preliminary results, we include the following property which
is satisfied by Green’s functions related to Hill’s operator coupled with any of the
boundary conditions considered in this chapter.

Lemma 3.2.6. [21, Lemma 2.8] Let λ1, λ2 be such that the Green’s functions of
the corresponding problem, G[λ1, T ] and G[λ2, T ], have the same constant sign on
I × I . If λ1 > λ2 then G[λ1, T ](t, s) < G[λ2, T ](t, s) for all (t, s) ∈ I × I .

3.2.3. Constant Sign of Green’s Functions

In this subsection we will study the constant sign of the Green’s functions of vari-
ous of the boundary value problems which have been previously considered (namely,
Neumann, Dirichlet, mixed and periodic).

The results in this subsection complement those in Section 2.4 for the particular
case of Hill’s equation.

First, we will prove a necessary condition that must be satisfied by the Green’s
function of a self-adjoint operator. This result generalizes the one obtained for the
periodic case in Lemma 3.2.2 and it is valid for periodic, Neumann and Dirichlet
problems.

Proposition 3.2.7. [22, Proposition 3.1] Assume that operator L is nonresonant and
self-adjoint on a Banach space X . If the Green’s function G[T ] does not change sign
on I×I andG[T ] vanishes at some point (t0, s0) ∈ I×I , then either (t0, s0) belongs
to the diagonal of the square I × I or (t0, s0) is in the boundary of I × I , that is, at
least one of the three following properties hold:

1. t0 = s0 ∈ I .

2. t0 = 0 or t0 = T .

3. s0 = 0 or s0 = T .

Proof. Suppose, on the contrary, thatG[T ](t0, s0) = 0 with (t0, s0) ∈ (0, T )×(0, T )
such that t0 6= s0. Since G[T ](t0, s0) = G[T ](s0, t0), we may assume that t0 > s0.
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3.2 Hill’s Equation

By definition of the Green’s function, we know that

x(t) ≡ G[T ](t, s0), t ∈ I,

solves the equation{
x′′(t) + a(t)x(t) = 0, a. e. t ∈ (s0, T ],

x(t0) = x′(t0) = 0.

Then, G[T ](t, s0) = 0 for all t ∈ (s0, T ] and, in consequence, from the symme-
tric property, G[T ](s0, s) = 0 for all s ∈ (s0, T ].

Now, fix s ∈ (s0, T ]. Since G[T ] is nonnegative on I × I , we have that function

y(t) ≡ G[T ](t, s), t ∈ I,

is a solution of {
y′′(t) + a(t) y(t) = 0, a. e. t ∈ [0, s),

y(s0) = y′(s0) = 0.

Once again, G[T ](t, s) = 0 for all s ∈ (s0, T ] and all t ∈ [0, s).
From symmetry, we deduceG[T ](t, s) = 0 for all t ∈ (s0, T ] and s ∈ [0, t). This

contradicts property (G3) in the definition of the Green’s function (Definition 1.1.1)
and so we deduce the result.

Remark 3.2.8. Note that in the proof of previous proposition we use the uniqueness of
solution of the initial boundary value problem to conclude that a nontrivial solution of
a differential equation of order 2 can never have a zero of multiplicity two. Obviously,
this does not remain true for differential equations of order higher than two and this
is the reason why previous result is not applicable to the general case of the 2n-th
order operator.

Remark 3.2.9. If we consider the periodic case with a(t) =
(
π
T

)2, using [24] we
obtain the following expression for the Green’s function

GP [T ](t, s) =
T

2π

 sin
(
π (t−s)
T

)
, 0 ≤ s ≤ t ≤ T,

sin
(
π (t−s+T )

T

)
, 0 ≤ t < s ≤ T,

which is strictly positive on I × I except for the diagonal and the points (0, T ) and
(T, 0).
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On the other hand, when a(t) = k2 <
(
π
T

)2 and the Dirichlet boundary conditi-
ons are studied, we have that the Green’s function is given by the following expression

GD[T ](t, s) =
1

k sin (k T )

{
sin (k s) sin (k (t− T )), 0 ≤ s ≤ t ≤ T,
sin (k t) sin (k (s− T )), 0 ≤ t < s ≤ T.

We observe that GD[T ] is strictly negative on (0, T )× (0, T ) and vanishes on the
boundary of its square of definition.

In consequence, the previous result cannot be improved for general self-adjoint
Hill’s operators.

In particular, if Neumann boundary conditions are considered, we obtain a more
precise localization of the zeros of the related Green’s function.

Lemma 3.2.10. [22, Lemma 4.1] Suppose that the Green’s function GN [T ] is non-
negative on I × I and there is some (t0, s0) ∈ I × I for which GN [T ](t0, s0) = 0,
then either (t0, s0) = (0, 0) or (t0, s0) = (T, T ).

Proof. Suppose that GN [T ](t0, s0) = 0 for some (t0, s0) ∈ I × I . Since GN [T ] ≥ 0
on I × I , as operator L is self-adjoint, Proposition 3.2.7 lets us conclude that (t0, s0)
belongs either to the boundary of the square of definition or to its diagonal.

In the first case, suppose that t0 ∈ (0, T ) and s0 = 0. Then we have that
x0(t) ≡ GN [T ](t, 0) satisfies the equation{

x′′0(t) + a(t)x0(t) = 0, t ∈ (0, T ],

x0(t0) = x′0(t0) = 0,

which means that GN [T ](t, 0) ≡ 0 on (0, T ].
From the symmetry of GN [T ], we have that GN [T ](0, s) ≡ 0 for all s ∈ (0, T ].
As a consequence, xs(t) ≡ GN [T ](t, s) satisfies the equation{

x′′s(t) + a(t)xs(t) = 0, t ∈ [0, s),

xs(0) = x′s(0) = 0,

which implies that GN [T ](t, s) ≡ 0 for all t < s. Using again the symmetry of
GN [T ] we have that it is identically zero on I × I and we reach a contradiction.

Previous argument is valid for all (t0, s0) in the boundary of I × I except for
(0, 0) and (T, T ).

Assume now that GN [T ](t0, t0) = 0 for some t0 ∈ (0, T ). In this case, defining
xt0(t) as the even extension to J ofGN [T ](t, t0), we have that it satisfies the equation{

x′′t0(t) + ã(t)xt0(t) = 0, t ∈ (t0, 2T − t0),

xt0(t0) = xt0(2T − t0) = 0,
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where, as usual, ã denotes the even extension of a to the interval J .
From Sturm’s comparison Theorem (Theorem 3.1.3), we have that for any λ ≥ 0

every nontrivial solution of the equation

y′′(t) + (ã(t) + λ) y(t) = 0, t ∈ [0, 2T ], (3.2.1)

has as least one zero on [t0, 2T − t0].
Now, note that the even extension to J of the positive eigenfunction on (0, T ]

associated with λM2
0 [T ] solves (3.2.1) but does not have any zero on [t0, 2T − t0].

Therefore we deduce that λM2
0 [T ] < 0. Furthermore, note that the aforementioned

extension is positive on (0, 2T ) and cancels both at 0 and at 2T .
As a consequence, for any λ ∈ (λM2

0 [T ], 0] we have that y0, the even extension
to J of GN [λ, T ](t, 0), has at least one zero on (0, 2T ). Moreover, all the zeros of
y0 are simple because otherwise GN [λ, T ](t, 0) ≡ 0 on (0, T ], which cannot hap-
pen. Then necessarily y0 changes its sign on (0, 2T ) and, as it is an even function,
GN [λ, T ](t, 0) changes its sign on (0, T ). This contradicts the hypothesis thatGN [T ]
is nonnegative on I × I .

This way, we conclude that GN [T ] can only vanish at (0, 0) or (T, T ).

Remark 3.2.11. Note that if GN [T ](0, 0) = 0 we have that x(t) ≡ GN [T ](t, 0) is a
solution of {

x′′(t) + a(t)x(t) = 0, t ∈ I,
x(0) = x′(T ) = 0.

(3.2.2)

Moreover, when GN [T ](T, T ) = 0, y(t) = GN [T ](t, T ) is a solution of{
y′′(t) + a(t) y(t) = 0, t ∈ I,
y′(0) = y(T ) = 0.

(3.2.3)

As a consequence of previous result and equality (2.2.1), we deduce the following
corollary.

Corollary 3.2.12. If GP [2T ] has constant sign on J × J , then it holds that GN [T ]
has the same sign as GP [2T ] on I × I . In such a case, GN [T ](t, s) is different from
zero for all (t, s) ∈ (I × I) \ {(0, 0) ∪ (T, T )}.

Moreover, GN [T ](0, 0) = 0 if and only if equation (3.2.2) has a non zero and
constant sign solution on [0, T ), which means that λM2

0 [T ] = 0.
GN [T ](T, T ) = 0 if and only if equation (3.2.3) has a non zero and constant sign

solution on (0, T ], which means that λM1
0 [T ] = 0.

Reasoning as in Lemma 3.2.10, it is deduced the following.
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Lemma 3.2.13. Suppose that a ∈ L1(I) and the Green’s function GD[T ] has con-
stant sign on I×I and there exists some (t0, s0) ∈ I×I such thatGD[T ](t0, s0) = 0.
Then (t0, s0) belongs to the boundary of the square of definition of GD[T ].

Remark 3.2.14. From the Dirichlet boundary conditions and property (G5) of the
Green’s function (see Definition 1.1.1), it is clear that GD[T ] must cancel on the
whole boundary of I × I . Previous lemma ensures that, when GD[T ] has constant
sign, it can not vanish at any other point.

In the sequel we will prove that GD[T ] can never be nonnegative when working
with Hill’s equation and it is negative on (0, T ) × (0, T ) for λ smaller than the first
eigenvalue.

Lemma 3.2.15. [23, Lemma 36] Suppose that a ∈ L1(I), then:
GD[λ, T ] < 0 on (0, T )× (0, T ) if and only if λ < λD0 [T ].
Moreover, if λ > λD0 [T ] is such thatGD[λ, T ] exists, thenGD[λ, T ] changes sign

on I × I .

Proof. Choose λ < λD0 [T ]. From Theorem 3.1.3 it is clear that any solution of
equation

u′′(t) + (a(t) + λ)u(t) = 0, t ∈ I, (3.2.4)

has at most one zero on I .
From Definition 1.1.1, it holds that for each s0 ∈ (0, T ), us0(·) ≡ GD[λ, T ](·, s0)

satisfies (3.2.4) on [0, s0) ∪ (s0, T ].
Then, if u is the unique solution of (3.2.4) under the initial conditions

u(0) = 0, u′(0) = 1,

it is clear that there exists a constant k1 such that us0(t) = k1 u(t) for all t < s0.
Obviously, this constant k1 depends on the value s0 considered, so we could say that
there exists a function (which, for the sake of simplicity, will be denoted also by k1)
such that

GD[λ, T ](t, s) = k1(s)u(t) for all t < s.

Moreover, since u(0) = 0, we have that u(t) 6= 0 for all t ∈ (0, T ].
Analogously, if v is the unique solution of (3.2.4) satisfying the final conditions

u(T ) = 0, u′(T ) = −1,

then there exists a constant k2 such that us0(t) = k2 v(t) for all t > s0. Consequently,

GD[λ, T ](t, s) = k2(s) v(t) for all s < t.
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In this case, v(T ) = 0 implies that v(t) 6= 0 for all t ∈ [0, T ).
Now, since GD[λ, T ] is a symmetric function, necessarily k1(s) = c v(s) and

k2(s) = c u(s) for some non zero constant c, that is,

GD[λ, T ](t, s) =

{
c v(s)u(t), 0 ≤ t < s ≤ T,
c u(s) v(t), 0 ≤ s < t ≤ T,

and, since GD[λ, T ] is continuous on I × I , it is clear that

GD[λ, T ](s, s) = c u(s) v(s).

Therefore GD[λ, T ] has strict constant sign on (0, T )× (0, T ) for all λ < λD0 [T ].
We will see now that this sign has to be necessarily negative.

On the contrary, assume that there exists some value λ̄ < λD0 [T ] for which
GD[λ̄, T ] > 0 on (0, T )× (0, T ). From this property, since

∂ G[λ̄, T ]

∂ t
(0, s) 6= 0 and

∂ G[λ̄, T ]

∂ t
(T, s) 6= 0, for all s ∈ (0, T ),

it is immediate to verify that, choosing φ(t) = t (T − t), for all s ∈ (0, T ) we have
that

κ1(s) = min
t∈I

GD[λ̄, T ](t, s)

φ(t)
∈ (0,∞)

and

κ2(s) = max
t∈I

GD[λ̄, T ](t, s)

φ(t)
∈ (0,∞)

and are continuous functions on I .
Then property (Pg) in Lemma 1.1.9 is fulfilled. Thus, a necessary condition for

GD[λ̄ + µ, T ] to be nonnegative on I × I is that µ > λD0 [λ̄, T ], being λD0 [λ̄, T ] the
smallest eigenvalue of operator L[λ̄] coupled with Dirichlet conditions.

Now, taking into account that

λD0 [λ̄, T ] = λD0 [T ]− λ̄,

we have that a necessary condition for GD[λ̄ + µ, T ] to be nonnegative on I × I is
that λ̄+µ > λD0 [T ] or, which is the same, if GD[λ, T ] ≥ 0 on I×I then λ > λD0 [T ].
This facts contradicts the existence of such λ̄.

As a consequence, GD[λ, T ] < 0 on (0, T ) × (0, T ) for all λ < λD0 [T ] and
condition (Ng) is fulfilled.

Thus, from Lemma 1.1.8, we can ensure that GD[λ, T ] < 0 on (0, T )× (0, T ) if
and only if λ < λD0 [T ].

Now we will see that for λ > λD0 [T ] such that the Green’s function GD[λ, T ]
exists, it holds that GD[λ, T ] changes sign.
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Take λD0 [T ] < λ < λD1 [T ]. From the results given at the end of Section 3.1,
it is clear that the eigenfunction related to λD0 [T ] cancels at 0 and T but has strict
constant sign on (0, T ), and that the eigenfunction related to λD1 [T ] cancels at 0
and T and has exactly one more zero on (0, T ). Taking this into account and using
Sturm’s comparison Theorem (Theorem 3.1.3), it is easy to deduce that any solution
of equation

u′′(t) + (a(t) + λ)u(t) = 0, t ∈ I
has exactly one zero on (0, T ).

In particular, both u and v, defined in the first part of this proof, have exactly
one zero on (0, T ). Let’s denote by t0 and t1 the zeros of u and v, respectively, and
assume that t1 < t0 (being the other case analogous).

Now, for s < t1, u(s) > 0 and v(s) < 0, whereas for t1 < r < t0, u(r) > 0 and
v(r) > 0. This way we have found two points (s, s), (r, r) ∈ (0, T ) × (0, T ) such
that GD[λ, T ](s, s)GD[λ, T ](r, r) < 0.

As a consequence, for λD0 [T ] < λ < λD1 [T ], GD[λ, T ] changes sign and so from
Lemma 1.1.9 we conclude thatGD[λ, T ] must change sign for every λ > λD0 [T ].

Remark 3.2.16. The previous result is a particular case of [39, Theorem 3.1], where
a characterization of the constant sign of the Green’s function is proved for the ge-
neral n-th order linear operator coupled with the so-called (k, n − k) boundary
conditions.

It can be also deduced as a consequence of [40, Theorem 11], where it is shown
that if a linear equation is disconjugate then the related Green’s function has constant
sign, and [38, Theorem 2.1], where the interval of disconjugation is characterized by
means of the eigenvalues of some suitable boundary condition.

Remark 3.2.17. It is important to note that Lemma 3.2.15 does not remain true
when n > 1. Indeed, we have considered in Example 2.4.8 a fourth-order problem
for which the Green’s function of the Dirichlet problem is nonnegative.

In the sequel, we characterize the intervals on which GN [λ, T ] has constant sign.

Theorem 3.2.18. The following equalities are fulfilled for any a ∈ L1(I).

1. GN [λ, T ] < 0 on I × I if and only if λ < λN0 [T ](= λP0 [2T ]).

2. GN [λ, T ] > 0 on I × I if and only if

(λP0 [2T ] =)λN0 [T ] < λ < min
{
λM1

0 [T ], λM2
0 [T ]

}
.

3. GN [λ, T ](t, s) > 0 for all (t, s) ∈ (I × I)\{(0, 0) ∪ (T, T )} if and only if

(λP0 [2T ] =)λN0 [T ] < λ ≤ min
{
λM1

0 [T ], λM2
0 [T ]

}
.
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4. GN [λ, T ](0, 0) = 2GP [λ, 2T ](0, 0) and λM2
0 [T ] is characterized as the first

root of equation

(GN [λ, T ](0, 0) =) GP [λ, 2T ](0, 0) = 0.

5. GN [λ, T ](T, T ) = 2GP [λ, 2T ](T, T ) and λM1
0 [T ] is characterized as the first

root of equation

(GN [λ, T ](T, T ) =) GP [λ, 2T ](T, T ) = 0.

Proof. From Lemmas 3.2.3 and 3.2.5, we know that GP [λ, 2T ] is strictly negative
on J × J if and only if λ < λP0 [2T ]. Thus, equation (2.2.1) and the equality
λP0 [2T ] = λN0 [T ] (see Theorem 2.3.2), imply Assertion 1.

Moreover, from Lemmas 3.2.3 and 3.2.5, we know that GP [λ, 2T ] is nonnega-
tive on J × J if and only if λP0 [2T ] < λ ≤ λA0 [2T ]. Then, (2.2.1) and the fact
that λP0 [2T ] = λN0 [T ] and λA0 [2T ] = min {λM1

0 [T ], λM2
0 [T ]} (see Theorem 2.3.2),

together with Lemma 3.2.10 and Corollary 3.2.12, imply Assertions 2 and 3.
Now, taking into account equality (2.2.1) and the fact that

GP [λ, 2T ](0, 0) = GP [λ, 2T ](2T, 0),

we conclude that for all λ ∈ R the following equalities hold

GN [λ, T ](0, 0) = 2GP [λ, 2T ](0, 0), (3.2.5)

and
GN [λ, T ](T, T ) = 2GP [λ, 2T ](T, T ). (3.2.6)

From Lemma 3.2.6, we have that while both values on equations (3.2.5) and
(3.2.6) are positive, they are strictly decreasing with respect to λ. Thus, Corol-
lary 3.2.12 ensures that λM2

0 [T ] is the first zero of (3.2.5) and λM1
0 [T ] the first zero of

(3.2.6). Then, Assertions 4 and 5 hold.

For an arbitrary potential a we obtain the following corollaries.

Corollary 3.2.19. The following equalities are fulfilled for any a ∈ L1(I).

1. GN [T ](t, s) < 0 for all (t, s) ∈ I × I if and only if 0 < λP0 [2T ]
(
= λN0 [T ]

)
.

2. GN [T ](t, s) > 0 for all (t, s) ∈ (0, T )× (0, T ) if and only if(
λN0 [T ] =

)
λP0 [2T ] < 0 ≤ min {λM1

0 [T ], λM2
0 [T ]}

(
≤ λD0 [2T ] < λD0 [T ]

)
.
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Corollary 3.2.20. The following property holds for any a ∈ L1(I):
GM2 [λ, T ](t, s) < 0 for all (t, s) ∈ (0, T ]× (0, T ] if and only if λ < λM2

0 [T ].

Proof. From Lemma 3.2.15, we know that the Green’s functionGD[λ, 2T ] is strictly
negative on (0, 2T )× (0, 2T ) if and only if λ < λD0 [2T ].

Considering then equation and the fact that, as we have seen in Theorem 2.3.2,
λD0 [2T ] = λM2

0 [T ], we conclude the result.

Moreover, as an immediate consequence of (2.2.16) and Corollary 3.2.20, we
have the following characterization.

Corollary 3.2.21. Let a ∈ L1(I), then:
GM1 [λ, T ](t, s) < 0 for all (t, s) ∈ [0, T )× [0, T ) if and only if λ < λM1

0 [T ].

From Theorems 2.3.2 and 3.2.18 and Corollaries 3.2.19, 3.2.20 and 3.2.21, we
deduce some relations between the constant sign of various Green’s functions.

Theorem 3.2.22. [22] For any a ∈ L1(I) the following properties hold:

1. GP [2T ] < 0 on J × J if and only if GN [T ] < 0 on I × I . This is equivalent
to GN [2T ] < 0 on J × J .

2. GP [2T ] > 0 on (0, 2T )×(0, 2T ) if and only ifGN [T ] > 0 on (0, T )×(0, T ).

3. If GN [2T ] > 0 on (0, 2T )× (0, 2T ) then GN [T ] > 0 on (0, T )× (0, T ).

4. If GP [2T ] < 0 on J × J then GD[2T ] < 0 on (0, 2T )× (0, 2T ).

5. If GP [2T ] > 0 on (0, 2T )× (0, 2T ) then GD[2T ] < 0 on (0, 2T )× (0, 2T ).

6. IfGN [T ] (or, equivalently,GP [2T ]) has constant sign on I×I , thenGD[T ] < 0
on (0, T )× (0, T ), GM1 [T ] < 0 on [0, T ) × [0, T ) and GM2 [T ] < 0 on
(0, T ]× (0, T ].

7. GD[2T ] < 0 on (0, 2T )×(0, 2T ) if and only ifGM2 [T ] < 0 on (0, T ]×(0, T ].

8. If either GM2 [T ] < 0 on (0, T ]× (0, T ] or GM1 [T ] < 0 on [0, T )× [0, T ), then
GD[T ] < 0 on (0, T )× (0, T ).

Remark 3.2.23. Regarding Assertions 1 and 2, we recall that, for n > 1, the con-
stant sign of GP [2T ] implies the (same) constant sign of GN [T ] and the equivalence
holds when considering constant coefficients. Similarly, the negative sign ofGN [2T ]
implies the negative sign of GN [T ] but the equivalence does not hold, not even for
the constant case.

Assertion 3 in previous theorem coincides with Assertion 4 in Corollary 2.4.1.
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3.2 Hill’s Equation

Finally, with respect to Assertion 7, for n > 1, the negative sign of GD[2T ]
implies the negative sign of GM2 [T ] but the converse does not hold, not even for
constant coefficients.

Remark 3.2.24. Note that Assertion 6 in Corollary 2.4.1 has not been included in
previous result. The reason is that, as we have seen in Lemma 3.2.15, for n = 1, the
Green’s function related to (D, 2T ) can never be nonnegative.

We will show now some counterexamples in which we will see that Assertions 4,
5, 6 and 8 do not hold, in general, for n > 1.

Next example shows that Assertions 4 and 5 in Theorem 3.2.22 are not true in
general.

Example 3.2.25. Consider the periodic and Dirichlet problems on the same interval
[0, 2T ] = [0, 3] related to operator

L̃ u(t) ≡ u(4)(t) + (t (t− 3) + λ)u(t), t ∈ [0, 3]. (3.2.7)

By numerical approach, we have obtained that for λ = −1.5,GP [2T ] is negative
while GD[2T ] changes its sign on J × J .

Moreover, for λ = 15, GP [2T ] is positive while GD[2T ] changes sign again.

We will see in the two following examples that none of the implications given in
Assertion 6 in Theorem 3.2.22 holds for n > 1.

Example 3.2.26. Consider now [0, T ] = [0, 2] and operatorsL and L̃ given in (2.4.1)
and (2.4.2).

For λ = −2, one can check that both GP [2T ] and GN [T ] are nonpositive, whe-
reas GD[T ] and GM1 [T ] are nonnegative.

For λ = 2, it occurs that both GP [2T ] and GN [T ] are nonnegative, whereas
GD[T ], GM1 [T ] and GM2 [T ] are nonnegative.

Example 3.2.27. Take now [0, T ] =
[
0, 3

2

]
, the operator L given by

Lu(t) ≡ u(4)(t) + (t(t− 3) + λ) , t ∈
[
0,

3

2

]
and operator L̃ given in (3.2.7).

In this case, for λ = 1.5, it occurs that GP [2T ] and GN [T ] are nonpositive,
whereas GM2 [T ] is nonnegative.

Finally, we will show that Assertion 8 in Theorem 3.2.22 does not hold either
when n > 1.
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Example 3.2.28. Consider again [0, T ] = [0, 2] and operators L and L̃ given in
(2.4.1) and (2.4.2).

In this case, for λ = −6, GM1 [T ] is nonpositive but GD[T ] is nonnegative.
Similarly, for λ = −2, GM2 [T ] is nonpositive but GD[T ] is nonnegative.

3.2.4. Comparison Principles

In this subsection we complement the results proved in Section 2.5 for n > 1.
As we have seen in previous section, for the particular case of Hill’s equation, we

have stronger relations between the constant sign of various Green’s functions than
for the general 2n-th order operator. Therefore, we can obtain stronger comparison
principles too.

On the other hand, note that some results which have been proved for the general
even order problem do not make sense for Hill’s equation. This is the case of Item 4
in Corollary 2.5.3 or Item 1 in Theorem 2.5.5, which do not make sense since, as we
have seen, GD[2T ] related to Hill’s equation can never be nonnegative on J × J .

Now, we will see how to adapt the results in Section 2.5 to this case.
In particular, from Theorem 3.2.22, results in Corollary 2.5.1 can be improved

for this case in the following way.

Corollary 3.2.29. If GP [2T ] ≥ 0 on J × J , then

GN [T ](t, s) ≥ −GD[T ](t, s) ≥ 0, ∀ (t, s) ∈ I × I.

If GP [2T ] < 0 on J × J , then

GN [T ](t, s) < GD[T ](t, s) ≤ 0, ∀ (t, s) ∈ I × I.

As a consequence, Theorem 2.5.2 can also be rewritten in such a way that we
may assure that both solutions have constant sign.

Theorem 3.2.30. Let uN be the unique solution of problem (N, T ) for σ = σ1 and
uD the unique solution of problem (D, T ) for σ = σ2. Then

1. If GP [2T ] ≥ 0 on J × J and |σ2(t)| ≤ σ1(t) a. e. t ∈ I , then

|uD(t)| ≤ uN (t) for all t ∈ I.

1.1 If, moreover, σ2(t) ≥ 0 a. e. t ∈ I , then

−uN (t) ≤ uD(t) ≤ 0 for all t ∈ I.

1.2 If, moreover, σ2(t) ≤ 0 a. e. t ∈ I , then

0 ≤ uD(t) ≤ uN (t) for all t ∈ I.
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3.2 Hill’s Equation

2. If GP [2T ] ≤ 0 on J × J and 0 ≤ σ2(t) ≤ σ1(t) a. e. t ∈ I , then

uN (t) ≤ uD(t) ≤ 0 for all t ∈ I.

3. If GP [2T ] ≤ 0 on J × J and σ1(t) ≤ σ2(t) ≤ 0 a. e. t ∈ I , then

0 ≤ uD(t) ≤ uN (t) for all t ∈ I.

This situation is represented in Figures 3.2.1, 3.2.2, 3.2.3 and 3.2.4.

uD

uN

−uN

Figure 3.2.1: Solutions of (N, T ) and (D, T ) in Case 1.1 in Theorem 3.2.30.

uD

uN

Figure 3.2.2: Solutions of (N, T ) and (D, T ) in Case 1.2 in Theorem 3.2.30.

uD

uN

Figure 3.2.3: Solutions of (N, T ) and (D, T ) in Case 2 in Theorem 3.2.30.
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uD

uN

Figure 3.2.4: Solutions of (N, T ) and (D, T ) in Case 3 in Theorem 3.2.30.

Remark 3.2.31. Note that Theorem 3.2.30 is stronger than its corresponding one for
the general even order equation (namely, Theorem 2.5.2) as for Hill’s equation we
are able to ensure the constant sign of both Neumann and Dirichlet solutions, which
did not happen in Theorem 2.5.2.

Analogously, Corollary 2.5.3 can be improved in the following way.

Corollary 3.2.32. If GN [2T ] ≥ 0 on J × J , then

GN [T ](t, s) ≥ −GM1 [T ](t, s) ≥ 0, ∀ (t, s) ∈ I × I.

If GN [2T ] < 0 on J × J , then

GN [T ](t, s) < GM1 [T ](t, s) ≤ 0, ∀ (t, s) ∈ I × I.

If GD[2T ] ≤ 0 on J × J , then

GM2 [T ](t, s) < GD[T ](t, s) ≤ 0, ∀ (t, s) ∈ I × I.

Remark 3.2.33. Note that Assertion 4 in Corollary 2.5.3 has not been included in
previous result since, as we have seen in Lemma 3.2.15, for Hill’s equation, the
Green’s function related to (D, 2T ) can never be nonnegative.

Now, we can adapt Theorems 2.5.4 and 2.5.5 for the case of Hill’s equation.

Theorem 3.2.34. Let uN be the unique solution of problem (N, T ) for σ = σ1 and
uM1 the unique solution of (M1, T ) for σ = σ2. Then

1. If GN [2T ] ≥ 0 on J × J and |σ2(t)| ≤ σ1(t) a. e. t ∈ I , then

|uM1(t)| ≤ uN (t) for all t ∈ I.

1.1 If, moreover, σ2(t) ≥ 0 a. e. t ∈ I , then

−uN (t) ≤ uM1(t) ≤ 0 for all t ∈ I.
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1.2 If, moreover, σ2(t) ≤ 0 a. e. t ∈ I , then

0 ≤ uM1(t) ≤ uN (t) for all t ∈ I.

2. If GN [2T ] ≤ 0 on J × J and 0 ≤ σ2(t) ≤ σ1(t) a. e. t ∈ I , then

uN (t) ≤ uM1(t) ≤ 0 for all t ∈ I.

3. If GN [2T ] ≤ 0 on J × J and σ1(t) ≤ σ2(t) ≤ 0 a. e. t ∈ I , then

0 ≤ uM1(t) ≤ uN (t) for all t ∈ I.

Theorem 3.2.35. Suppose that GD[2T ] ≤ 0 on J × J . Let uM2 be the unique
solution of problem (M2, T ) for σ = σ1 and uD the unique solution of problem
(D, T ) for σ = σ2.

1. If 0 ≤ σ2(t) ≤ σ1(t) a. e. t ∈ I , then

uM2(t) ≤ uD(t) ≤ 0 for all t ∈ I.

2. If σ1(t) ≤ σ2(t) ≤ 0 a. e. t ∈ I , then

0 ≤ uD(t) ≤ uM2(t) for all t ∈ I.

Remark 3.2.36. We note that, since Assertion 4 in Corollary 2.5.3 can never hap-
pen for the case studied in this section, it implies that hypotheses in Assertion 1 in
Theorem 2.5.5 are never fulfilled in such a case. Therefore, we have not included the
corresponding Assertion in Theorem 3.2.35.

Moreover, using the characterization given in Subsection 3.2.3, it is possible to
rewrite Corollaries 3.2.29 and 3.2.32 in terms of eigenvalues, as follows.

Corollary 3.2.37. If (λN [T ] =)λP [2T ] < 0 ≤ λA[2T ], then

GN [T ](t, s) ≥ −GD[T ](t, s) ≥ 0, ∀ (t, s) ∈ I × I.

If (λN [T ] = λN [2T ] = λP [4T ] =)λP [2T ] > 0, then

GN [T ](t, s) < GD[T ](t, s) ≤ 0, ∀ (t, s) ∈ I × I

and
GN [T ](t, s) < GM1 [T ](t, s) ≤ 0, ∀ (t, s) ∈ I × I.

If (λN [T ] = λN [2T ] =)λP [4T ] < 0 ≤ λA[4T ], then

GN [T ](t, s) ≥ −GM1 [T ](t, s) ≥ 0, ∀ (t, s) ∈ I × I.

If (λD[2T ] =)λM2 [T ] > 0, then

GM2 [T ](t, s) < GD[T ](t, s) ≤ 0, ∀ (t, s) ∈ I × I.
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Finally, we are also able to deduce the following result which is not true, in
general, for higher order equations.

Corollary 3.2.38. If GN [T ] ≥ 0 on I × I , then

GN [T ](t, s) ≤ 2GP [2T ](2T − t, s) on I × I .

0 ≥ GD[T ](t, s) ≥ −2GP [2T ](2T − t, s) on I × I .

GN [T ](t, s) ≤ 2GN [2T ](2T − t, s) on I × I .

0 ≥ GM1 [T ](t, s) ≥ −2GN [2T ](2T − t, s) on I × I .

In particular, GP [2T ](2T − t, s) ≥ 0 and GN [2T ](2T − t, s) ≥ 0 on I × I .

Proof. The inequalities are deduced from expressions (2.2.17) and (2.2.19) by taking
into account that if GN [T ] ≥ 0 on I × I then GD[T ] ≤ 0 and GM1 [T ] ≤ 0 on
I × I .

3.2.5. Global Order of Eigenvalues of Hill’s Equation

It can also be proved that, when dealing with Hill’s equation, there exists a certain
order relation between the eigenvalues related to problems (N, T ), (D, T ), (M1, T )
and (M2, T ).

Indeed, consider the following facts:

(i) Let λNk [T ], λNk+1[T ] ∈ ΛN [T ] be two consecutive eigenvalues of Neumann
problem (N, T ) and let uN,Tk and uN,Tk+1 be their associated eigenfunctions. As
we have seen in Section 3.1, the aforementioned eigenfunctions have k and
k + 1 zeros on the interval [0, T ], respectively.

If we consider the even extensions of uN,Tk and uN,Tk+1 to the interval [0, 2T ], it
is clear that they have 2k and 2k + 2 zeros on [0, 2T ], respectively, so there
must exist an eigenvalue λ ∈ ΛN [2T ], λNk [T ] < λ < λNk+1[T ], such that its
associated eigenfunction has exactly 2k+ 1 zeros on the interval [0, 2T ]. From
the decomposition of the Neumann spectrum showed in Section 2.3, we have
that, necessarily, λ ∈ ΛM1 [T ].

As we know that λN0 [2T ] = λN0 [T ] we conclude that

λN0 [T ] < λM1
0 [T ] < . . . < λNk [T ] < λM1

k [T ] < λNk+1[T ] < λM1
k+1[T ] < . . .

(ii) Analogously, we can easily see that ΛM2 [T ] corresponds with eigenvalues of
ΛD[2T ] whose eigenfunctions have an even number of zeros on the interval
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(0, 2T ) and ΛD[T ] corresponds with eigenvalues of ΛD[2T ] whose eigen-
functions have an odd number of zeros on (0, 2T ). Taking into account the
fact that λD0 [2T ] = λM2

0 [T ] we conclude that

λM2
0 [T ] < λD0 [T ] < . . . < λM2

k [T ] < λDk [T ] < λM2
k+1[T ] < λDk+1[T ] < . . .

(iii) Oscillation Theorem (Theorem 3.1.6) guarantees that the eigenvalues of perio-
dic and antiperiodic problems related to the same interval always appear in the
following order

λP0 [T ] < λA0 [T ] ≤ λA1 [T ] < λP1 [T ] ≤ λP2 [T ] < λA2 [T ] ≤ λA3 [T ] < . . .

Consequently, if we consider Item (iii) for problems (P, 2T ) and (A, 2T ) and
we take into account the inequalities obtained in Items (i) and (ii) we can affirm that

In each pair {λP2k−1[2T ], λP2k[2T ]} of two consecutive eigenvalues of problem
(P, 2T ), one of them belongs to ΛN [T ] and the other one belongs to ΛD[T ].
In particular, if λP2k−1[2T ] = λP2k[2T ] is a double eigenvalue, then it belongs
to both ΛN [T ] and ΛD[T ].

In each pair {λA2k[2T ], λA2k+1[2T ]} of two consecutive eigenvalues of problem
(A, 2T ), one of them belongs to ΛM1 [T ] and the other one belongs to ΛM2 [T ].
As in the previous case, if λA2k[2T ] = λA2k+1[2T ] is a double eigenvalue, then
it belongs to both ΛM1 [T ] and ΛM2 [T ].

The previous reasoning lets us conclude that the eigenvalues of problem (P, 4T )
always appear in the following order:

λN0 [T ] < {λM1
0 [T ], λM2

0 [T ]} < {λD0 [T ], λN1 [T ]}

< {λM1
1 [T ], λM2

1 [T ]} < {λD1 [T ], λN2 [T ]} < . . .

As an immediate consequence we can also deduce an alternating relation between
eigenvalues of (N, T ) and (M2, T ) and also between those of (M1, T ) and (D, T ).

Corollary 3.2.39. The following properties hold for any a ∈ L1(I).

1. λNk [T ] < λM2
k [T ] < λNk+1[T ] < λM2

k+1[T ], k = 0, 1, . . .

2. λM1
k [T ] < λDk [T ] < λM1

k+1[T ] < λDk+1[T ], k = 0, 1, . . .
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Remark 3.2.40. In [106, Chapter 1] the following equalities are proved in the case
of an even potential on [0, 2T ]:

u1(2T, λ) = 2u1(T, λ)u′2(T, λ)− 1 = 1 + 2u′1(T, λ)u2(T, λ), (3.2.8)

u′1(2T, λ) = 2u1(T, λ)u′1(T, λ), (3.2.9)

u2(2T, λ) = 2u2(T, λ)u′2(T, λ), (3.2.10)

u′2(2T, λ) = u1(2T, λ), (3.2.11)

with u1 and u2 the fundamental solutions of Hill’s equation defined in Theorem 3.1.6.
Moreover, it is easy to verify (see [23, Chapter 2] for the details) that

λ ∈ ΛN [T ] if and only if u′1(T, λ) = 0.

λ ∈ ΛD[T ] if and only if u2(T, λ) = 0.

λ ∈ ΛM1 [T ] if and only if u1(T, λ) = 0.

λ ∈ ΛM2 [T ] if and only if u′2(T, λ) = 0.

Therefore we deduce that, as ã is an even function, the decomposition of Neumann
and Dirichlet spectra in 2T ,

ΛN [2T ] = ΛN [T ] ∪ ΛM1 [T ] and ΛD[2T ] = ΛD[T ] ∪ ΛM2 [T ],

could also be deduced from the equalities (3.2.9) and (3.2.10). This deduction,
despite being more direct than the one presented in this work, does not give any
information about the order of eigenvalues.

We will see now some examples of the different situations that we could find.
To calculate the eigenvalues we will use the characterization of the spectra given in
Remark 3.2.40.

Example 3.2.41. If we consider the constant case a(t) = 0, it is known that (see
[18])

λP0 [2T ] = λN0 [T ] = 0 and λA0 [2T ] = λD0 [2T ] =
( π

2T

)2
.

Moreover, denoting λ = m2 > 0 and using [24] we obtain the explicit expressi-
ons of the corresponding Green’s functions:

GP [m2, 2T ](t, s) =


cos (m (s− t+ T ))

2m sinmT
, 0 ≤ s ≤ t ≤ 2T,

cos (m (s− t− T ))

2m sinmT
, 0 ≤ t ≤ s ≤ 2T,
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and

GN [m2, T ](t, s) =


cos (ms) cos (m (T − t))

m sinmT
, 0 ≤ s ≤ t ≤ T,

cos (mt) cos (m (T − s))
m sinmT

, 0 ≤ t ≤ s ≤ T.

It is obvious that

GN [m2, T ](0, 0) = 2GP [m2, 2T ](0, 0) =
1

m tanmT
.

As a consequence, from Theorem 3.2.18, we know that λM1
0 [T ] =

(
π

2T

)2.
Moreover, from Theorem 3.2.18 and the fact that

GN [m2, T ](T, T ) = 2GP [m2, 2T ](T, T ) =
1

m tanmT
,

we deduce that λM2
0 [T ] =

(
π

2T

)2. This is also deduced from Corollary 2.3.1.
We can use [24] to calculate the Green’s functions for the different boundary

conditions

GD[m2, T ](t, s) =


sin (ms) sin (m (t− T ))

m sinmT
, 0 ≤ s ≤ t ≤ T,

sin (mt) sin (m (s− T ))

m sinmT
, 0 ≤ t ≤ s ≤ T,

GM1 [m2, T ](t, s) =


cos (ms) sin (m (t− T ))

m cosmT
, 0 ≤ s ≤ t ≤ T,

cos (mt) sin (m (s− T ))

m cosmT
, 0 ≤ t ≤ s ≤ T,

GM2 [m2, T ](t, s) =


− sin (ms) cos (m (T − t))

m cosmT
, 0 ≤ s ≤ t ≤ T,

− sin (mt) cos (m (T − s))
m cosmT

, 0 ≤ t ≤ s ≤ T,

and

GA[m2, 2T ](t, s) =


− sin (m (s− t+ T ))

2m cosmT
, 0 ≤ s ≤ t ≤ T,

− sin (m (−s+ t+ T ))

2m cosmT
, 0 ≤ t ≤ s ≤ T.
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We observe then that λD0 [T ] =
(
π
T

)2.
In this case,

ΛN [T ] = ΛD[T ] ∪ {0} = ΛP [2T ]

and

ΛM1 [T ] = ΛM2 [T ] = ΛA[2T ].

Then, if we represent graphically the discriminant (given in Oscillation Theorem
(Theorem 3.1.6)), ∆̃(λ) = u1(2T, λ) + u′2(2T, λ), we obtain Figure 3.2.5.

λ

∆̃(λ)

∆̃(λ) = 2

∆̃(λ) = −2

λN0 [T ] λD0 [T ] = λN1 [T ] λD1 [T ] = λN2 [T ]

λM1
0 [T ] = λM2

0 [T ] λM1
1 [T ] = λM2

1 [T ] λM1
2 [T ] = λM2

2 [T ]

Figure 3.2.5: Graphic of ∆̃(λ) for a(t) = 0.

Example 3.2.42. If we consider T = 2 and

a(t) =

{
0, t ∈ [0, 1],

1
10 , t ∈ [1, 2],

the eigenvalues can be directly obtained and we can verify that

λN0 [2] = λN0 [4] = λP0 [4] ≈ −0.0508,

λM2
0 [2] = λD0 [4] = λA0 [4] ≈ 0.5346,

λM1
0 [2] ≈ 0.5984

and

λD0 [2] ≈ 2.4170.

Graphically, the situation would be represented in Figure 3.2.6.
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λ

∆̃(λ)

∆̃(λ) = 2

∆̃(λ) = −2

λN0 [2] λD0 [2] λN1 [2] λD1 [2] λN2 [2]

λM2
0 [2] λM1

0 [2] λM2
1 [2] λM1

1 [2] λM2
2 [2] λM1

2 [2]

Figure 3.2.6: Graphic of ∆̃(λ) for a piecewise constant potential a.

Note that the k-th eigenvalue of problem (M2, T ) always appears before the one
of problem (M1, T ). In addition, the order between the eigenvalues of (N, T ) and
(D, T ) is also maintained.

Example 3.2.43. Considering T = π and a(t) = cos t, we obtain the following
approximations

λN0 [π] = λN0 [2π] = λP0 [2π] = λP0 [4π] ≈ −0.378,

λM1
0 [π] = λA0 [2π] ≈ −0.348,

λM2
0 [π] = λD0 [2π] ≈ 0.5948

and
λD0 [π] ≈ 0.918.

Graphically we would obtain Figure 3.2.7.

λ

∆̃(λ)

∆̃(λ) = 2

∆̃(λ) = −2

λN0 [π] λD0 [π] λN1 [π] λD1 [π] λN2 [π]

λM1
0 [π] λM2

0 [π] λM1
1 [π] λM2

1 [π] λM1
2 [π] λM2

2 [π]

Figure 3.2.7: Graphic of ∆̃(λ) for a(t) = cos t.
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In this case, the k-th eigenvalue of (M1, T ) is smaller than the one of (M2, T ).
Again, the order between the eigenvalues of (N, T ) and (D, T ) is maintained.

The following example shows that eigenvalues related to problem (N, T ) do not
necessarily have to alternate with the ones of (D, T ).

Example 3.2.44. Considering T = π and a(t) = cos 2 t, we obtain the following
approximation for the spectra of the considered problems

ΛP [4π] = {−0.1218, 0.0923, 0.47065, 1.4668, 2.34076, 3.9792, 4.1009, . . . },

ΛP [2π] = {−0.1218, 0.47065, 1.4668, 3.9792, 4.1009, . . . },

ΛM1 [π] = ΛM2 [π] = ΛA[2π] = {0.0923, 2.34076, . . . },

ΛN [π] = {−0.1218, 0.47065, 4.1009, . . . }

and
ΛD[π] = {1.4668, 3.9792, . . . }.

We observe that in this case

λN0 [π] < λN1 [π] < λD0 [π] < λD1 [π] < λN2 [π].

Note that the eigenvalues of mixed problems coincide. This is due to the fact that
a(t) = a(π − t) (see Corollary 2.3.1). Consequently, all the eigenvalues of ΛA[2π]
are a double root of ∆̃(λ) = −2.

Graphically we get Figure 3.2.8.

λ

∆̃(λ)

∆̃(λ) = 2

∆̃(λ) = −2

λN0 [π] λN1 [π] λD0 [π] λD1 [π] λN2 [a, π] λN3 [π] λD2 [π]

λM1
0 [π] = λM2

0 [π] λM1
1 [π] = λM2

1 [π] λM1
2 [π] = λM2

2 [π]

Figure 3.2.8: Graphic of ∆̃(λ) for a(t) = cos 2 t.
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Remark 3.2.45. The numerical results obtained in the considered examples suggest
an order of eigenvalues even more precise than the one theoretically proved.

It is observed that the eigenvalues of mixed problems alternate, with one eigen-
value of a mixed problem between two consecutive eigenvalues of the other one, and
reciprocally. This has been observed in all the considered examples in which the
spectra of the two mixed problems are different (Examples 3.2.42 and 3.2.43), inde-
pendently of which of them appears first.

We also appreciate in the examples an alternation between Neumann and Diri-
chlet eigenvalues except for the case in which the spectrum of the mixed problems is
the same (in this case the order of appearance of Dirichlet and Neumann changes
between one pair of eigenvalues and the next one, as we can see in Example 3.2.44).

This situation suggests the existence of some property justifying this fact. Ho-
wever, up to this moment, this has not been formally proved and these speculations
are uniquely based on the numerical results obtained while working with different
potentials.

3.2.6. Explicit Criteria to Ensure Constant Sign of Green’s Functions

As we have commented before, being able to ensure the constant sign of the
Green’s function is important as, among other things, in some cases it allows to war-
rant the constant sign of the solutions.

Moreover, as it has been mentioned at the beginning of this section, the periodic
problem related to Hill’s equation has been widely studied. In particular, many cha-
racterizations of maximum and antimaximum principles have been proved. All these
criteria, by virtue of Theorem 1.1.7, can be used to ensure the constant sign of the
Green’s function related to problem (P, T ). We will compile next these criteria and,
for the sake of simplicity, we will formulate them in terms of the constant sign of
the Green’s function, although most of them are originally proved for maximum and
antimaximum principles.

First, we will introduce now some notation that we will use in this section:

The positive part
h+(t) = max{h(t), 0}, t ∈ I

and the negative one

h−(t) = −min{h(t), 0}, t ∈ I,

are defined as usual.

Given 1 ≤ α ≤ ∞ we will denote by α∗ its conjugate, that is, the number

satisfying the relation
1

α
+

1

α∗
= 1. If α = 1 then α∗ =∞ and vice-versa.
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Finally, denoting by H1
0 (I) the usual Sobolev space of the W 1,2(I) functions

that satisfy the Dirichlet conditions, we define K(α, T ) as the best Sobolev
constant in the inequality

C ‖u‖2α ≤ ‖u′‖22 for all u ∈ H1
0 (I),

which is given explicitly by

K(α, T ) =


2π

αT 1+ 2
α

(
2

2 + α

)1− 2
α

(
Γ
(

1
α

)
Γ
(

1
2 + 1

α

))2

, 1 ≤ α <∞,

4

T
, α =∞.

This expression was first given by Talenti in 1976 [138], but he did not prove it.
The proof of the result can be seen in [51] for the case 1 < α <∞ and in [26]
for the cases α = 1 and α = ∞. Moreover, a detailed proof can also be found
in [23, Appendix A].

We will compile now the aforementioned criteria.

Lemma 3.2.46. Suppose that a ∈ L1(I), then:

(i) λP0 [T ] ≤ − 1
T

∫ T
0 a(s) d s and the equality holds if and only if a is constant.

(See [160]).

(ii) If ‖a+‖α ≤ K(2α∗, T ), then

λA0 [T ] ≥
(π
T

)2
(

1− ‖a+‖α
K(2α∗, T )

)
≥ 0.

(See [162]).

Lemma 3.2.47 ([21, Proposition 3.1] ). IfGP [T ] < 0 on I×I then
∫ T

0 a(s) d s < 0.

Lemma 3.2.48 ([19, Theorem 3.1]). If
∫ T

0 a(t) d t ≥ 0, a 6≡ 0 on I and

‖a+‖Lα(I) ≤ K(2α∗, T ),

then GP [T ] ≥ 0 on I × I .

Lemma 3.2.49 ([142, Corollary 2.2]). If a ≺ 0, then GP [T ] < 0 on I × I .
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3.2 Hill’s Equation

Lemma 3.2.50 ([70, Corollary 2.5]). If a ∈ L1(I), a 6≡ 0 on I and∫ T

0
a+(s) d s <

4

T
,

∫ T
0 a+(s) d s

1− T
4

∫ T
0 a+(s) d s

≤
∫ T

0
a−(s) d s,

then GP [T ] < 0 on I × I .

We can also relate the discriminant ∆(λ), defined in Theorem 3.1.6, with the
constant sign of the Green’s function.

Lemma 3.2.51 ([21, Theorem 4.2]). We have the following properties:

1. GP [T ] < 0 on I × I if and only if ∆(λ) > 2 for all λ ≤ 0.

2. GP [T ] ≥ 0 on I × I if and only if ∆(λ) > −2 for all λ < 0 and ∆(0) < 2.

Lemma 3.2.52 ( [21, Theorem 4.3]). Suppose that ‖â+‖Lα(I) ≤ K(2α∗, T ), with

a(t) = â(t) + λ, where â has mean zero and λ = 1
T

∫ T
0 a(s) d s is the mean value of

a. Then

1. GP [T ] < 0 on I × I if and only if
∫ T

0 a(s) d s < 0 and ∆(0) > 2.

2. If
∫ T

0 a(s) d s < 0 and ∆(0) < 2, then GP [T ] ≥ 0 on I × I .

3. If operator L coupled with periodic boundary conditions is nonresonant and

0 ≤
∫ T

0
a(s) d s ≤ π2

T

(
1−

‖â+‖Lα(I)

K(2α∗, T )

)
,

then GP [T ] ≥ 0 on I × I .

Now, as a corollary of Lemma 3.2.46, we obtain the following bounds for the first
eigenvalues of Neumann, Dirichlet and mixed problems.

Corollary 3.2.53. Let a ∈ L1(I). Then:

1. λN0 [T ] ≤ − 1
T

∫ T
0 a(s) d s and the equality holds if and only if a is constant.

2. If ‖a+‖Lα(I) ≤ 2−1/αK(2α∗, 2T ) then

λD0 [T ] > min
{
λM1

0 [T ], λM2
0 [T ]

}
≥
( π

2T

)2
(

1−
21/α ‖a+‖Lα(I)

K(2α∗, 2T )

)
≥ 0.
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Proof. 1. As a consequence of item (i) in Lemma 3.2.46 applied to the even ex-
tension of a we know that

λP0 [2T ] ≤ − 1

2T

∫ 2T

0
ã(s) d s

and the equality holds only when ã is constant. Assertion 1 in Theorem 3.2.18
warrants that λN0 [T ] = λP0 [2T ]. Then, we deduce that

λN0 [T ] ≤ − 1

2T

∫ 2T

0
ã(s) d s = − 1

2T

(∫ T

0
a(s) d s +

∫ 2T

T
a(2T − s) d s

)
= − 1

2T

(
2

∫ T

0
a(s) d s

)
= − 1

T

∫ T

0
a(s) d s

and the equality holds if and only if a is constant.

2. From Assertion (ii) in Lemma 3.2.46 we have that if ‖ã+‖Lα(J) ≤ K(2α∗, 2T )
then

λA0 [2T ] ≥
( π

2T

)2
(

1−
‖ã+‖Lα(J)

K(2α∗, 2T )

)
≥ 0.

We also have that

‖ã+‖αLα(J) =

∫ 2T

0
|ã+(s)|α d s = 2

∫ T

0
|a+(s)|α d s = 2 ‖a+‖αLα(I) ,

from where we deduce that

‖ã+‖Lα(J) = 21/α ‖a+‖Lα(I) .

The result can be concluded from the fact that

λA0 [2T ] = min
{
λM1

0 [T ], λM2
0 [T ]

}
< λD0 [T ],

proved in Theorem 2.3.2.

On the other hand, using the implications between the constant sign of the Green’s
functions of the different problems, formulated in Corollary 3.2.22, we can rewrite
Lemmas 3.2.47, 3.2.48, 3.2.49 and 3.2.50. For that, it is enough to consider those
lemmas in terms of ã and take into account the following relations (which are dedu-
ced from the previous proof):
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Condition a � 0 (respectively, ≺ 0) is equivalent to ã � 0 (respectively, ≺ 0).

We have the following relation between the norms of a and ã

‖ã‖Lα(J) = 21/α ‖a‖Lα(I) .

As ã is an even function, it verifies that∫ 2T

0
ã(s) d s = 2

∫ T

0
a(s) d s.

We are now in conditions to rewrite the hypotheses in the corresponding terms
for each case.

Corollary 3.2.54. The following assertions hold:

(i) If a ≺ 0, then GN [T ] < 0 on I × I.

(ii) If a ∈ L1(I),
∫ T

0 a(t) d t ≥ 0, a 6≡ 0 and ‖a+‖Lα(I) ≤ 2−1/αK(2α∗, 2T ),
then GN [T ] ≥ 0 on I × I.

(iii) If a ∈ L1(I), a 6≡ 0 and∫ T

0
a+(s) d s <

1

T
,

∫ T
0 a+(s) d s

1− T
∫ T

0 a+(s) d s
≤
∫ T

0
a−(s) d s,

then GN [T ] < 0 on I × I.

Any of the previous conditions implies that:

1. GM1 [T ](t, s) < 0 for all (t, s) ∈ [0, T )× [0, T ).

2. GM2 [T ](t, s) < 0 for all (t, s) ∈ (0, T ]× (0, T ].

3. GD[T ](t, s) < 0 for all (t, s) ∈ (0, T )× (0, T ).

4. GD[2T ](t, s) < 0 for all (t, s) ∈ (0, 2T )× (0, 2T ).

Corollary 3.2.55. If GN [T ] < 0 on I × I then
∫ T

0 a(s) d s < 0.

Considering now the discriminant ∆̃(λ) = u1(2T, λ) + u′2(2T, λ) for the pe-
riodic problem on [0, 2T ] with potential ã, from Lemmas 3.2.51 and 3.2.52, it is
possible to obtain results about the constant sign of non-periodic Green’s functions.

Corollary 3.2.56. The following properties hold:
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(i) GN [T ] < 0 on I × I if and only if ∆̃(λ) > 2 for all λ ≤ 0.

(ii) GN [T ] ≥ 0 on I × I if and only if ∆̃(λ) > −2 for all λ < 0 and ∆̃(0) < 2.

Corollary 3.2.57. If ∆̃(λ) > −2 for all λ < 0 then:

1. GM1 [T ](t, s) < 0 for all (t, s) ∈ [0, T )× [0, T ).

2. GM2 [T ](t, s) < 0 for all (t, s) ∈ (0, T ]× (0, T ].

3. GD[T ](t, s) < 0 for all (t, s) ∈ (0, T )× (0, T ).

4. GD[2T ](t, s) < 0 for all (t, s) ∈ (0, 2T )× (0, 2T ).

Corollary 3.2.58. Let a(t) = â(t)+λ, where â has mean zero and λ = 1
T

∫ T
0 a(s) d s

is the mean value of a, and suppose that ‖â+‖Lα(I) ≤ 2−1/αK(2α∗, 2T ). Then:

(i) GN [T ] < 0 on I × I if and only if
∫ T

0 a(s) d s < 0 and ∆̃(0) > 2.

(ii) If
∫ T

0 a(s) d s < 0 and ∆̃(0) < 2, then GN [T ] ≥ 0 on I × I .

(iii) If operator L coupled with periodic boundary conditions on [0, 2T ] is nonre-
sonant and

0 ≤
∫ T

0
a(s) d s ≤ π2

4T

(
1−

21/α ‖â+‖Lα(I)

K(2α∗, 2T )

)
,

then GN [T ] ≥ 0 on I × I .

Corollary 3.2.59. If either ∫ T

0
a(s) d s < 0

or

0 ≤
∫ T

0
a(s) d s ≤ π2

4T

(
1−

21/α ‖â+‖Lα(I)

K(2α∗, 2T )

)
,

then:

1. GM1 [T ](t, s) < 0 for all (t, s) ∈ [0, T )× [0, T ).

2. GM2 [T ](t, s) < 0 for all (t, s) ∈ (0, T ]× (0, T ].

3. GD[T ](t, s) < 0 for all (t, s) ∈ (0, T )× (0, T ).

4. GD[2T ](t, s) < 0 for all (t, s) ∈ (0, 2T )× (0, 2T ).
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3.3. General Second Order Equation

In this section a more general problem of order 2 is considered and it is proved
to be equivalent to the one involving Hill’s equation treated in previous section. As a
consequence, all the results obtained until the moment could be rewritten in terms of
this problem.

First, the periodic problem will be studied and later the obtained results will be
generalized to other boundary conditions.

All the results in this section can be found in [23, Section 3.5].

3.3.1. Periodic Problem

Consider now the general second order equation given in self-adjoint form{
(p u′)′(t) + ā(t)u(t) = σ̄(t), a. e. t ∈ I,
u(0) = u(T ), (p u′)(0) = (p u′)(T ),

(3.3.1)

with p > 0 a. e. t ∈ I and 1
p ∈ L1(I).

Let ā and σ̄ be such that ā p
α−1
α and σ̄ p

α−1
α ∈ Lα(I), for some α ∈ [1,∞].

Moreover, let u be a solution of problem (3.3.1), that is, a function u ∈ AC(I) such
that p u′ ∈ AC(I) and u satisfies the equalities in (3.3.1).

Defining

w(t) =

∫ t

0

d s

p(s)
, t ∈ I,

we have that w ∈ AC(I) and w′(t) = 1
p(t) > 0 a. e. t ∈ I . Moreover, w(0) = 0 and

w(T ) = R > 0. So, from [37, Lemma 1], bothw andw−1 are absolutely continuous.
As a consequence, both w and w−1 are continuous and strictly increasing functi-

ons on their intervals of definition.
Let y : [0, R] ≡ K → R be defined as y(t) = u(w−1(t)). Obviously, y ∈ C(K)

and, since u ∈ AC(I), w−1 ∈ AC(K) and w−1 : K → I is a monotone function,
the following theorem warrants that y = u ◦ w−1 ∈ AC(K).

Theorem 3.3.1. [113, Theorem 9.3] Let g ∈ AC([c, d]) be such that g([c, d]) ⊂
[α, β] and f ∈ AC([α, β]). If any of the two following conditions is satisfied

(i) g is monotone,

(ii) f is Lipschitz,

then f ◦ g ∈ AC([c, d]).
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Moreover, if f ∈ AC([α, β]) and g ∈ AC([c, d]) is monotone, it is verified that

(f ◦ g)′(t) = f ′(g(t)) g′(t) a. e. t ∈ [c, d].

This result can be seen in [37, Remark 3] and is deduced from [113, Theorems 9.3
and 38.4].

Therefore, for a. e. t ∈ K, the following equality is satisfied:

y′(t) = u′(w−1(t)) (w−1(t))′ = u′(w−1(t))
1

w′(w−1(t))
= (p u′) (w−1(t)).

In an analogous way it can be deduced that (p u′) ◦ w−1 ∈ AC(K) and

y′′(t) = ((p u′) ◦ w−1)′(t) = (p u′)′ (w−1(t)) p(w−1(t)) ∈ L1(I).

Consequently, we have that, for a. e. t ∈ K,

y′′(t) + p(w−1(t)) ā(w−1(t)) y(t) = p(p u′)′ (w−1(t)) + (p ā) (w−1(t))u(w−1(t))

= (p σ̄) (w−1(t)),

and, moreover,

y(0) = u(w−1(0)) = u(0) = u(T ) = u(w−1(R)) = y(R),

y′(0) = lim
t→0+

y′(t) = lim
t→0+

(p u′) (w−1(t)) = lim
s→0+

(p u′)(s) = (p u′)(0)

and

y′(R) = lim
t→R−

y′(t) = lim
t→R−

(p u′) (w−1(t)) = lim
s→T−

(p u′)(s) = (p u′)(T ).

On the other hand, note that∫ R

0

∣∣p(w−1(t)) ā(w−1(t))
∣∣α d t =

∫ R

0

∣∣∣ā pα−1
α (w−1(t))

∣∣∣α p(w−1(t)) d t

=

∫ R

0

∣∣∣ā pα−1
α (w−1(t))

∣∣∣α (w−1(t))′ d t

=

∫ w−1(R)

w−1(0)

∣∣∣ā pα−1
α (s)

∣∣∣αd s =

∫ T

0

∣∣∣ā pα−1
α (s)

∣∣∣αd s

=
∥∥∥ā pα−1

α

∥∥∥α
Lα(I)

< +∞,

that is,
a(t) ≡ p(w−1(t)) ā(w−1(t)) ∈ Lα(K).

78



3.3 General Second Order Equation

Remark 3.3.2. The fact that a is measurable is deduced from both p ◦ w−1 and
ā ◦ w−1 being measurable. Indeed, we will see that if V is open, then

(p ◦ w−1)−1(V ) = w (p−1(V ))

is a measurable set.
As p is a measurable function, then p−1(V ) is measurable. So, it is enough to

verify that w takes measurable sets into measurable sets.
Sincew is absolutely continuous, the following theorem guarantees that the image

by w of any set of measure zero has measure zero.

Theorem 3.3.3 (Banach-Zarecki). [75, Theorem 18.25] A function f is absolutely
continuous on an interval [c, d] if and only if the two following conditions are verified:

(i) f is continuous and of bounded variation on [c, d].

(ii) The image through f of any subset of [c, d] with measure zero is a set with
measure zero.

Moreover, as a consequence of [136, Chapter 6, Exercise 6] we have that, as w is
a continuous function, the image of a set with measure zero has measure zero if and
only if the image of any measurable set is measurable.

Consequently, w(p−1(V )) is a measurable set and the function p ◦ w−1 is mea-
surable.

An analogous reasoning could be considered for ā ◦ w−1.

Similarly we obtain that σ(t) ≡ p(w−1(t)) σ̄(w−1(t)) ∈ Lα(K).
As a consequence, y ∈W 2,1(K) is a solution of{

y′′(t) + a(t) y(t) = σ(t), a. e. t ∈ K,
y(0) = y(R), y′(0) = y′(R),

(3.3.2)

with a, σ ∈ Lα(K).

Reciprocally, let a, σ ∈ Lα(K) be arbitrary and let y ∈ W 2,1(K) be a solution
of problem (3.3.2). Consider functions p and w in the previous conditions.

Defining u : I → R as u(t) := y(w(t)) and using the fact that y ∈ AC(K)
and w : I → K is monotone and satisfies that w ∈ AC(I), we deduce from Theo-
rem 3.3.1 that u = y ◦ w ∈ AC(I).

Therefore, applying again the chain rule, we have that

u′(t) = y′(w(t))w′(t) = y′(w(t))
1

p(t)
, a. e. t ∈ I,
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that is,
(p u′)(t) = y′(w(t)), a. e. t ∈ I.

Since y′ ∈ AC(K) and w : I → J is monotone and satisfies that w ∈ AC(I), we
deduce again from Theorem 3.3.1 that p u′ = y′ ◦ w ∈ AC(I), and

p (p u′)′(t) = y′′(w(t)), a. e. t ∈ I.

Moreover

(p u′)′(t) + ā(t)u(t) =
y′′(w(t))

p(t)
+ ā(t) y(w(t)) = σ̄(t), a. e. t ∈ I,

with ā(t) = a(w(t))
p(t) and σ̄(t) = σ(w(t))

p(t) , t ∈ I.
Obviously

u(0) = y(w(0)) = y(0) = y(R) = y(w(T )) = u(T ). (3.3.3)

The monotony assumptions on function w let us affirm that

p u′(0) = lim
t→0+

(p u′)(t) = lim
t→0+

y′(w(t)) = lim
s→0+

y′(s) = y′(0) (3.3.4)

and

p u′(T ) = lim
t→T−

(p u′)(t) = lim
t→T−

y′(w(t)) = lim
s→R−

y′(s) = y′(R). (3.3.5)

Finally, we observe that∫ T

0

∣∣∣pα−1
α (t) ā(t)

∣∣∣α d t =

∫ T

0

∣∣∣a(w(t)) p
−1
α (t)

∣∣∣α d t

=

∫ T

0
|a(w(t))|α d t

p(t)
=

∫ T

0
|a(w(t))|αw′(t) d t

=

∫ w(T )

w(0)
|a(s)|α d s =

∫ R

0
|a(s)|α d s

= ‖a‖αLα(K) < +∞.

(3.3.6)

As a consequence u ∈ AC(I), with p u′ ∈ AC(I), is a solution of problem (3.3.2)
with p

α−1
α ā, p

α−1
α σ̄ ∈ Lα(I).

We have proved that problems (3.3.1) and (3.3.2) are equivalent and the qualita-
tive properties of the solutions of both problems are the same.

We will see next the relation between the corresponding Green’s functions.
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3.3 General Second Order Equation

Lemma 3.3.4. Let ḠP [T ] and GP [R] be the Green’s functions related to problems
(3.3.1) and (3.3.2), respectively. It is verified that

ḠP [T ](t, s) = GP [R](w(t), w(s)), ∀ (t, s) ∈ I × I.

Proof. If u is the unique solution of problem (3.3.1), then, as we have proved before,
y(t) = u(w−1(t)) is the unique solution of (3.3.2) for σ(t) = p(w−1(t)) σ̄(w−1(t))
and satisfies that

y(t) =

∫ R

0
GP [R](t, s) p(w−1(s)) σ̄(w−1(s)) d s.

Conversely, if y is the unique solution of (3.3.2) then, using previous arguments
again, u = y(w(t)) is the unique solution of problem (3.3.1). Consequently

u(t) = y(w(t)) =

∫ R

0
GP [R](w(t), s) p(w−1(s)) σ̄(w−1(s)) d s

=

∫ T

0
GP [R](w(t), w(s)) σ̄(s) d s,

from where we deduce the result.

As an immediate consequence we obtain the following corollary.

Corollary 3.3.5. The following equivalences hold:

1. ḠP [T ] ≥ 0 on I × I if and only if GP [R] ≥ 0 on K ×K.

2. ḠP [T ] < 0 on I × I if and only if GP [R] < 0 on K ×K.

The previous result lets us obtain some criteria about the constant sign of the
Green’s function of problem (3.3.1) from Lemmas 3.2.47, 3.2.48, 3.2.49 and 3.2.50.
These results are deduced by simply taking into account the following facts:

As a consequence from (3.3.6) we have that

‖a‖Lα(K) =
∥∥∥pα−1

α ā
∥∥∥

Lα(I)
.

It is verified that∫ R

0
a(t) d t =

∫ R

0
p(w−1(t)) ā(w−1(t)) d t =

∫ R

0
ā(w−1(t)) (w−1(t))′ d t

=

∫ T

0
ā(s) d s.
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Second Order Equation

Since by hypothesis p > 0 a. e. t ∈ I , condition a � 0 (respectively, ≺ 0) is
equivalent to ā � 0 (respectively, ≺ 0). Moreover,

a+(t) = p(w−1(t)) ā+(w−1(t)), a−(t) = p(w−1(t)) ā−(w−1(t))

and consequently∫ R

0
a+(t) d t =

∫ T

0
ā+(t) d t and

∫ R

0
a−(t) d t =

∫ T

0
ā−(t) d t.

Corollary 3.3.6. If ā ≺ 0, then ḠP [T ] < 0 on I × I .

Corollary 3.3.7. If ā � 0 and
∥∥∥pα−1

α ā
∥∥∥

Lα(I)
≤ K(2α∗, R), then ḠP [T ] ≥ 0 on

I × I .

Corollary 3.3.8. If
∫ T

0 ā(t) d t ≥ 0, ā 6≡ 0 on I and
∥∥∥pα−1

α ā+

∥∥∥
Lα(I)

≤ K(2α∗, R),

then ḠP [T ] ≥ 0 on I × I .

Corollary 3.3.9. If ā ∈ L1(I), ā 6≡ 0 on I and∫ T

0
ā+(s) d s <

4

R
,

∫ T
0 ā+(s) d s

1− R
4

∫ T
0 ā+(s) d s

≤
∫ T

0
ā−(s) d s,

then ḠP [T ] < 0 on I × I .

Corollary 3.3.10. If ḠP [T ](t, s) < 0 for all (t, s) ∈ I × I then
∫ T

0 ā(s) d s < 0.

Considering now the discriminant ∆(λ) = u1(R, λ) + u′2(R, λ) for problem
(3.3.2), Lemmas 3.2.51 and 3.2.52 can be rewritten in order to obtain some conditions
that assure the constant sign of the Green’s function of problem (3.3.1).

Corollary 3.3.11. The following properties hold:

(i) ḠP [T ] < 0 on I × I if and only if ∆(λ) > 2 for all λ ≤ 0.

(ii) ḠP [T ] ≥ 0 on I × I if and only if ∆(λ) > −2 for all λ < 0 and ∆(0) < 2.

Corollary 3.3.12. Let ā(t) = ˆ̄a(t) + λ 1
p(t) , where λ = 1

R

∫ T
0 ā(s) d s is T

R times the
mean value of ā and suppose that∥∥∥pα−1

α ˆ̄a+

∥∥∥
Lα(I)

≤ K(2α∗, R).

Then
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3.3 General Second Order Equation

(i) ḠP [T ] < 0 on I × I if and only if
∫ T

0 ā(s) d s < 0 and ∆(0) > 2.

(ii) If
∫ T

0 ā(s) d s < 0 and ∆(0) < 2, then ḠP [T ] ≥ 0 on I × I .

(iii) If operator L under periodic boundary conditions is nonresonant and

0 ≤
∫ T

0
ā(s) d s ≤ π2

R

1−

∥∥∥pα−1
α ˆ̄a+

∥∥∥
Lα(I)

K(2α∗, R)

 ,

then ḠP [T ] ≥ 0 on I × I .

Proof. The hypotheses of Lemma 3.2.52 (applied to a(t) = p(w−1(t)) ā(w−1(t)))
will be rewritten in terms of problem (3.3.1). Indeed, such result considers that
‖â+‖Lα(K) ≤ K(2α∗, R), with a(t) = â(t) + λ, where λ = 1

R

∫ R
0 a(s) d s is

the mean value of a. It is immediate to verify that

λ =
1

R

∫ T

0
ā(s) d s

and, clearly, this is T
R times the mean value of ā.

Moreover,

‖â+‖αLα(K) = ‖(a− λ)+‖αLα(K) =

∫ R

0
(a(t)− λ)α+ d t

=

∫ R

0

(
p(w−1(t)) ā(w−1(t))− λ

)α
+

d t

=

∫ T

0
(p(s) ā(s)− λ)α+

1

p(s)
d s

=

∫ T

0

(
p
α−1
α

(
ā(s)− λ

p(s)

)
+

)α
d s

=

∥∥∥∥pα−1
α

(
ā− λ

p

)
+

∥∥∥∥α
Lα(I)

=
∥∥∥pα−1

α ˆ̄a+

∥∥∥α
Lα(I)

,

that is,
‖â+‖Lα(K) =

∥∥∥pα−1
α ˆ̄a+

∥∥∥
Lα(I)

.

The other changes in this corollary with respect to Lemma 3.2.52 are immediately
obtained from the same considerations as in previous results.
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3.3.2. Non-periodic Conditions

All the previous reasonings have been done considering periodic boundary con-
ditions. Nevertheless, equalities (3.3.3), (3.3.4) and (3.3.5) guarantee that

u(0) = y(0), u(T ) = y(R),

and
(p u′)(0) = y′(0), (p u′)(T ) = y′(R).

Consequently, periodic conditions in problems (3.3.1) and (3.3.2) can be substi-
tuted by any other kind of boundary conditions and this does not affect to the equi-
valence of the problems. We obtain the same relation between the Green’s functions
corresponding to each case, that is, using an analogous notation to the periodic case,
we have the following equalities:

ḠN [T ](t, s) = GN [R](w(t), w(s)), ∀ (t, s) ∈ I × I,

ḠD[T ](t, s) = GD[R](w(t), w(s)), ∀ (t, s) ∈ I × I,

ḠM1 [T ](t, s) = GM1 [R](w(t), w(s)), ∀ (t, s) ∈ I × I,

ḠM2 [T ](t, s) = GM2 [R](w(t), w(s)) ∀ (t, s) ∈ I × I

and
ḠA[T ](t, s) = GA[R](w(t), w(s)), ∀ (t, s) ∈ I × I.

As a consequence all the results relating different Green’s functions which were
obtained for Hill’s equation are still valid in this more general case. In particular, all
the corollaries in Subsection 3.3.1 can be rewritten in terms of the Green’s function
of other boundary conditions, in an analogous way to what we have made in Sub-
section 3.2.6. To do that it is enough to consider Lemmas 3.2.47, 3.2.48, 3.2.49 and
3.2.50 for ã (the even extension of a) and take into account the following considera-
tions:

We have that

‖ã+‖Lα[0,2R] = 21/α‖a+‖Lα(K) = 21/α
∥∥∥pα−1

α ā+

∥∥∥
Lα(I)

.

Condition ã � 0 (respectively, ≺ 0) is equivalent to a � 0 (respectively, ≺ 0)
which, at the same time, is equivalent to ā � 0 (respectively, ≺ 0).

84



3.3 General Second Order Equation

The integrals of potentials present the following relation∫ 2R

0
ã(t) d t = 2

∫ R

0
a(t) d t = 2

∫ T

0
ā(t) d t.

Analogously, since p > 0 a. e. t ∈ I ,∫ 2R

0
ã+(t) d t = 2

∫ T

0
ā+(t) d t and

∫ 2R

0
ã−(t) d t = 2

∫ T

0
ā−(t) d t.

Corollary 3.3.13. (i) If ā ≺ 0, then ḠN [T ] < 0 on I × I.

(ii) If
∫ T

0 ā(t) d t ≥ 0, ā 6≡ 0 and
∥∥∥pα−1

α ā+

∥∥∥
Lα(I)

≤ 2−1/αK(2α∗, 2R), then

ḠN [T ] ≥ 0 on I × I .

(iii) If ā ∈ L1(I), ā 6≡ 0 and∫ T

0
ā+(s) d s <

1

R
,

∫ T
0 ā+(s) d s

1−R
∫ T

0 ā+(s) d s
≤
∫ T

0
ā−(s) d s,

then ḠN [T ] < 0 on I × I.
Any of the previous conditions implies that:

1. ḠM1 [T ](t, s) < 0 for all (t, s) ∈ [0, T )× [0, T ).

2. ḠM2 [T ](t, s) < 0 for all (t, s) ∈ (0, T ]× (0, T ].

3. ḠD[T ](t, s) < 0 for all (t, s) ∈ (0, T )× (0, T ).

4. ḠD[2T ](t, s) < 0 for all (t, s) ∈ (0, 2T )× (0, 2T ).

Corollary 3.3.14. If ḠN [T ](t, s) < 0 for all (t, s) ∈ I × I then
∫ T

0 ā(s) d s < 0.

Moreover, considering the discriminant ∆̃(λ) = u1(2R, λ) +u′2(2R, λ) for the
periodic problem{

y′′(t) + ã(t) y(t) = σ̃(t), a. e. t ∈ [0, 2R],

y(0) = y(2R), y′(0) = y′(2R),

obtained from (3.3.2) by simply considering ã and σ̃ the even extensions of a and
σ, we can deduce results for Green’s function different from the periodic one by
rewriting Lemmas 3.2.51 and 3.2.52. The results are the following ones.
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Corollary 3.3.15. The following properties hold:

(i) ḠN [T ] < 0 on I × I if and only if ∆̃(λ) > 2 for all λ ≤ 0.

(ii) ḠN [T ] ≥ 0 on I × I if and only if ∆̃(λ) > −2 for all λ < 0 and ∆̃(0) < 2.

Corollary 3.3.16. If ∆̃(λ) > −2 for all λ < 0 then:

1. ḠM1 [T ](t, s) < 0 for all (t, s) ∈ [0, T )× [0, T ).

2. ḠM2 [T ](t, s) < 0 for all (t, s) ∈ (0, T ]× (0, T ].

3. ḠD[T ](t, s) < 0 for all (t, s) ∈ (0, T )× (0, T ).

4. ḠD[2T ](t, s) < 0 for all (t, s) ∈ (0, 2T )× (0, 2T ).

Corollary 3.3.17. Suppose that∥∥∥pα−1
α ˆ̄a+

∥∥∥
Lα(I)

≤ 2−1/αK(2α∗, 2R),

with ā(t) = ˆ̄a(t) + λ 1
p(t) , where λ = 1

R

∫ T
0 ā(s) d s is T

R times the mean value of ā.
Then

(i) ḠN [T ] < 0 on I × I if and only if
∫ T

0 ā(s) d s < 0 and ∆̃(0) > 2.

(ii) If
∫ T

0 ā(s) d s < 0 and ∆̃(0) < 2, then ḠN [T ] ≥ 0 on I × I .

(iii) If operator L under periodic boundary conditions on [0, 2T ] is nonresonant
and

0 ≤
∫ T

0
ā(s) d s ≤ π2

4R

1−
21/α

∥∥∥pα−1
α ˆ̄a+

∥∥∥
Lα(I)

K(2α∗, 2R)

 ,

then ḠN [T ] ≥ 0 on I × I .

Proof. This result is obtained by applying Lemma 3.2.52 to ã, the even extension of
a(t) = p(w−1(t)) ā(w−1(t)). The hypotheses of that lemma consider that∥∥∥ˆ̃a+

∥∥∥
Lα[0,2R]

≤ K(2α∗, 2R),

with ã(t) = ˆ̃a(t) + λ, where λ = 1
2R

∫ 2R
0 ã(s) d s is the mean value of ã. From the

fact that ã is and even function and from the relation between a and ā we have that

λ =
1

R

∫ R

0
a(s) d s =

1

R

∫ T

0
ā(s) d s,
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so λ is T
R times the mean value of ā.

In addition, using again that ã is even (and so ˆ̃a is even too) and taking into
account the reasoning developed in the proof of Corollary 3.3.12, we arrive at the
following relation between the norms of ˆ̃a and ˆ̄a∥∥∥ˆ̃a+

∥∥∥
Lα[0,2R]

= 21/α ‖â+‖Lα(K) = 21/α
∥∥∥pα−1

α ˆ̄a+

∥∥∥
Lα(I)

.

The rest of variations in this corollary with respect to Lemma 3.2.52 are immedi-
ately deduced from the considerations used in previous results.

Corollary 3.3.18. If either ∫ T

0
ā(s) d s < 0

or

0 ≤
∫ T

0
ā(s) d s ≤ π2

4R

1−
21/α

∥∥∥pα−1
α ˆ̄a+

∥∥∥
Lα(I)

K(2α∗, 2R)

 ,

then:

1. ḠM1 [T ](t, s) < 0 for all (t, s) ∈ [0, T )× [0, T ).

2. ḠM2 [T ](t, s) < 0 for all (t, s) ∈ (0, T ]× (0, T ].

3. ḠD[T ](t, s) < 0 for all (t, s) ∈ (0, T )× (0, T ).

4. ḠD[2T ](t, s) < 0 for all (t, s) ∈ (0, 2T )× (0, 2T ).

We will finish this subsection with an example in which we will use the relation
between the Green’s functions of problems (3.3.1) and (3.3.2) to obtain the explicit
expression of one of them through another one of a problem with constant coeffi-
cients.

Example 3.3.19. Consider the equation(
1

t
u′(t)

)′
+ λ t u(t) = 0, t ∈ [0, 1], (3.3.7)

u(0) = u(1), lim
t→0+

(t u′(t))(t) = lim
t→1−

(t u′(t))(t), (3.3.8)

which is a periodic problem of the type of (3.3.1) with ā(t) = λ t, p(t) = 1
t and

[0, T ] = [0, 1].
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With the definitions given at the beginning of this section, we have that

w(t) =

∫ t

0
s d s =

t2

2
, t ∈ [0, 1]

and

w−1(t) =
√

2 t, t ∈
[
0,

1

2

]
≡ [0, R],

so the previous problem is equivalent to the constant’s coefficients periodic problem{
y′′(t) + λ y(t) = σ(t), a. e. t ∈

[
0, 1

2

]
,

y(0) = y
(

1
2

)
, y′(0) = y′

(
1
2

)
.

(3.3.9)

Using [24] we can calculate the Green’s function related to problem (3.3.9). We
will distinguish between the case λ = m2 > 0 and λ = −m2 < 0 (λ = 0 is not
considered since it is an eigenvalue for this problem). We obtain

GP [m2, R](t, s) =


cos
(
m
(
s− t+ 1

4

))
2m sin

(
m
4

) , 0 ≤ s ≤ t ≤ 1

2
,

cos
(
m
(
s− t− 1

4

))
2m sin

(
m
4

) , 0 ≤ t < s ≤ 1

2
,

and

GP [−m2, R](t, s) =


cosh

(
m
(
s− t+ 1

4

))
2m sinh

(
m
4

) , 0 ≤ s ≤ t ≤ 1

2
,

cosh
(
m
(
s− t− 1

4

))
2m sinh

(
m
4

) , 0 ≤ t < s ≤ 1

2
.

Lemma 3.3.4 allows us to calculate the exact expression of the Green’s function
related to the periodic problem (3.3.7), (3.3.8). Such function is

ḠP [T ](t, s) =


cos
(
m
2

(
s2 − t2 + 1

2

))
2m sin

(
m
4

) , 0 ≤ s ≤ t ≤ 1,

cos
(
m
2

(
s2 − t2 − 1

2

))
2m sin

(
m
4

) , 0 ≤ t < s ≤ 1,

for λ = m2 > 0 and

ḠP [T ](t, s) =


cosh

(
m
2

(
s2 − t2 + 1

2

))
2m sinh

(
m
4

) , 0 ≤ s ≤ t ≤ 1,

cosh
(
m
2

(
s2 − t2 − 1

2

))
2m sinh

(
m
4

) , 0 ≤ t < s ≤ 1,
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for λ = −m2 < 0.
Taking into account the eigenvalues calculated in Example 3.2.41 for a constant

potential a, we can analyse the values of λ for which GP [λ,R] has constant sign.
Lemma 3.3.4 warrants that

ḠP [T ](t, s) < 0 for all (t, s) ∈ [0, 1]× [0, 1] if and only if λ < 0.

ḠP [T ](t, s) ≥ 0 for all (t, s) ∈ [0, 1]× [0, 1] if and only if 0 < λ ≤ (2π)2.

Analogously, the expressions obtained in Example 3.2.41 for λ = m2 (and also
the ones corresponding to λ = 0 or λ = −m2 calculated with [24]) allow us to
deduce the exact expression of the Green’s functions related to equation (3.3.7) under
different boundary conditions.

For Neumann problem
(

1

t
u′(t)

)′
+ λ t u(t) = 0, t ∈ [0, 1],

lim
t→0+

(t u′(t))(t) = lim
t→1−

(t u′(t))(t) = 0,

we have that

ḠN [m2 t, T ](t, s) =



cos
(
m s2

2

)
cos
(
m
2 (1− t2)

)
m sin

(
m
2

) , 0 ≤ s ≤ t ≤ 1,

cos
(
m t2

2

)
cos
(
m
2 (1− s2)

)
m sin

(
m
2

) , 0 ≤ t ≤ s ≤ 1,

and

ḠN [−m2 t, T ](t, s) =



cosh
(
m s2

2

)
cosh

(
m
2 (1− t2)

)
m sinh

(
m
2

) , 0 ≤ s ≤ t ≤ 1,

cosh
(
m t2

2

)
cosh

(
m
2 (1− s2)

)
m sinh

(
m
2

) , 0 ≤ t ≤ s ≤ 1,

and we deduce that

ḠN [T ](t, s) < 0 for all (t, s) ∈ [0, 1]× [0, 1] if and only if λ < 0.

ḠN [T ](t, s) ≥ 0 for all (t, s) ∈ [0, 1]× [0, 1] if and only if 0 < λ ≤ π2.
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The Green’s function related to Dirichlet problem
(

1

t
u′(t)

)′
+ λ t u(t) = 0, t ∈ [0, 1],

u(0) = u(1) = 0,

is

ḠD[m2 t, T ](t, s) =



sin
(
m s2

2

)
sin
(
m
2 (t2 − 1)

)
m sin

(
m
2

) , 0 ≤ s ≤ t ≤ 1,

sin
(
m t2

2

)
sin
(
m
2 (s2 − 1)

)
m sin

(
m
2

) , 0 ≤ t ≤ s ≤ 1,

ḠD[0, T ](t, s) =
1

2

{
s2
(
t2 − 1

)
, 0 ≤ s ≤ t ≤ 1,

t2
(
s2 − 1

)
, 0 ≤ t ≤ s ≤ 1,

ḠD[−m2 t, T ](t, s) =



sinh
(
m s2

2

)
sinh

(
m
2 (t2 − 1)

)
m sinh

(
m
2

) , 0 ≤ s ≤ t ≤ 1,

sinh
(
m t2

2

)
sinh

(
m
2 (s2 − 1)

)
m sinh

(
m
2

) , 0 ≤ t ≤ s ≤ 1,

and we have that

GD[T ](t, s) < 0 for all (t, s) ∈ (0, 1)× (0, 1) if and only if λ < (2π)2.

With regard to mixed problems M1,
(

1

t
u′(t)

)′
+ λ t u(t) = 0, t ∈ [0, 1],

lim
t→0+

(t u′(t))(t) = u(1) = 0,

and M2, 
(

1

t
u′(t)

)′
+ λ t u(t) = 0, t ∈ [0, 1],

u(0) = lim
t→1−

(t u′(t))(t) = 0,
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the corresponding Green’s functions are

ḠM1 [m2 t, T ](t, s) =



cos
(
m s2

2

)
sin
(
m
2 (t2 − 1)

)
m cos

(
m
2

) , 0 ≤ s ≤ t ≤ 1,

cos
(
m t2

2

)
sin
(
m
2 (s2 − 1)

)
m cos

(
m
2

) , 0 ≤ t ≤ s ≤ 1,

ḠM1 [0, T ](t, s) =


t2 − 1

2
, 0 ≤ s ≤ t ≤ 1,

s2 − 1

2
, 0 ≤ t ≤ s ≤ 1,

ḠM1 [−m2 t, T ](t, s) =



cosh
(
m s2

2

)
sinh

(
m
2 (t2 − 1)

)
m cosh

(
m
2

) , 0 ≤ s ≤ t ≤ 1,

cosh
(
m t2

2

)
sinh

(
m
2 (s2 − 1)

)
m cosh

(
m
2

) , 0 ≤ t ≤ s ≤ 1,

and

ḠM2 [m2 t, T ](t, s) =



− sin
(
m s2

2

)
cos
(
m
2 (1− t2)

)
m cos

(
m
2

) , 0 ≤ s ≤ t ≤ 1,

− sin
(
m t2

2

)
cos
(
m
2 (1− s2)

)
m cos

(
m
2

) , 0 ≤ t ≤ s ≤ 1,

ḠM2 [0, T ](t, s) =


−s2

2
, 0 ≤ s ≤ t ≤ 1,

−t2

2
, 0 ≤ t ≤ s ≤ 1,

ḠM2 [−m2 t, T ](t, s) =



− sinh
(
m s2

2

)
cosh

(
m
2 (1− t2)

)
m cosh

(
m
2

) , 0 ≤ s ≤ t ≤ 1,

− sinh
(
m t2

2

)
cosh

(
m
2 (1− s2)

)
m cosh

(
m
2

) , 0 ≤ t ≤ s ≤ 1.

In this case we have that
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GM1 [T ](t, s) < 0 for all (t, s) ∈ [0, 1)× [0, 1) if and only if λ < π2.

GM2 [T ](t, s) < 0 for all (t, s) ∈ (0, 1]× (0, 1] if and only if λ < π2.

In addition, the expression of each Green’s function lets us calculate the spectrum
of the problem under the corresponding boundary conditions. This way we obtain
that

ΛP [T ] =
{

(4 k π)2, k = 0, 1, . . .
}
,

ΛN [T ] =
{

(2 k π)2, k = 0, 1, . . .
}
,

ΛD[T ] =
{

(2 k π)2, k = 1, 2, . . .
}

and
ΛM1 [T ] = ΛM2 [T ] =

{
(2 k + 1)2π2, k = 0, 1, . . .

}
.
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Chapter 4

Solutions for Even Order Nonlinear
Boundary Value Problems with

Constant Sign Green’s Functions

In this chapter, as in the following ones, we will work with nonlinear problems.
Such study could be (wrongly) considered as something completely independent
from the study of the linear ones. However, as we will see in the remaining part
of this Thesis, the properties satisfied by the Green’s function are the basic tool to
prove many existence results for nonlinear problems. This clearly justifies the ne-
cessity of doing a careful study of linear problems and, in particular, of the Green’s
functions.

In this chapter, we will show how to apply the results proved in previous chapters
to ensure the existence of solution of some nonlinear problems. To do this, we will
use the relations found in Corollaries 2.5.1 and 2.5.3 and apply the method of lower
and upper solutions, following the line of [25].

The method of lower and upper solutions is a classical tool for proving the ex-
istence of solutions of nonlinear boundary value problems. Roughly speaking, this
method works as follows: the existence of a lower solution, α, and an upper solution
β, which are well-ordered, implies the existence of a solution lying between them.
This way, we have information not only about the existence of a solution, but also
about its location.

The usual tool to derive an existence result consists in the construction of a mo-
dified problem that satisfies the two following properties:

(1) The nonlinear part of the modified equation is bounded.

(2) The nonlinear part of the modified equation coincides with the nonlinear part
when the solution lies between the lower and upper solution.

Unfortunately, there is not a direct way of constructing the aforementioned pair
of lower and upper solutions. This is the reason why different generalizations on the
definitions of lower and upper solutions have been considered in the literature, trying
to weaken the regularity conditions that these functions must satisfy.
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Solutions for Even Order Nonlinear BVPs with Constant Sign Green’s Functions

We include now some references that the reader can consult to find more infor-
mation about this theory in a more general framework. First, we refer to the mono-
graph [9], where the authors develop the classical theory of lower and upper solutions.
Moreover, some recent results and open problems can be found in the works of Maw-
hin [109–112] and in the surveys of Cabada [17] and De Coster and Habets [44, 45],
together with their monograph [46], and the references therein.

The novelty in our approach with respect to others presented in the literature is
that we are able to ensure the existence of solution of a problem by means of lower
and upper solutions of another problem with different boundary conditions. To the
best of our knowledge, this approach is new in the literature.

All the results in this chapter are collected in [31].
In particular, we will consider nonlinear problems that fulfil the following scheme

Lu(t) = f(t, u(t)), t ∈ I, u ∈ X, (4.0.1)

being L the 2n-th order general linear operator defined in (2.1.1), namely

Lu(t) ≡u(2n)(t) + a2n−1(t)u(2n−1)(t) + · · ·+ a1(t)u′(t)

+ a0(t)u(t), t ∈ I,

with ak : I → R, ak ∈ Lα(I), α ≥ 1, k = 0, . . . , 2n− 1.
We will assume that L is nonresonant on X , where, as in previous chapters,

X ⊂W 2n,1(I) is a Banach space where the boundary conditions are included.
Finally, we shall mention that the constant sign of the Green’s function will be a

basic assumption to prove the existence of solutions.
This chapter is organized in the following way: First, Section 4.1 compiles some

basic definitions and conditions that will be used throughout the remaining of the
chapter. Section 4.2 includes the results proving the existence of solutions via lower
and upper solutions method. Finally, Section 4.3 provides an example in which we
prove the existence of solutions of the Dirichlet problem via lower and upper soluti-
ons of Neumann problem.

4.1. Preliminaries

It is clear that solutions of problem (4.0.1) correspond with the fixed points in X
of the following integral operator

L−1 u(t) =

∫ T

0
G[T ](t, s) f(s, u(s)) d s.

In particular, when the Banach space X is either XN,T , XD,T , XM1,T or XM2,T

(defined as in Chapter 2), we obtain, respectively, the following nonlinear problems:
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Neumann problem:

Lu(t) = f(t, u(t)), t ∈ I, u ∈ XN,T , (4.1.1)

Dirichlet problem:

Lu(t) = f(t, u(t)), t ∈ I, u ∈ XD,T , (4.1.2)

Mixed problem 1:

Lu(t) = f(t, u(t)), t ∈ I, u ∈ XM1,T , (4.1.3)

Mixed problem 2:

Lu(t) = f(t, u(t)), t ∈ I, u ∈ XM2,T ; (4.1.4)

each of them with its corresponding equivalent integral operator:

TN u(t) =

∫ T

0
GN [T ](t, s) f(s, u(s)) d s,

TD u(t) =

∫ T

0
GD[T ](t, s) f(s, u(s)) d s,

TM1 u(t) =

∫ T

0
GM1 [T ](t, s) f(s, u(s)) d s,

TM2 u(t) =

∫ T

0
GM2 [T ](t, s) f(s, u(s)) d s.

Notation 4.1.1. Note that, as in Chapters 2 and 3, we will use the notation G[T ] to
refer to the Green’s function related to operator L.

Moreover, analogously to what we have done in Chapter 3, we will consider
the parametrized operator defined from L, namely L[λ]u(t) ≡ Lu(t) + λu(t). In
this case, to stress also its dependence on λ, we will denote by G[λ, T ] the Green’s
function related to L[λ].

For the purpose of finding fixed points of the previously defined integral opera-
tors, we shall use the following definitions.
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Definition 4.1.2. We say that a function α ∈ X is a lower solution of problem (4.0.1)
if

Lα(t) ≥ f(t, α(t)) for a. e. t ∈ I.

Analogously, a function β ∈ X is said to be an upper solution of problem (4.0.1)
if

Lβ(t) ≤ f(t, β(t)) for a. e. t ∈ I.

Previous definitions are adapted to each of the considered problems by simply
changing X by any of the suitable Banach spaces XN,T , XD,T , XM1,T or XM2,T .

Before proving existence results for some of the problems, we will consider some
conditions that will be used in the remainder of the chapter.

First, we will ask the nonlinearity f to satisfy the following property:

(L0) The function f : I × R→ R is a L1-Carathéodory function, that is,

• f(·, x) is measurable for all x ∈ R.

• f(t, ·) is continuous for a. e. t ∈ I .

• For every R > 0 there exists ϕR ∈ L1(I) such that

|f(t, x)| ≤ ϕR(t),

for all x ∈ [−R,R] and a. e. t ∈ I .

Moreover, given two continuous functions α and β, we will state the following
conditions:

(L1) There exists some λ ∈ R such that for every t ∈ I and x ∈ [α(t), β(t)], it holds
that

f(t, α(t)) + λα(t) ≥ f(t, x) + λx ≥ f(t, β(t)) + λβ(t),

and
f(t, α(t)) + λα(t) ≥ 0 ≥ f(t, β(t)) + λβ(t).

(L2) There exists some λ ∈ R such that for every t ∈ I and x ∈ [β(t), α(t)], it holds
that

f(t, α(t)) + λα(t) ≥ f(t, x) + λx ≥ f(t, β(t)) + λβ(t),

and
f(t, α(t)) + λα(t) ≥ 0 ≥ f(t, β(t)) + λβ(t).
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4.2. Results of Existence of Solutions

In this section we will use the lower and upper solutions methods to prove the
existence of solutions of the considered problems.

Theorem 4.2.1. Assume that condition (L0) holds and let α and β be lower and
upper solutions of the Neumann problem (4.1.1), respectively, such that

α(t) ≤ β(t) for all t ∈ I.

Moreover, assume that there exists some λ for which GP [λ, 2T ] ≤ 0 on J × J ,
GD[λ, T ] ≤ 0 on I × I and (L1) holds. Then, there exists a solution u of the
Dirichlet problem (4.1.2) such that

α(t) ≤ u(t) ≤ β(t), for all t ∈ I.

Proof. Let λ be such that GP [λ, 2T ] ≤ 0 on J × J , GD[λ, T ] ≤ 0 on I × I and
condition (L1) holds. Consider the problem

L[λ]u(t) = f(t, u(t)) + λu(t), t ∈ I, u ∈ XD,T , (4.2.1)

with L[λ]u(t) ≡ Lu(t) + λu(t).
As a consequence, the solutions of problem (4.2.1) coincide with the solutions of

(4.1.2). Also, these solutions correspond with fixed points of the following integral
operator

TD[λ]u(t) =

∫ T

0
GD[λ, T ](t, s) (f(s, u(s)) + λu(s)) d s.

We will divide the proof into several steps. In particular, Steps 1 to 3 follow
standard techniques but we include them for the sake of completeness.

Step 1: TD[λ] : C(I)→ C(I) is well-defined:
Let u ∈ C(I) and (tn)n∈N ⊂ I such that lim

n→∞
tn = t0 ∈ I . On the one

hand, from property (G2) in the definition of Green’s function (Definition 1.1.1),
GD[λ, T ](·, s) is uniformly continuous on I . Thus,

lim
n→∞

GD[λ, T ](tn, s) (f(s, u(s)) + λu(s)) = GD[λ, T ](t0, s) (f(s, u(s)) + λu(s)).

On the other hand it holds that

|GD[λ, T ](t, s) (f(s, u(s)) + λu(s))| ≤ |GD[λ, T ](t, s)|
(
ϕ‖u‖(s) + λ ‖u‖

)
,
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where ‖u‖ denotes the usual supremum norm. Moreover, from (G2) in Defini-
tion 1.1.1, GD[λ, T ] is continuous on I × I and so it is bounded on I × I by some
constant M . Therefore

|GD[λ, T ](t, s) (f(s, u(s)) + λu(s))| ≤M
(
ϕ‖u‖(s) + λ ‖u‖

)
, a. e. s ∈ I

and, since the right hand side of previous inequality is in L1(I) by Lebesgue’s Do-
minated Convergence Theorem we obtain that

lim
n→∞

TD[λ]u(tn) = lim
n→∞

∫ T

0
GD[λ, T ](tn, s) (f(s, u(s)) + λu(s)) d s

=

∫ T

0
lim
n→∞

GD[λ, T ](tn, s) (f(s, u(s)) + λu(s)) d s

=

∫ T

0
GD[λ, T ](t0, s) (f(s, u(s)) + λu(s)) d s = TD[λ]u(t0).

Thus, TD[λ]u ∈ C(I).

Step 2: TD[λ] is continuous:
Let {un}n∈N be a sequence which converges to u in C(I). Then, there exists

some R ∈ R+ such that ‖un‖ ≤ R for all n ∈ N.
Now, on the one hand, from (L0), we deduce that

lim
n→∞

f(s, un(s)) + λun(s) = f(s, u(s)) + λu(s), for a. e. s ∈ I.

On the other hand,

|GD[λ, T ](t, s)| |f(s, un(s)) + λun(s)| ≤M (ϕR(s) + λR) , a. e. s ∈ I

and, since the right hand side of previous inequality is in L1(I) by Lebesgue’s Do-
minated Convergence Theorem we deduce that

lim
n→∞

TD[λ]un(t) = lim
n→∞

∫ T

0
GD[λ, T ](t, s) (f(s, un(s)) + λun(s)) d s

=

∫ T

0
lim
n→∞

GD[λ, T ](t, s) (f(s, un(s)) + λun(s)) d s

=

∫ T

0
GD[λ, T ](t, s) (f(s, u(s)) + λu(s)) d s = TD[λ]u(t).

Thus we can conclude that operator TD[λ] is continuous.

Step 3: TD[λ] is a compact operator:
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Take
B = {u ∈ C(I); ‖u‖ < r}.

First, we will prove that TD[λ](B) is uniformly bounded:

‖TD[λ]u‖ = sup
t∈I

∣∣∣∣∫ T

0
GD[λ, T ](t, s) (f(s, u(s)) + λu(s)) d s

∣∣∣∣
≤
∫ T

0
M (ϕr(s) + λ r) d s = M

(∫ T

0
ϕr(s) d s+ λ r T

)
and, since ϕr ∈ L1(I), it is clear that TD[λ](B) is uniformly bounded.

Now, we will prove that TD[λ](B) is equicontinuous. We have that

|(TD[λ]u)(t1)− (TD[λ]u)(t2)|

≤
∫ T

0
|GD[λ, T ](t1, s)−GD[λ, T ](t2, s)| (|f(s, u(s))|+ λ |u(s)|) d s

≤
∫ T

0
|GD[λ, T ](t1, s)−GD[λ, T ](t2, s)| (ϕr(s) + λ r) d s

and, since GD[λ, T ] is uniformly continuous on I × I , it occurs that for every ε > 0
there exists δ > 0 such that when |t1 − t2| < δ,

|(TD[λ]u)(t1)− (TD[λ]u)(t2)| ≤ ε
∫ T

0
(ϕr(s) + λ r) d s.

Thus, the fact that ϕr ∈ L1(I) lets us conclude that TD[λ](B) is equicontinuous.
As a consequence, by Ascoli-Arzelà’s Theorem (Theorem 1.2.2), we deduce that

TD[λ](B) is relatively compact in C(I) and thus TD[λ] is a compact operator.

Step 4: α ≤ TD[λ]α and β ≥ TD[λ]β on I .
From Corollary 2.5.1, we know that GP [λ, 2T ] ≤ 0 on J × J implies that

GN [λ, T ](t, s) ≤ −|GD[λ, T ](t, s)|, for all t, s ∈ I. (4.2.2)

On the other hand, the fact that α ∈ XN,T ⊂ W 2n,1(I) and Lα(t) ≥ f(t, α(t))
for a. e. t ∈ I means that there exists a nonnegative function g ∈ L1(I), such that

Lα(t) + λα(t) = f(t, α(t)) + λα(t) + g(t), for a. e. t ∈ I.

Therefore, since α ∈ XN,T , it holds that

α(t) =

∫ T

0
GN [λ, T ](t, s) (f(s, α(s)) + λα(s)) d s+

∫ T

0
GN [λ, T ](t, s) g(s) d s.
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From (4.2.2), it is deduced thatGN [λ, T ] is nonpositive. Thus,GN [λ, T ](t, s)g(s)
is nonpositive for a. e. t, s ∈ I and so, the second integral in previous expression is
less or equal than zero.

Moreover, we also deduce from (4.2.2) that

GN [λ, T ] ≤ GD[λ, T ] on I × I.

Therefore, taking into account the fact that (from (L1)) f(s, α(s)) + λα(s) ≥ 0 for
a. e. s ∈ I , we obtain the following inequalities for all t ∈ I:

α(t) ≤
∫ T

0
GN [λ, T ](t, s) (f(s, α(s)) + λα(s)) d s

≤
∫ T

0
GD[λ, T ](t, s) (f(s, α(s)) + λα(s)) d s = TD[λ]α(t).

Analogously, from β ∈ W 2n,1(I) and Lβ(t) ≤ f(t, β(t)), we deduce that there
exists a nonpositive function h ∈ L1(I), such that

Lβ(t) + λβ(t) = f(t, β(t)) + λβ(t) + h(t), for a. e. t ∈ I.

As a consequence, reasoning analogously to the previous case and taking into account
that f(s, β(s)) + λβ(s) ≤ 0 for a. e. s ∈ I , we obtain the following inequalities

β(t) =

∫ T

0
GN [λ, T ](t, s) (f(s, β(s)) + λβ(s)) d s+

∫ T

0
GN [λ, T ](t, s)h(s) d s

≥
∫ T

0
GN [λ, T ](t, s) (f(s, β(s)) + λβ(s)) d s

≥
∫ T

0
GD[λ, T ](t, s) (f(s, β(s)) + λβ(s)) d s = TD[λ]β(t).

Step 5: TD[λ]([α, β]) ⊂ [α, β], where

[α, β] ≡ {u ∈ C(I) : α(t) ≤ u(t) ≤ β(t), for all t ∈ I} .

We will decompose operator TD[λ] as a composition of two operators. First,
consider the Nemytskii operator N [λ] : C(I)→ L1(I) defined in the following way

N [λ]u(t) = f(t, u(t)) + λu(t), for a. e. t ∈ I.

On the other hand, consider operator K[λ] : L1(I)→ C(I) defined as

K[λ]σ(t) =

∫ T

0
GD[λ, T ](t, s)σ(s) d s, for all t ∈ I.
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It is clear that
TD[λ] = K[λ] ◦N [λ].

Moreover, let’s see that operator K[λ] is nonincreasing in [α, β]. Indeed, take
σ1, σ2 ∈ L1(I) such that σ1(t) ≤ σ2(t) for a. e. t ∈ I . Then, since GD[λ, T ] is
nonpositive, it holds that

GD[λ, T ](t, s)σ1(s) ≥ GD[λ, T ](t, s)σ2(s), for a. e. t, s ∈ I

and, therefore,

K[λ]σ1(t) =

∫ T

0
GD[λ, T ](t, s)σ1(s) d s ≥

∫ T

0
GD[λ, T ](t, s)σ2(s) d s

= K[λ]σ2(t), for all t ∈ I.

Now, let u ∈ [α, β]. From (L1) we have that

f(t, α(t)) + λα(t) ≥ f(t, u(t)) + λu(t) ≥ f(t, β(t)) + λβ(t), a. e. t ∈ I

and so

α(t) ≤ TD[λ]α(t) ≤ TD[λ]u(t) ≤ TD[λ]β(t) ≤ β(t), ∀ t ∈ I.

We conclude that TD[λ]u ∈ [α, β] for all u ∈ [α, β].

Step 6: Operator TD[λ] has a fixed point in XD ∩ [α, β].
Since the interval [α, β] is a closed, convex, bounded and nonempty subset of

the Banach space X , TD[λ] is a compact operator and TD[λ]([α, β]) ⊂ [α, β], then
we are in the suitable conditions to apply Schauder’s fixed point Theorem (Theo-
rem 1.2.3) which ensures us the existence of a fixed point of TD[λ] on [α, β]. Ob-
viously, this fixed point satisfies Dirichlet boundary conditions and therefore it is a
solution of problem (4.1.2).

Remark 4.2.2. Note that the functions α and β considered in previous theorem are
not required to belong to XD,T , that is, they may not be lower and upper solutions of
Dirichlet problem, that is, the equalities u(2k)(0) = 0 and u(2k)(T ) = 0 may fail for
some values of k.

In an analogous way, we can prove the following result when GP [λ, 2T ] is non-
negative and hypothesis (L2) holds.

Theorem 4.2.3. Assume that condition (L0) holds and let α and β be lower and
upper solutions of Neumann problem (4.1.1), respectively, such that

α(t) ≥ β(t) for all t ∈ I.
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Moreover, assume that there exists some λ for which GP [λ, 2T ] ≥ 0 on J × J ,
GD[λ, T ] ≥ 0 on I × I and (L2) is satisfied. Then, there exists a solution u of the
Dirichlet problem (4.1.2) such that

β(t) ≤ u(t) ≤ α(t), for all t ∈ I.

Proof. The proof is analogous to the one of Theorem 4.2.1, so we will only detail the
parts of it which present some differences.

Let λ be such thatGP [λ, 2T ] ≥ 0 on J×J ,GD[λ, T ] ≥ 0 on I×I and condition
(L2) holds. Consider operator TD[λ] as defined in the proof of Theorem 4.2.1.

Step 1: TD[λ] : C(I)→ C(I) is well-defined, continuous and compact:
The proof is exactly the same than in Theorem 4.2.1.

Step 2: α ≥ TD[λ]α and β ≤ TD[λ]β.
From Corollary 2.5.1, we know that GP [λ, 2T ] ≤ 0 on J × J implies that

GN [λ, T ](t, s) ≥ |GD[λ, T ](t, s)| = GD[λ, T ](t, s), for all t, s ∈ I. (4.2.3)

In this case, there exists a nonnegative function g ∈ L1(I) such that

Lα(t) + λα(t) = f(t, α(t)) + λα(t) + g(t), for a. e. t ∈ I

and so the following inequalities hold for all t ∈ I:

α(t) =

∫ T

0
GN [λ, T ](t, s) (f(s, α(s)) + λα(s)) d s+

∫ T

0
GN [λ, T ](t, s) g(s) d s

≥
∫ T

0
GN [λ, T ](t, s) (f(s, α(s)) + λα(s)) d s

≥
∫ T

0
GD[λ, T ](t, s) (f(s, α(s)) + λα(s)) d s = TD[λ]α(t).

Analogously, there exists a nonpositive function h ∈ L1(I) such that

Lβ(t) + λβ(t) = f(t, β(t)) + λβ(t) + h(t), for a. e. t ∈ I

and

β(t) =

∫ T

0
GN [λ, T ](t, s) (f(s, β(s)) + λβ(s)) d s+

∫ T

0
GN [λ, T ](t, s)h(s) d s

≤
∫ T

0
GN [λ, T ](t, s) (f(s, β(s)) + λβ(s)) d s

≤
∫ T

0
GD[λ, T ](t, s) (f(s, β(s)) + λβ(s)) d s = TD[λ]β(t).
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Step 3: TD[λ]([β, α]) ⊂ [β, α].
In this case, operator K[λ] is nondecreasing.
Let u ∈ [β, α]. From (L2) we have that

f(t, α(t)) + λα(t) ≥ f(t, u(t)) + λu(t) ≥ f(t, β(t)) + λβ(t), a. e. t ∈ I

and so

α(t) ≥ TD[λ]α(t) ≥ TD[λ]u(t) ≥ TD[λ]β(t) ≥ β(t), ∀ t ∈ I

and we conclude that TD[λ]u ∈ [β, α] for all u ∈ [β, α].

Step 4: Operator TD[λ] has a fixed point in XD ∩ [β, α].
Analogously to the proof of Theorem 4.2.1, this fact is deduced from Schauder’s

fixed point Theorem.

Remark 4.2.4. We must note that whenGD[λ, T ] has constant sign, there exist α and
β, lower and upper solutions of Dirichlet problem, respectively, and it is satisfied that

f(t, α(t)) + λα(t) ≥ f(t, x) + λx ≥ f(t, β(t)) + λβ(t)

for every t ∈ I and x ∈ [α(t), β(t)], then there exists a solution of the Dirichlet
problem (4.1.2) (see, for instance, [25] for the case 2n = 4). In this case, by adding
the hypotheses on the sign of f(t, α(t)) + λα(t) and f(t, β(t)) + λβ(t), we can
ensure the existence of a solution for problem (4.1.2) when we have lower and upper
solutions of Neumann problem (4.1.1).

Now, using the inequalities in Corollary 2.5.3, we can obtain similar results to
prove the existence of solutions of Mixed 1 and Dirichlet problems.

Theorem 4.2.5. Assume that condition (L0) holds and let α and β be lower and
upper solutions of the Neumann problem (4.1.1), respectively, such that

α(t) ≤ β(t) for all t ∈ I.

Moreover, assume that there exists some λ for which GN [λ, 2T ] ≤ 0 on J × J ,
GM1 [λ, T ] ≤ 0 on I × I and (L1) holds. Then, there exists a solution u of the Mixed
problem 1 (4.1.3) such that

α(t) ≤ u(t) ≤ β(t), for all t ∈ I.
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Theorem 4.2.6. Assume that condition (L0) holds and let α and β be lower and
upper solutions of the Neumann problem (4.1.1), respectively, such that

α(t) ≥ β(t) for all t ∈ I.

Moreover, assume that there exists some λ for which GN [λ, 2T ] ≥ 0 on J × J ,
GM1 [λ, T ] ≥ 0 on I × I and (L2) holds. Then, there exists a solution u of the Mixed
problem 1 (4.1.3) such that

β(t) ≤ u(t) ≤ α(t), for all t ∈ I.

Theorem 4.2.7. Assume that condition (L0) holds and let α and β be lower and
upper solutions of Mixed problem 2 (4.1.4), respectively, such that

α(t) ≤ β(t) for all t ∈ I.

Moreover, assume that there exists some λ for which GD[λ, 2T ] ≤ 0 on J × J ,
GD[λ, T ] ≤ 0 on I × I and (L1) holds. Then, there exists a solution u of the
Dirichlet problem (4.1.2) such that

α(t) ≤ u(t) ≤ β(t), for all t ∈ I.

Theorem 4.2.8. Assume that condition (L0) holds and let α and β be lower and
upper solutions of Mixed problem 2 (4.1.4), respectively, such that

α(t) ≥ β(t) for all t ∈ I.

Moreover, assume that there exists some λ for which GD[λ, 2T ] ≥ 0 on J × J ,
GD[λ, T ] ≥ 0 on I × I and (L2) holds. Then, there exists a solution u of the
Dirichlet problem (4.1.2) such that

β(t) ≤ u(t) ≤ α(t), for all t ∈ I.

4.2.1. Particular Case: Second Order Problem

We shall briefly comment in this subsection some particularities which may occur
when dealing with the case n = 1 but are not true, in general, for any arbitrary n.

In particular, when considering Definition 4.1.2, for the general case it is required
that both the lower and the upper solution belong to the Banach spaces XN,T , XD,T ,
XM1,T or XM2,T . For the case n = 1, it is possible to weaken these definitions in the
way that it is shown below.
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Definition 4.2.9. Assume that n = 1. Then, a function α ∈ W 2,1(I) is said to be a
lower solution of the Neumann problem (4.1.1) if{

Lα(t) ≥ f(t, α(t)), t ∈ I,
α′(0) ≥ 0, α′(T ) ≤ 0.

Analogously, a function β ∈ W 2,1(I) is called an upper solution of the Neumann
problem (4.1.1) if {

Lβ(t) ≤ f(t, β(t)), t ∈ I,
β′(0) ≤ 0, β′(T ) ≥ 0.

Definition 4.2.10. Assume that n = 1. Then, a function α ∈ W 2,1(I) is said to be a
lower solution of the Dirichlet problem (4.1.2) if{

Lα(t) ≥ f(t, α(t)), t ∈ I,
α(0) ≤ 0, α(T ) ≤ 0.

Analogously, a function β ∈ W 2,1(I) is called an upper solution of the Dirichlet
problem (4.1.2) if {

Lβ(t) ≤ f(t, β(t)), t ∈ I,
β(0) ≥ 0, β(T ) ≥ 0.

Definition 4.2.11. Assume that n = 1. Then, a function α ∈ W 2,1(I) is said to be a
lower solution of the Mixed problem 1 (4.1.3) if{

Lα(t) ≥ f(t, α(t)), t ∈ I,
α′(0) ≥ 0, α(T ) ≤ 0.

Analogously, a function β ∈ W 2,1(I) is called an upper solution of the Mixed 1
problem (4.1.3) if {

Lβ(t) ≤ f(t, β(t)), t ∈ I,
β′(0) ≤ 0, β(T ) ≥ 0.

Definition 4.2.12. Assume that n = 1. Then, a function α ∈ W 2,1(I) is said to be a
lower solution of the Mixed problem 2 (4.1.4) if{

Lα(t) ≥ f(t, α(t)), t ∈ I,
α(0) ≤ 0, α′(T ) ≤ 0.

Analogously, a function β ∈ W 2,1(I) is called an upper solution of the Mixed 2
problem (4.1.4) if {

Lβ(t) ≤ f(t, β(t)), t ∈ I,
β(0) ≥ 0, β′(T ) ≥ 0.
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Apart from these generalizations with respect to the definitions of lower and up-
per solutions, some details need also be changed in the theorems of existence of
solution when n = 1 and a1 ≡ 0. In particular, as a consequence of Theorem 3.2.22,
it holds that the constant sign of GP [λ, 2T ] implies that GD[λ, T ] is nonpositive, so
this hypothesis can be eliminated from Theorem 4.2.1. The same way, the constant
sign of GN [λ, 2T ] implies that GM1 [λ, T ] is nonpositive and we can remove this
hypothesis from Theorem 4.2.5. Finally, the hypothesis that GD[λ, T ] is nonpositive
can also be eliminated from Theorem 4.2.7 as it can be deduced from the constant
sign of GD[λ, 2T ].

Furthermore, due to these relations between the constant sign of different Green’s
functions, Theorems 4.2.3, 4.2.6 and 4.2.8 do not make sense for the case n = 1 as
their hypotheses are never fulfilled in such case.

4.3. An Example

We will see in this section an example in which Theorem 4.2.1 can be applied.

Example 4.3.1. Consider the following nonlinear Dirichlet problem on [0, 1]u
(4)(t) + u(t) = t2

(
1

10
+ arctan(u(t))

)
, t ∈ [0, 1],

u(0) = u(1) = 0, u′′(0) = u′′(1) = 0.

(4.3.1)

Using [24], we can calculate the Green’s function related to the periodic problem
on [0, 2]{

u(4)(t) + u(t) = 0, t ∈ [0, 2],

u(0) = u(1), u′(0) = u′(1), u′′(0) = u′′(1), u′′′(0) = u′′′(1),
(4.3.2)

which is nonnegative on [0, 2]× [0, 2]. This function is represented in Figure 4.3.1.
The same way, using [24], we can calculate the Green’s function related to the

homogeneous Dirichlet problem{
u(4)(t) + u(t) = 0, t ∈ [0, 1],

u(0) = u(1) = 0, u′′(0) = u′′(1) = 0,
(4.3.3)

which is also nonnegative on [0, 1] × [0, 1]. This function is represented in Fi-
gure 4.3.2.
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Figure 4.3.1: Green’s function related to the periodic problem (4.3.2).

Figure 4.3.2: Green’s function related to the Dirichlet problem (4.3.3).

Observe that, with the notation given in Theorem 4.2.3, we are choosing λ = 0.
Now, we will see that α(t) = 1 and β(t) = −1 are lower and upper solutions,

respectively, of the Neumann problemu
(4)(t) + u(t) = t2

(
1

10
+ arctan(u(t))

)
, t ∈ [0, 1],

u′(0) = u′(1) = 0, u′′′(0) = u′′′(1) = 0.
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Indeed, for all t ∈ [0, 1],α
(4)(t) + α(t) = 1 ≥ t2

(
1

10
+ arctan(α(t))

)
=

(
1

10
+
π

4

)
t2,

α′(0) = α′(1) = 0, α′′′(0) = α′′′(1) = 0.

and β
(4)(t) + β(t) = −1 ≤ t2

(
1

10
+ arctan(β(t))

)
= −

(
− 1

10
+
π

4

)
t2,

β′(0) = β′(1) = 0, β′′′(0) = β′′′(1) = 0.

Moreover, it holds that for x ∈ [−1, 1], arctan(x) ∈
[−π

4 ,
π
4

]
and so(

1

10
+
π

4

)
t2 ≥

(
1

10
+ arctan(x)

)
t2 ≥

(
1

10
− π

4

)
t2.

Finally, we have that, for all t ∈ [0, 1],

f(t, α(t)) =

(
1

10
+
π

4

)
t2 ≥ 0

and

f(t, β(t)) =

(
1

10
− π

4

)
t2 ≤ 0.

Thus, hypothesis (L2) is satisfied.
Therefore, we are in conditions to apply Theorem 4.2.3 which guarantees the

existence of a solution u of the Dirichlet problem (4.3.1) such that

−1 ≤ u(t) ≤ 1, for all t ∈ [0, 1].

Note that α and β are not lower and upper solutions of the Dirichlet problem as
they are defined in Definition 4.1.2.
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Chapter 5

Positive Solutions for Nonlinear
Second Order Boundary Value
Problems with Sign-Changing

Green’s Functions

5.1. Introduction

In Chapter 4 we have proved the existence of solution of nonlinear boundary
value problems in the case where the Green’s functions have constant sign. To do
this, we have used the method of lower and upper solutions.

Another standard technique when dealing with nonlinear boundary value pro-
blems consists in obtaining the existence of positive solutions through Krasnosel-
skii’s fixed point Theorem on cones, or fixed point index theory. In these cases, the
positivity of the associated Green’s functions is usually a fundamental tool to prove
such results. However, in this chapter, using the aforementioned technique, we will
be able to guarantee the existence of positive solutions for several problems in which
the Green’s function changes its sign on the square of definition.

In particular, we will prove such results for boundary value problems related to
the Hill’s operator (which has already been considered in Chapter 3). To do this, some
of the properties satisfied by the Green’s function which were proved in Chapter 3
will be the key points to prove some of the main results. This shows, once more,
the importance of studying the properties of linear problems (and, specially, Green’s
functions) before dealing with nonlinear ones.

As we will see, the hypotheses that the nonlinear part f must satisfy in this chap-
ter will be stronger than in Chapter 4. Nevertheless, the results obtained will also
be more powerful as, contrary to Chapter 4, we will allow the Green’s function to
change its sign and we will be able to ensure now the positivity of the solutions.

Positivity results for boundary value problems where the Green’s function can
vanish are treated for example in [63, 147]. In [63], Graef, Kong and Wang studied
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the periodic boundary value problem (with T = 1 in the paper){
u′′(t) + a(t)u(t) = g(t) f(u(t)), t ∈ (0, T ),

u(0) = u(T ), u′(0) = u′(T ),

with f and g nonnegative continuous functions and g satisfying the condition

min
t∈[0,T ]

g(t) > 0.

Moreover, they assumed the Green’s function to be nonnegative and to satisfy the
following condition:

min
0≤s≤T

∫ T

0
G(t, s) d t > 0. (5.1.1)

We note that the method in the aforementioned reference can not be used for Diri-
chlet and Mixed problems, as their related Green’s functions do not satisfy condition
(5.1.1).

In [147], Webb considered weaker assumptions to prove the existence of positive
solutions of the previous problem, but he still assumed the Green’s function to be
nonnegative. Despite our results do not require the Green’s function to be nonnega-
tive, as we will see, they could be applied to this particular case, obtaining positive
solutions assuming an integral condition weaker than (5.1.1) (see Remarks 5.3.6 and
5.3.11 in Section 5.3).

On the other hand, some existence results for boundary value problems with sign-
changing Green’s function were considered in [28, 79], where the authors asked for
the existence of a subinterval [c, d] ⊂ [0, T ], a function φ ∈ L1([0, T ]) and a constant
c ∈ (0, 1] such that the Green’s function G satisfies the following condition:

|G(t, s)| ≤ φ(s) for all t ∈ [0, T ] and almost every s ∈ [0, T ],

G(t, s) ≥ c φ(s) for all t ∈ [c, d] and almost every s ∈ [0, T ].
(5.1.2)

It must be pointed out that, if we consider a periodic problem with constant poten-
tial a(t) = ρ2 for which the related Green’s function changes its sign (i.e. ρ > π/T ,
ρ 6= 2kπ/T , k = 1, 2, . . .), condition (5.1.2) is never fulfilled for any strictly positive
function φ. This is due to the fact that in such situation the Green’s function is con-
stant along the straight lines of slope equals to one (as we have seen in Lemma 2.4.3).
On the other hand, as we will prove in Section 5.4, our results can be applied without
further complications to this case.

Moreover, for Dirichlet boundary value problem with constant potential a(t) = ρ2

with sign-changing Green’s function (i.e. ρ > π/T , ρ 6= kπ/T , k = 1, 2, . . .), as a
direct consequence of expression (5.5.1) below, it is immediate to verify that condi-
tion (5.1.2) holds if and only if ρ2 lies between the first and the second eigenvalues
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of the problem ( πT < ρ < 2π
T ) but it is never satisfied for ρ > 2π

T . However, as we
will point out in Section 5.5, our results can be applied for any nonresonant value of
ρ > π/T . Despite of this, we must note that the conditions are more restrictive when
ρ increases.

Furthermore, in [28, 79] the authors proved the existence of solutions in the cone

K0 =

{
u ∈ C[0, T ], min

t∈[c,d]
u(t) ≥ c ‖u‖

}
,

that is, they ensured the positivity of the solutions on the subinterval [c, d] but such
solutions were allowed to change sign when considering the whole interval [0, T ].

As far as we know, positive solutions for boundary value problems with sign-
changing Green’s function can be tracked only as back as 2011 in the papers [104,
163]. In the first of these papers, R. Ma considers the following one parameter family
of problems: {

u′′(t) + a(t)u(t) = λ g(t) f(u(t)), t ∈ (0, T ),

u(0) = u(T ), u′(0) = u′(T ).
(5.1.3)

By using the Schauder’s fixed point Theorem, the author obtains the existence of a
positive solution for sufficiently small values of λ. These existence results are not
comparable with the ones we will obtain in this chapter.

In the second paper [163], S. Zhong and Y. An study the following autonomous
periodic boundary value problem, with constant potential ρ ∈

(
0, 3π

2T

]
:{

u′′(t) + ρ2 u(t) = f(u(t)), t ∈ (0, T ),

u(0) = u(T ), u′(0) = u′(T ).
(5.1.4)

In this case, it is very well-known that the related Green’s function GP (t, s) ≥ 0 for
all ρ ∈

(
0, πT

]
and it changes sign for ρ ∈ ( πT ,

3π
2T ] (see [16, 18]). With this, it can be

defined the constant

δ =


∞, ρ ∈

(
0,
π

T

]
,

inf
t∈I

∫ T
0 G+

P (t, s) d s∫ T
0 G−P (t, s) d s

, ρ ∈
(
π

T
,

3π

2T

]
,

and using the Krasnoselskii’s fixed point Theorem, the authors prove the following
existence result.

Theorem 5.1.1 ( [163, Theorem 3]). Suppose that the following assumptions are
fulfilled:
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(J1) f : [0,∞)→ [0,∞) is continuous.

(J2) 0 ≤ m = inf
u≥0
{f(u)} and M = sup

u≥0
{f(u)} ≤M ≤ ∞.

(J3) M/m ≤ δ, with M/m =∞ when m = 0.

Moreover, if δ =∞ assume that

lim
x→∞

f(x)

x
< ρ2 < lim

x→0+

f(x)

x
.

Then problem (5.1.4) has a positive solution on [0, T ].

Concerning this specific case, we improve the range of the values ρ for which the
result is still valid. Furthermore, we apply our study to nonconstant potentials and
nonautonomous nonlinear parts.

As we will see, some of the positivity conditions imposed for the periodic boun-
dary value problem cannot be adapted for Dirichlet problem, so the approach that
must be used needs to be considerably modified, by using, in this case, a different
type of cones.

This chapter is divided in the following way: in Section 5.2 we state some preli-
minary results considering the Hill’s operator, in Section 5.3 some new results con-
cerning the existence of a positive solution for the Hill’s periodic problem in the case
that the Green’s function may change sign are proved. Moreover, in this section,
such existence results are generalized to other boundary conditions. In Section 5.4
we improve Theorem 5.1.1 for the periodic problem with a constant potential and in
Section 5.5 we approach the Dirichlet problem, also in the case of a constant poten-
tial, where as far as we know, no results for sign-changing Green’s functions were
proved before.

All the results in this chapter are compiled in [27].

5.2. Preliminaries

Consider the particular case of operatorL defined in (2.1.1) for n = 1 and a1 ≡ 0,
that is, the Hill’s operator related to the potential a

Lu(t) ≡ u′′(t) + a(t)u(t), t ∈ I,

where a : I → R, a ∈ Lα(I), α ≥ 1.
As in previous chapters, we denote x � 0 on I if and only if x ≥ 0 on I and∫ T

0 x(s) d s > 0.
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Since throughout this chapter we will always work on the same interval [0, T ], it
is not necessary to stress the dependence of the problem on the parameter T . The-
refore, when working both with Green’s functions and eigenvalues, and contrary to
what we did in the previous chapter, we will skip the indication about the parameter
T . This way, we will denote by GP , GN , GD, GM1 and GM2 the related Green’s
functions and λP0 , λN0 , λD0 , λM1

0 and λM2
0 the corresponding smallest eigenvalue of

each of the problems (periodic, Neumann, Dirichlet, Mixed 1 and Mixed 2), all of
them considered on the interval I . Analogously, λA0 will be the smallest eigenvalue
of the anti-periodic problem.

For the reader’s convenience, we rewrite now the following relations which have
been proved in previous chapters and will be the key points to show some of the
following results.

Lemma 5.2.1. 1. GN (t, s) < 0 on I × I if and only if λN0 > 0.

2. GN (t, s) ≥ 0 on I × I if and only if λN0 < 0, λM1
0 ≥ 0 and λM2

0 ≥ 0.

3. GN changes sign if and only if min{λM1
0 , λM2

0 } < 0.

4. GD(t, s) < 0 on (0, T )× (0, T ) if and only if λD0 > 0.

5. GD changes sign if and only if λD0 < 0.

6. GM1(t, s) < 0 on [0, T )× [0, T ) if and only if λM1
0 > 0.

7. GM1 changes sign if and only if λM1
0 < 0.

8. GM2(t, s) < 0 on (0, T ]× (0, T ] if and only if λM2
0 > 0.

9. GM2 changes sign if and only if λM2
0 < 0.

10. GP (t, s) < 0 on I × I if and only if λP0 > 0.

11. GP (t, s) ≥ 0 on I × I if and only if λP0 < 0, λA0 ≥ 0.

12. GP changes sign if and only if λA0 < 0.

5.3. Periodic Boundary Value Problems

Consider now the following nonlinear and nonautonomous periodic boundary
value problem: {

u′′(t) + a(t)u(t) = f(t, u(t)), t ∈ I,
u(0) = u(T ), u′(0) = u′(T ).

(5.3.1)
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We will assume that the Hill’s operator coupled with periodic conditions is non-
resonant and λA0 < 0. From Lemma 5.2.1, we know that in this case the related
Green’s function changes its sign on I × I .

On the other hand (as we have seen in Section 3.1), there exists vP , a positive
eigenfunction on I , unique up to a constant, related to λP0 , that is, vP is such that{

v′′P (t) + a(t) vP (t) = −λP0 vP (t), for a. e. t ∈ I,

vP (0) = vP (T ), v′P (0) = v′P (T ).

Therefore,

vP (t) = −λP0
∫ T

0
GP (t, s) vP (s) d s

and, since vP is positive and λP0 < λA0 < 0, we have that∫ T

0
GP (t, s) vP (s) d s > 0 ∀ t ∈ I

and, consequently,∫ T

0
G+
P (t, s) vP (s) d s >

∫ T

0
G−P (t, s) vP (s) d s ∀ t ∈ I,

where G+
P and G−P are the positive and negative parts of GP .

Since the Green’s function changes sign, it makes sense to define

γ = inf
t∈I

∫ T
0 G+

P (t, s) vP (s) d s∫ T
0 G−P (t, s) vP (s) d s

(> 1). (5.3.2)

Moreover, in order to ensure the existence of solutions of problem (5.3.1), we
will make the following assumptions:

(H1) f : I × [0,∞)→ [0,∞) satisfies L1-Carathéodory conditions, that is:

f(·, u) is measurable for every u ∈ R.

f(t, ·) is continuous for a. e. t ∈ I .

For each r > 0 there exists φr ∈ L1(I) such that

f(t, u) ≤ φr(t) for all u ∈ [−r, r], a. e. t ∈ I.

(H2) There exist two positive constants m and M such that

mvP (t) ≤ f(t, x) ≤M vP (t)

for every t ∈ I and x ≥ 0. Moreover, these constants satisfy that Mm ≤ γ.
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(H3) There exists [c, d] ⊂ I such that
∫ d
c GP (t, s) d t ≥ 0, for all s ∈ I and∫ d

c GP (t, s) d t > 0, for all s ∈ [c, d].

Remark 5.3.1. Note that condition (H1) is the same as (L0) given in Chapter 4 but,
for the reader’s convenience, we have decided to rewrite it so that one can find all
the hypotheses used in this chapter together.

Remark 5.3.2. We note that condition (H2) includes, as particular cases, hypotheses
(J2) and (J3) in Theorem 5.1.1 used in [163]. This is due to the fact that, if a(t) =
ρ2, as in problem (5.1.4), we have that λP0 = −ρ2 and vP (t) = 1 for all t ∈ I .
Moreover, as we will point out in Section 5.4, we have that, if a(t) = ρ2, then∫ T

0
GP (t, s) d s =

1

ρ2
,

and condition (H3) is trivially fulfilled for [c, d] = I .
Moreover, we note that in (H2) we are not considering the possibility of m = 0.

Theorem 5.1.1 includes this case, but only when δ = +∞, which only happens when
the Green’s function is nonnegative. In [163] the authors consider this possibility
because they are assuming that ρ ∈

(
0, 3π

2T

]
and, when ρ ∈

(
0, πT

]
, GP is nonnega-

tive. As we will see in Corollary 5.3.5, hypothesis (H2) is not necessary in case that
the Green’s function is nonnegative, so this is the reason why we do not consider the
possibility m = 0.

We will consider the Banach space (C(I,R), ‖ · ‖) coupled with the supremum
norm ‖u‖ ≡ ‖u‖∞, and define the cone

K =

{
u ∈ C(I,R) : u ≥ 0 on I,

∫ T

0
u(s) d s ≥ σ ‖u‖

}
,

where
σ =

η

max
t, s∈I

{GP (t, s)}
,

being

η = min
s∈[c,d]

{∫ d

c
GP (t, s) d t

}
> 0. (5.3.3)

Now, it is clear that u is a solution of the periodic problem (5.3.1) if and only if
it is a fixed point of the following operator:

T u(t) =

∫ T

0
GP (t, s) f(s, u(s)) d s.
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Positive Solutions for Second Order BVPs with Sign-Changing Green’s Functions

Lemma 5.3.3. Assume that λA0 < 0 and (H1)–(H3) hold. Then T : C(I)→ C(I) is
a compact operator which maps the cone K to itself.

Proof. We will divide the proof into several steps. We note that Steps 1 to 3 follow
standard techniques but we include them for the sake of completeness.

Step 1: T : C(I)→ C(I) is well-defined:
Let u ∈ C(I) and (tn)n∈N ⊂ I such that lim

n→∞
tn = t0 ∈ I .

On the one hand, from property (G2) in the definition of Green’s function (Defi-
nition 1.1.1), GP (·, s) is uniformly continuous on I . Thus,

lim
n→∞

GP (tn, s) f(s, u(s)) = GP (t0, s) f(s, u(s)), a. e. s ∈ I.

On the other hand it holds that

|GP (t, s) f(s, u(s))| ≤ |GP (t, s)| φ‖u‖(s), a. e. s ∈ I.

Moreover, from (G2) in Definition 1.1.1, GP is continuous on I × I and so it is
bounded on I × I by some constant C. Therefore

|GP (t, s) f(s, u(s))| ≤ C φ‖u‖(s), a. e. s ∈ I,

and, since the right hand side of previous inequality is in L1(I), by Lebesgue’s Do-
minated Convergence Theorem we obtain that

lim
n→∞

T u(tn) = lim
n→∞

∫ T

0
GP (tn, s) f(s, u(s)) d s

=

∫ T

0
lim
n→∞

GP (tn, s) f(s, u(s)) d s

=

∫ T

0
GP (t0, s) f(s, u(s)) d s = T u(t0).

Thus, T u ∈ C(I).

Step 2: Operator T is continuous:
Let {un}n∈N ⊂ C(I) be a sequence which converges to u in C(I). Then, there

exists some R ∈ R+ such that ‖un‖ ≤ R for all n ∈ N.
Now, from (H1), we deduce that

lim
n→∞

f(s, un(s)) = f(s, u(s)), for a. e. s ∈ I.

On the other hand,

|GP (t, s)| f(s, un(s)) ≤ C φR(s), for a. e. s ∈ I
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and, since the right hand side of previous inequality is in L1(I), by Lebesgue’s Do-
minated Convergence Theorem we deduce that

lim
n→∞

T un(t) = lim
n→∞

∫ T

0
GP (t, s) f(s, un(s)) d s

=

∫ T

0
lim
n→∞

GP (t, s) f(s, un(s)) d s

=

∫ T

0
GP (t, s) f(s, u(s)) d s = T u(t).

Thus we can conclude that operator T is continuous.

Step 3: T is a compact operator:
Take

B = {u ∈ C(I) : ‖u‖ < r}.

First, we will prove that T (B) is uniformly bounded:

‖T u‖ = sup
t∈I

∣∣∣∣∫ T

0
GP (t, s) f(s, u(s)) d s

∣∣∣∣ ≤ ∫ T

0
C φr(s) d s

and, since φr ∈ L1(I), it is clear that T (B) is uniformly bounded.
Now, we will prove that T is equicontinuous. We have that

|(T u)(t1)− (T u)(t2)| ≤
∫ T

0
|GP (t1, s)−GP (t2, s)| f(s, u(s)) d s

≤
∫ T

0
|GP (t1, s)−GP (t2, s)| φr(s) d s

and, since GP is uniformly continuous on I × I , it occurs that for every ε > 0 there
exists δ > 0 such that when |t1 − t2| < δ,

|(T u)(t1)− (T u)(t1)| ≤ ε
∫ T

0
φr(s) d s.

Thus, the fact that φr ∈ L1(I) lets us conclude that T is equicontinuous.
As a consequence, by Ascoli-Arzelà’s Theorem (Theorem 1.2.2), we deduce that

T (B) is relatively compact in C(I) and thus T is a compact operator.

Step 4: T maps the cone to itself.
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Considering u ∈ K, then, from (5.3.2), the following inequalities are fulfilled for
all t ∈ I:

T u(t) =

∫ T

0
GP (t, s) f(s, u(s)) d s =

∫ T

0

(
G+
P (t, s)−G−P (t, s)

)
f(s, u(s)) d s

≥
∫ T

0

(
mvP (s)G+

P (t, s)−M vP (s)G−P (t, s)
)

d s

≥ m
(∫ T

0
G+
P (t, s) vP (s) d s− γ

∫ T

0
G−P (t, s) vP (s) d s

)
≥ 0.

Moreover,∫ T

0
T u(t) d t ≥

∫ d

c
T u(t) d t =

∫ d

c

∫ T

0
GP (t, s) f(s, u(s)) d s d t

=

∫ T

0
f(s, u(s))

∫ d

c
GP (t, s) d t d s ≥ η

∫ T

0
f(s, u(s)) d s,

and, since

T u(t) ≤ max
t, s∈I

{GP (t, s)}
∫ T

0
f(s, u(s)) d s,

we deduce that ∫ T

0
T u(t) d t ≥ σ T u(t) for all t ∈ I.

Thus, ∫ T

0
T u(t) d t ≥ σ ‖T u‖,

and the result is concluded.

Now, in order to prove the existence of solutions of problem (5.3.1), we will use
some classical results regarding the fixed point index which have been compiled in
Lemma 1.2.7.

First, we note that, as an immediate consequence of condition (H2), we deduce
the following properties:

f0 = lim
x→0+

{
min
t∈[c,d]

f(t, x)

x

}
=∞, f∞ = lim

x→∞

{
max
t∈I

f(t, x)

x

}
= 0,

where the interval [c, d] is given in (H3).
These properties will let us prove the following theorem.
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5.3 Periodic Boundary Value Problems

Theorem 5.3.4. Assume that λA0 < 0 and hypotheses (H1)–(H3) hold. Then there
exists at least one positive solution of problem (5.3.1) in the cone K.

Proof. Taking into account the definition of f0, we know that there exists δ1 > 0
such that when ‖u‖ ≤ δ1, then

f(t, u(t)) >
u(t)

η
, ∀ t ∈ [c, d],

with η defined in (5.3.3).
Let

Ω1 = {u ∈ K : ‖u‖ < δ1}

and choose u ∈ ∂ Ω1 and e ∈ K \ {0}.
We will prove that u 6= T u+ λ e for every λ > 0.
Assume, on the contrary, that there exists some λ > 0 such that u = T u + λ e,

that is,
u(t) = T u(t) + λ e(t) ≥ T u(t) ∀ t ∈ I.

Then ∫ d

c
u(t) d t ≥

∫ d

c
T u(t) d t =

∫ d

c

∫ T

0
GP (t, s) f(s, u(s)) d s d t

=

∫ T

0

(∫ d

c
GP (t, s) d t

)
f(s, u(s)) d s

≥
∫ d

c

(∫ d

c
GP (t, s) d t

)
f(s, u(s)) d s >

∫ d

c
u(s) d s,

which is a contradiction.
Therefore, we deduce from Lemma 1.2.7 that iK(T,Ω1) = 0.
Now, proceeding in an analogous way to [21, 62, 63], we define

f̃(t, u) = max
0≤z≤u

f(t, z).

Clearly, f̃(t, ·) is a nondecreasing function on [0,∞) and f̃(t, x) ≥ f(t, x) for all
t ∈ I , x ∈ [0,∞). Moreover, since f∞ = 0 it is obvious that

lim
x→∞

{
max
t∈I

f̃(t, x)

x

}
= 0.

As a consequence, we know that there exists δ2 > 0 such that if ‖u‖ ≥ δ2 then

f̃(t, ‖u‖) < σ2

T 2 η
‖u‖, ∀ t ∈ I.
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Let
Ω2 = {u ∈ K : ‖u‖ < δ2}

and choose u ∈ ∂ Ω2.
We will prove that u 6= µ T u for every µ ≤ 1. Assume, on the contrary, that

there exists some µ ≤ 1 such that u(t) = µ T u(t) for all t ∈ I . Then,

σ ‖u‖ ≤
∫ T

0
u(t) d t = µ

∫ T

0
T u(t) d t

= µ

∫ T

0

∫ T

0
GP (t, s) f(s, u(s)) d s d t

= µ

∫ T

0

(∫ T

0
GP (t, s) d t

)
f(s, u(s)) d s

≤ µT max
t,s∈I
{GP (t, s)}

∫ T

0
f(s, u(s)) d s

≤ µT max
t,s∈I
{GP (t, s)}

∫ T

0
f̃(s, u(s)) d s

≤ µT max
t,s∈I
{GP (t, s)}

∫ T

0
f̃(s, ‖u‖) d s

< µT 2 η

σ

σ2

T 2 η
‖u‖ ≤ σ ‖u‖,

which is a contradiction. As a consequence, using Lemma 1.2.7, iK(T ,Ω2) = 1.
We conclude, from Assertions 3 and 4 in Lemma 1.2.7, that the operator T has a

fixed point, that is, there exists at least a nontrivial solution of problem (5.3.1).

The previous theorem is also valid if the Green’s function is nonnegative. In
this case, hypothesis (H3) would be trivially fulfilled and hypothesis (H2) is not
necessary since it is only used to prove that T maps the cone to itself, which is
obvious (since f is nonnegative) when GP is nonnegative. On the other hand, we
would need to add the hypothesis that f0 = ∞ and f∞ = 0 (which can not be
deduced if we eliminate (H2)).

The result is the following one:

Corollary 5.3.5. Assume that λP0 < 0 ≤ λA0 and hypotheses (H0) and (H1) are
fulfilled. Then, if f0 = ∞ and f∞ = 0 there exists at least one positive solution of
problem (5.3.1) in the cone K.
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Remark 5.3.6. We note that for a nonnegative Green’s function, we generalize the
results of Graef, Kong and Wang [62, 63] and Webb [147] since our condition (H3)
is weaker than condition (5.1.1) considered by them.

Corollary 5.3.7. If f(t, x) ≡ f(t), with f ∈ L1(I) satisfying (H2), then the unique
solution of (5.3.1) is a nonnegative function on I .

Remark 5.3.8. We note that u(t) ≡ 1 is the unique solution of the periodic problem{
u′′(t) + a(t)u(t) = a(t), t ∈ I,
u(0) = u(T ), u′(0) = u′(T ).

Therefore it is clear that ∫ T

0
GP (t, s) a(s) d s = 1 > 0 (5.3.4)

and so the previous reasoning is also valid if a ≥ 0, a > 0 on [c, d], and we change
the definition of γ by

γ∗ = inf
t∈I

∫ T
0 G+

P (t, s) a(s) d s∫ T
0 G−P (t, s) a(s) d s

.

In this case, assumption (H2) would be substituted by

(H∗2 ) There exist two positive constants m and M such that

ma(t) ≤ f(t, x) ≤M a(t), for a. e. t ∈ I, x ≥ 0.

Moreover, these constants satisfy that Mm ≤ γ
∗.

5.3.1. Neumann, Dirichlet and Mixed Boundary Value Problems

From the classical spectral theory (see Section 3.1), it is very well-known that, as
in the periodic case, for any of the boundary conditions introduced in Lemma 5.2.1,
there exists a positive eigenfunction on (0, T ) related to the correspondent smal-
lest eigenvalue. Therefore, if we are in the case in which operator L coupled with
the associated boundary conditions is nonresonant and the related Green’s function
changes sign (different cases are characterized in Lemma 5.2.1), we could follow the
same argument as in the previous section to define γ, and we would obtain analo-
gous existence results. Hypotheses (H1)–(H3) would be the same with the suitable
notation for each of the problems (that is, considering in each case the appropriate
Green’s function and eigenfunction).
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Remark 5.3.9. For the Neumann problem, it is not difficult to verify that we also
have that if a(t) = ρ2 then ∫ T

0
GN (t, s) d s =

1

ρ2
,

and condition (H3) is trivially fulfilled for [c, d] = I .
On the other hand, since u(t) ≡ 1 is the unique solution of{

u′′(t) + a(t)u(t) = a(t), t ∈ I,
u′(0) = u′(T ) = 0,

Remark 5.3.8 is also valid for the Neumann problem.

Remark 5.3.10. For the Dirichlet problem, condition (H3) does not hold in case
[c, d] = I . This is due to the fact that GD(t, ·) satisfies the Dirichlet boundary value
conditions for all t ∈ [0, T ], that is, GD(t, 0) = GD(t, T ) = 0.

It is important to note that the eigenfunction vD is positive on (0, T ) but, since
vD(0) = vD(T ) = 0, condition (H2) would imply that f(0, x) = f(T, x) = 0 for
every x ≥ 0. However, since as we have mentioned, [c, d] 6= I , this property does not
affect on the fact that f0 =∞.

An analogous situation occurs for the mixed problems. In these cases it is also
impossible to consider [c, d] = I since the corresponding Green’s functions and
eigenfunctions vanish on one side of the interval.

Moreover, if we consider the Dirichlet and mixed problems, the constant function
u(t) ≡ 1 is not a solution of the related linear problem Lu(t) = a(t). Therefore,
Remark 5.3.8 is not longer valid for such situations.

Remark 5.3.11. As it was commented in Remark 5.3.6, we also generalize the results
of Graef, Kong and Wang [62,63] and Webb [147] for a nonnegative Green’s function
coupled with the Neumann conditions.

On the other hand, as we have proved in Lemma 3.2.15, the Green’s function GD
related to the second order Dirichlet problem{

u′′(t) + a(t)u(t) = f(t, u(t)), t ∈ I,
u(0) = u(T ) = 0,

can never be nonnegative. However, if we consider the following problem{
− u′′(t)− a(t)u(t) = f(t, u(t)), t ∈ I,
u(0) = u(T ) = 0,

(5.3.5)
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it occurs that its related Green’s function is −GD. Therefore, our method would be
applicable to prove the existence of constant sign solutions of problem (5.3.5) in case
that −GD ≥ 0 on I × I (that is, when GD ≤ 0 on I × I).

However, the results in [62,63,147] could not be applied to problem (5.3.5) since
the related Green’s function will cancel on the whole lines s = 0 and s = T so
the minimum in (5.1.1) would be 0. The same will happen with any mixed problem.
Again, hypothesis (H2) is not necessary in this case and we would need to add the
hypothesis that f0 =∞ and f∞ = 0.

5.4. Periodic Boundary Value Problem with Constant Po-
tential

This section is devoted to the particular case in which the potential a is constant.
As we will see, in this situation it is possible to calculate the exact value of γ.

It is easy to see that the eigenvalues associated to the periodic problem{
u′′ + λu = 0,

u(0) = u(T ), u′(0) = u′(T ),
(5.4.1)

are λPn = (2nπ/T )2 with n = 0, 1, 2, . . .

Moreover, the eigenfunctions associated to the first eigenvalue λP0 = 0 are the
constant functions, which can be written as multiples of a representative eigenfunction
vP (t) ≡ 1.

Furthermore, we know from Lemma 3.2.4, that the related Green’s function is
strictly negative in the square I × I if and only if λ < λP0 = 0 and it is nonnegative
on I × I if and only if 0 = λP0 < λ ≤ λA0 = (π/T )2.

In particular, for λ = ρ2 > λA0 a nonresonant value, the explicit expression of
GP is the following (see [16, 18, 104, 163]):

GP (t, s) =


sin ρ(t− s) + sin ρ(T − t+ s)

2ρ(1− cos ρ T )
, 0 ≤ s ≤ t ≤ T,

sin ρ(s− t) + sin ρ(T − s+ t)

2ρ(1− cos ρ T )
, 0 ≤ t ≤ s ≤ T .

From (5.3.4), it is clear that

g(t) =

∫ T

0
GP (t, s) d s =

1

ρ2
.
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Therefore, we define

γ = min
t∈[0,T ]

∫ T
0 G+

P (t, s) d s∫ T
0 G−P (t, s) d s

> 1,

for all ρ > π/T , ρ 6= 2kπ/T , k ∈ N.
Let us make a careful study of this value γ. From Lemma 2.4.3 and [18, Proposi-

tion 1.4.11], we know that the Green’s function related to the periodic problem (5.4.1)
satisfies that

GP (t, s) = GP (0, t− s) and GP (t, s) = GP (T − t, T − s).

Therefore, ∫ T

0
GP (t, s) d s =

∫ t

0
GP (t, s) d s+

∫ T

t
GP (t, s) d s,

where∫ t

0
GP (t, s) d s =

∫ t

0
GP (0, t− s) d s =

∫ t

0
GP (0, T + s− t) d s =

∫ T

T−t
GP (0, s) d s

and∫ T

t
GP (t, s) d s =

∫ T

t
GP (0, T +s− t) d s =

∫ 2T−t

T
GP (0, s) d s =

∫ T−t

0
GP (0, s) d s,

that is ∫ T

0
GP (t, s) d s =

∫ T

0
GP (0, s) d s for all t ∈ [0, T ].

The same argument is valid for both the positive and the negative parts of GP , that is∫ T

0
G+
P (t, s) d s =

∫ T

0
G+
P (0, s) d s and

∫ T

0
G−P (t, s) d s =

∫ T

0
G−P (0, s) d s,

for all t ∈ [0, T ], so the ratio ∫ T
0 G+

P (t, s) d s∫ T
0 G−P (t, s) d s

is constant for all t ∈ [0, T ].
This implies that we can restrict our analysis to the case t = 0, that is, to assume

that

γ =

∫ T
0 G+

P (0, s) d s∫ T
0 G−P (0, s) d s

.
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We have that

GP (0, s) =
sin ρs+ sin ρ(T − s)

2ρ(1− cos ρT )
,

so GP (0, s) = 0 if and only if s = T
2 + (2k+1)π

2ρ .
We will consider four cases:

Case 1A: GP (0, T2 )GP (0, 0) > 0 and GP (0, T2 ) > 0.

Case 1B: GP (0, T2 )GP (0, 0) > 0 and GP (0, T2 ) < 0.

Case 2A: GP (0, T2 )GP (0, 0) < 0 and GP (0, T2 ) > 0.

Case 2B: GP (0, T2 )GP (0, 0) < 0 and GP (0, T2 ) < 0.

Computing these values, we find that:

If (4k+1)π
T < ρ < (4k+2)π

T for some k ∈ N0, we are in Case 2A and

γ =
2k + 1

2k + 1− sin(ρ T/2)
.

If (4k+2)π
T < ρ < (4k+3)π

T for some k ∈ N0, we are in Case 2B and

γ =
2k + 1− sin(ρ T/2)

2k + 1
.

If (4k−1)π
T < ρ < 4kπ

T for some k ∈ N, we are in Case 1B and

γ =
2k

2k + sin(ρ T/2)
.

If 4kπ
T < ρ < (4k+1)π

T for some k ∈ N, we are in Case 1A and

γ =
2k + sin(ρ T/2)

2k
.

In the cases where ρ = (2k + 1) πT for some k ∈ N, the value of γ coincides with
the limit when ρ → (2k + 1) πT . The graph of γ for a given value ρ is sketched in
Figure 5.4.1.
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Π/T 2 Π/T 3 Π/T 4 Π/T 5 Π/T 6 Π/T 7 Π/T 8 Π/T

1

2

Figure 5.4.1: Graph of γ for the periodic problem.

5.5. Dirichlet Boundary Value Problem with Constant Po-
tential

Let us now try to calculate the value of γ for the Dirichlet problem with constant
potential. In this case, the eigenvalues for the Dirichlet problem{

u′′(t) + λu(t) = 0, for t ∈ I,
u(0) = u(T ) = 0,

are λDn = ((n+1)π/T )2 for n = 0, 1, 2 . . . and it follows easily that the eigenfuncti-
ons associated to λD0 = (π/T )2 are the multiples of the function

vD(t) = sin

(
π t

T

)
.

As we have proven in Lemma 3.2.15, the associated Green’s function is strictly
negative if and only if λ < λD0 = (π/T )2, and it changes sign for any nonresonant
value of λ > (π/T )2.

Consider now λ = ρ2 > λD0 for ρ 6= nπ
T , with n ∈ N. We have that vD > 0 is a

solution of {
u′′(t) + λD0 u(t) = 0, t ∈ I,
u(0) = u(T ) = 0,
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5.5 Dirichlet Boundary Value Problem with Constant Potential

and then it also solves{
u′′(t) + λu(t) =

(
λ− λD0

)
vD(t), t ∈ I,

u(0) = u(T ) = 0.

Therefore, since λ = ρ2 > λD0 is such that ρ 6= nπ
T , with n ∈ N, previous problem is

nonresonant, and we deduce that

vD(t) =

∫ T

0

(
λ− λD0

)
GD(t, s) vD(s) d s.

Since vD(t) > 0 for t ∈ (0, T ), previous equality implies that∫ T

0
GD(t, s) sin

(πs
T

)
d s > 0 for t ∈ (0, T ).

Thus, it makes sense to define

γ(ρ) = inf
t∈(0,T )

γ(t, ρ) = inf
t∈(0,T )

∫ T
0 G+

D(t, s) sin
(
πs
T

)
d s∫ T

0 G−D(t, s) sin
(
πs
T

)
d s
.

The explicit formula for the Green’s function in the nonresonant cases is given by
(see [18])

GD(t, s) =


G1(t, s) = −sin(ρs) sin ρ(T − t)

ρ sin(ρ T )
, 0 ≤ s ≤ t ≤ T,

G2(t, s) = −sin(ρt) sin ρ(T − s)
ρ sin(ρ T )

, 0 ≤ t ≤ s ≤ T .
(5.5.1)

We will consider two cases:

Case 1: (2n−1)π
T < ρ < 2nπ

T for n ∈ N;

Case 2: 2nπ
T < ρ < (2n+1)π

T for n ∈ N.

In Case 1 the function γ(t, ρ) has a different computation in each of the 4n − 1
intervals(

0, T − (2n− 1)π

ρT

]
,

[
T − (2n− 1)π

ρT
,
π

ρ T

]
,

[
π

ρT
, T − (2n− 2)π

ρT

]
,[

T − (2n− 2)π

ρT
,

2π

ρT

]
, · · · ,

[
(2n− 2)π

ρT
, T − π

ρT

]
,[

T − π

ρT
,
(2n− 1)π

ρT

]
,

[
(2n− 1)π

ρT
, T

)
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and in Case 2, it has a different computation in each of the 4n+ 1 intervals(
0, T − 2nπ

ρT

]
,

[
T − 2nπ

ρT
,
π

ρ T

]
, · · · ,

[
T − π

ρT
,
2nπ

ρT

]
,

[
2nπ

ρT
, T

)
.

In both cases, given a fixed ρ it is easy to calculate the value of γ(t, ρ). However
the general expression for an arbitrary ρ requires very long computations which are
not fundamental for the purpose of this chapter. Because of this, we are going to
calculate the general expression of γ(ρ) only for the first intervals of ρ, in particular
for ρ < 6π

T .
For ρ < 6π

T , we can see that the infimum is attained at t = 0, so we will re-
strain our analysis to the first interval of t in both cases in order to obtain the exact
expression of γ(ρ) for ρ < 6π

T .
In Case 1 we have∫ T

0
G+
D(t, s) sin

(πs
T

)
d s =

∫ T

T−π
ρ

G2(t, s) sin
(πs
T

)
d s

+
n∑
i=2

∫ T− (2i−2)π
ρ T

T− (2i−1)π
ρ T

G2(t, s) sin
(πs
T

)
d s

and

−
∫ T

0
G−D(t, s) sin

(πs
T

)
d s =

∫ t

0
G1(t, s) sin

(πs
T

)
d s

+

∫ T− (2n−1)π
ρ T

t
G2(t, s) sin

(πs
T

)
d s

+

n−1∑
i=1

∫ T− (2i−1)π
ρ T

T− 2iπ
ρ T

G2(t, s) sin
(πs
T

)
d s

=
sin
(
πt
T

)
ρ2 −

(
π
T

)2 − ∫ T

0
G+
D(t, s) sin

(πs
T

)
d s

so

γ(t, ρ)=

∫ T

T− π
ρ T

G2(t, s) sin
(πs
T

)
d s+

n∑
i=2

∫ T− (2i−2)π
ρ T

T− (2i−1)π
ρ T

G2(t, s) sin
(πs
T

)
d s

∫ T

T− π
ρ T

G2(t, s) sin
(πs
T

)
d s+

n∑
i=2

∫ T− (2i−2)π
ρ T

T− (2i−1)π
ρ T

G2(t, s) sin
(πs
T

)
d s−

sin
(
π t
T

)
ρ2 −

(
π
T

)2
.
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5.5 Dirichlet Boundary Value Problem with Constant Potential

Doing a similar study for Case 2 we get

γ(t, ρ) =

n∑
i=1

∫ T− (2i−1)π
ρ T

T− 2iπ
ρ T

G2(t, s) sin
(πs
T

)
d s

n∑
i=1

∫ T− (2i−1)π
ρ T

T− 2iπ
ρ T

G2(t, s) sin
(πs
T

)
d s−

sin
(
π t
T

)
ρ2 −

(
π
T

)2
.

Using the previous expressions, it is immediate to calculate γ(t, ρ) for any fixed
value of ρ and T . For instance, computing γ(t, ρ) for T = 1 we obtain:

If ρ ∈ (π, 2π), then

γ(t, ρ) =
sin ρ t sin π2

ρ

sin ρ t sin π2

ρ
+ sin ρ sinπ t

.

If ρ ∈ (2π, 3π), then

γ(t, ρ) =
sin ρ t

(
sin π2

ρ
+ sin 2π2

ρ

)
sin ρ t

(
sin π2

ρ
+ sin 2π2

ρ

)
− sin ρ sinπ t

.

If ρ ∈ (3π, 4π), then

γ(t, ρ) =
sin ρ t

(
sin π2

ρ
+ sin 2π2

ρ
+ sin 3π2

ρ

)
sin ρ t

(
sin π2

ρ
+ sin 2π2

ρ
+ sin 3π2

ρ

)
+ sin ρ sinπ t

.

If ρ ∈ (4π, 5π), then

γ(t, ρ) =
sin ρ t

(
sin π2

ρ
+ sin 2π2

ρ
+ sin 3π2

ρ
+ sin 4π2

ρ

)
sin ρ t

(
sin π2

ρ
+ sin 2π2

ρ
+ sin 3π2

ρ
+ sin 4π2

ρ

)
−sin ρ sinπ t

.

If ρ ∈ (5π, 6π), then

γ(t, ρ) =
sin ρ t

(
sin 2π2

ρ
+sin 3π2

ρ
+sin 4π2

ρ
+sin 5π2

ρ

)
+2
(

1− π2

ρ2

)
sin ρ t

sin ρ t
(

sin 2π2

ρ
+sin 3π2

ρ
+sin 4π2

ρ
+sin 5π2

ρ

)
+sin ρ sinπ t+2

(
1−π2

ρ2

)
sin ρ t

.

In Figure 5.5.1 we have a sketch of the function γ(t, 10.8) for T = 1.
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0.2 0.4 0.6 0.8 1.0

1

2

3

4

5

Figure 5.5.1: Graph of γ(t, 10.8) for the Dirichlet problem.

Computing the limit
γ(ρ) = lim

t→0
γ(t, ρ),

we get the following expressions for γ(ρ):

If ρ ∈ (π, 2π), then

γ(ρ) = 1− π sin ρ

π sin ρ+ ρ sin π2

ρ

.

If ρ ∈ (2π, 3π, ), then

γ(ρ) = 1 + π sin ρ

−π sin ρ+ ρ
(

sin π2

ρ
+ sin 2π2

ρ

) .
If ρ ∈ (3π, 4π), then

γ(ρ) = 1− π sin ρ

π sin ρ+ ρ
(

sin π2

ρ
+ sin 2π2

ρ
+ sin 3π2

ρ

) .
If ρ ∈ (4π, 5π), then

γ(ρ) = 1 + π sin ρ

−π sin ρ+ ρ
(

sin π2

ρ
+ sin 2π2

ρ
+ sin 3π2

ρ
+ sin 4π2

ρ

) .
If ρ ∈ (5π, 6π), then

γ(ρ) = 1− π sin ρ

π sin ρ+ρ
(

sin π2

ρ
+sin 2π2

ρ
+sin 3π2

ρ
+sin 4π2

ρ
+sin 5π2

ρ

)
+2 ρ2−π2

ρ

.
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5.5 Dirichlet Boundary Value Problem with Constant Potential

Graphically the function γ(ρ) is represented in Figure 5.5.2 for T = 1.

Π 2 Π 3 Π 4 Π 5 Π 6 Π

1

2

3

4

Figure 5.5.2: Graph of γ for the Dirichlet problem.

Remark 5.5.1. Analogous arguments and calculations can be done for Neumann
and mixed problems.

Let us now see an example.

Example 5.5.2. Consider the Dirichlet problem{
u′′(t) + 60u(t) = t (1− t), t ∈ [0, 1],

u(0) = u(1) = 0.
(5.5.2)

It holds that γ(
√

60) ≈ 1.36 > 4
3 and

3

4

sin(π t)

π
≤ t (1− t) ≤ sin(π t)

π
,

so hypothesis (H2) is satisfied for m = 3
4 and M = 1.

Thus, from Corollary 5.3.7, the unique solution of problem (5.5.2) is nonnegative
on [0, 1] (in particular, it is positive on (0, 1)).

However, the solution of the Dirichlet problem{
u′′(t) + 60u(t) = t, t ∈ (0, 1),

u(0) = u(1) = 0,
(5.5.3)

changes sign.
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We can see the respective solutions in Figures 5.5.3 and 5.5.4.

0.2 0.4 0.6 0.8 1.0

0.001

0.002

0.003

0.004

0.005

Figure 5.5.3: Solution of problem (5.5.2).

0.2 0.4 0.6 0.8 1.0

-0.01

0.01

0.02

Figure 5.5.4: Solution of problem (5.5.3).

We will finish this chapter with an example of a nonlinear problem.

Example 5.5.3. Consider now the following nonlinear Dirichlet problemu
′′(t) + 60u(t) = t (1− t) 3 + 29 (u(t))2

1 + 10 (u(t))2
, t ∈ [0, 1],

u(0) = u(1) = 0,

(5.5.4)

that is, we are considering

f(t, x) = t (1− t) 3 + 29x2

1 + 10x2
.
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5.5 Dirichlet Boundary Value Problem with Constant Potential

We will see that this problem satisfies conditions (H1)–(H2):

(H1) It is immediate to verify that this condition holds for φr(t) = t (1− t).

(H2) It can be checked that

2.26
sin(π t)

π
≤ t (1− t) 3 + 29x2

1 + 10x2
≤ 3

sin(π t)

π

for all x ∈ R and t ∈ [0, 1].

Thus, since γ(
√

60) ≈ 1.36 and

3

2.26
≈ 1.33 < γ(

√
60),

hypothesis (H2) holds for m = 2.26 and M = 3.

(H3) Using [24] we obtain the explicit expression of the Green’s function related to
this problem

GD(t, s)=
−1

2
√

15


sin 2
√

15(1− s) sin 2
√

15t

sin 2
√

15
+ sin 2

√
15(t− s), 0 ≤ s ≤ t ≤ 1,

sin 2
√

15(1− s) sin 2
√

15t

sin 2
√

15
, 0 ≤ t ≤ s ≤ 1.

As we can see in Figure 5.5.5, this Green’s function changes sign on its square
of definition.

Figure 5.5.5: Green’s function related to problem (5.5.4).
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Finally, if we take [c, d] =
[

1
4 ,

3
4

]
, it occurs that∫ 3

4

1
4

GD(t, s) d t ≥ 0, for all s ∈ [0, 1].

In particular, ∫ 3
4

1
4

GD(t, s) d t > 0, for all s ∈ (0, 1)

and ∫ 3
4

1
4

GD(t, 0) d t =

∫ 3
4

1
4

GD(t, 1) d t = 0.

Thus, hypothesis (H3) holds for [c, d] =
[

1
4 ,

3
4

]
.

We note that, as we have mentioned in Remark 5.3.10, it is not possible to
choose [c, d] = [0, 1] in this case.

Moreover, by numerical approach, we obtain the following values for the con-
stants involved in the construction of the cone

η ≈ 0.0087 and σ ≈ 0.067.

Since all the hypotheses hold, we can conclude that problem (5.5.4) has a nontri-
vial and nonnegative solution in the cone

K =

{
u ∈ C([0, 1],R) : u ≥ 0 on [0, 1],

∫ 1

0
u(s) d s ≥ σ ‖u‖

}
.
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Chapter 6

Existence and Multiplicity Results
for some Generalized Hammerstein

Equations with a Parameter

As we have seen in previous chapters, every nonlinear differential equation can
be transformed into an integral operator whose fixed points will correspond with the
solutions of the aforementioned differential equation.

Therefore it is common to work directly with integral problems defined on Ba-
nach spaces, the so-called Hammerstein equations, which depend on a kernel function.
These kernel functions include but are not limited to Green’s functions. This way, the
study of fixed points of Hammerstein integral equations is further more general than
the one of nonlinear differential equations.

The solvability of this type of integral equations has been considered by many
authors. In fact they have become both a generalization of differential equations and
boundary value problems and a main field for applications of methods and techniques
of nonlinear analysis, as it can be seen, for instance, in [7, 57, 69, 79–81, 83, 116].

Sections 6.1 to 6.6 in this chapter are included in [102], while the particular case
showed in Section 6.7 is collected in [32].

6.1. Introduction

We will study the existence and multiplicity of fixed points of the integral opera-
tor

T u(t) = λ

∫ T

0
k(t, s) f(s, u(s), u′(s), . . . , u(m)(s)) d s, t ∈ I, (6.1.1)

where

λ > 0 is a positive parameter,

k : I × I → R is a kernel function such that k ∈Wm,1 (I × I),
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Existence and Multiplicity Results for some Generalized Hammerstein Equations

m is a positive integer (m ≥ 1) and

f : I × Rm+1 → [0,+∞) is a L1-Carathéodory function.

As it has been said before, this type of integral equations are known as Hammer-
stein equations (see [71]).

In [61], the following generalized Hammerstein equation is studied

u(t) =

∫ 1

0
k(t, s) g(s) f(s, u(s), u′(s), . . . , u(m)(s)) d s, (6.1.2)

with k : [0, 1] × [0, 1] → R a kernel function such that k ∈ Wm,1 ([0, 1]× [0, 1]),
m ≥ 1 is an integer, g ∈ L1([0, 1]) is nonnegative almost everywhere in [0, 1], and
f : [0, 1]× Rm+1 → [0,∞) a L∞-Carathéodory function. Moreover, both the kernel
k(t, s) and its derivatives ∂ik

∂ti
(t, s), for i = 1, . . . ,m, are bounded and nonnegative

on the square [0, 1]× [0, 1].
Our work generalize the existing results in the literature introducing a new type

of cone,

K =


u ∈ Cm(I,R) : u(i)(t) ≥ 0, t ∈ [mi, ni], i ∈ J0;

min
t∈[aj ,bj ]

u(j)(t) ≥ ξj ‖u(j)‖[cj ,dj ], j ∈ J1

 ,

where ∥∥u(j)
∥∥

[cj ,dj ]
:= max

t∈[cj ,dj ]

∣∣u(j)(t)
∣∣,

J ≡ {0, 1, . . . ,m} and J1 ⊂ J0 ⊂ J , J1 6= ∅.
We note that the nonnegativeness of the functions and their derivatives may hap-

pen only on a subinterval, possibly degenerate (that is, reduced to a point), and, as
J1 ⊂ J , J1 6= ∅, the second property can hold, locally, only for a restrict number of
derivatives, including the function itself. This way, it is not required, as it was usual,
that k(t, s) and ∂ik

∂ti
(t, s) have constant sign on the square of definition.

Another important novelty is that, in the second property of the cone, we are con-
sidering the norm of the functions on a subset of the domain and not on the whole
interval [0, T ]. Moreover, as we will see, the two subintervals involved in this con-
dition, [aj , bj ] and [cj , dj ], must have nonempty intersection but are not required to
satisfy any other inclusion property (that is, it may occur that [aj , bj ] 6⊂ [cj , dj ] and
[cj , dj ] 6⊂ [aj , bj ]).

In particular, second property in the cone (which ensures that the minimum of
the function and the derivatives on some interval is bigger than its norm on another
interval) will be given by certain inequalities (introduced in (H4)) that both the kernel
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and its derivatives must hold. However, contrary to recent references such as [61],
the bounds must hold only for, at least, one of the derivatives of the kernel or, even,
for the kernel, on a subset of the domain.

This chapter is organized in the following way: Section 6.2 contains the main as-
sumptions, the definition of the new cone and some properties on the integral opera-
tor. In Section 6.3, the existence results are obtained with several asymptotic assump-
tions on f of the sublinear or superlinear type, near 0 or +∞. Section 6.4 presents
existence and multiplicity results applying fixed point index theory. Section 6.5 has
two examples to illustrate our main results and, moreover, to emphasize the impor-
tance that (H4) holds only for some derivatives and that the subsets could be reduced
to a point. Section 6.6 contains an application to 2n-th order Dirichlet problems
(also called Lidstone problems), giving new sufficient conditions for the solvability
of these problems, which allow the dependence of the nonlinearity on odd and even
derivatives. In fact, our method allows that the nonlinearities may depend on deriva-
tives of even and odd order, which is new in the literature on this type of problems,
as it can be seen, for instance, in [43, 86, 146, 159]. In this way, our results fill some
gaps and improve the study of Lidstone and complementary Lidstone problems. Fi-
nally, Section 6.7 shows a particular case of a third order three-point boundary value
problem which is solved using the results developed in this chapter. This last section
gives also some conditions under which the considered problem has not any nontri-
vial solution.

6.2. Hypotheses and Auxiliary Results

Let’s consider E = Cm(I, R) equipped with the norm

‖u‖ = max{‖u(i)‖∞, i ∈ J},

where ‖v‖∞ = sup
t∈I
|v(t)|.

It is very well-known that (E, ‖ · ‖) is a Banach space.
Throughout this chapter we will make the following assumptions:

(H1) The kernel function k : I × I → R is such that k ∈Wm,1(I × I), with m ≥ 1.
Moreover, for i = 0, . . . ,m − 1, it holds that for every ε > 0 and every fixed
τ ∈ I , there exists some δ > 0 such that |t− τ | < δ implies that∣∣∣∣∂ik∂ ti (t, s)− ∂ik

∂ ti
(τ, s)

∣∣∣∣ < ε for a. e. s ∈ I.

Finally, for the m-th derivative of the kernel, it holds that, for every ε > 0 and
every fixed τ ∈ I , there exist a set Zτ ∈ I with measure equal to zero and some
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δ > 0 such that |t− τ | < δ implies that∣∣∣∣∂mk∂ tm
(t, s)− ∂mk

∂ tm
(τ, s)

∣∣∣∣ < ε,

for all s ∈ I \ Zτ such that s < min{t, τ} or s > max{t, τ}.

(H2) For each i ∈ J0 ⊂ J , J0 6= ∅, there exists a subinterval [mi, ni] such that

∂ik

∂ti
(t, s) ≥ 0 for all t ∈ [mi, ni], s ∈ I.

It is possible that this interval is degenerated, that is, mi = ni.

(H3) For all i ∈ J , there exist positive functions hi ∈ L1(I) such that∣∣∣∣∂ik∂ti (t, s)

∣∣∣∣ ≤ hi(s) for all t ∈ I and a. e. s ∈ I.

(H4) For each j ∈ J1 ⊂ J0, J1 6= ∅, there exist subintervals [aj , bj ] ⊂ [mj , nj ]
and [cj , dj ], with [aj , bj ]∩ [cj , dj ] 6= ∅, positive functions φj : I → [0,∞) and
constants ξj ∈ (0, 1) such that∣∣∣∣∂jk∂tj (t, s)

∣∣∣∣ ≤ φj(s) for all t ∈ [cj , dj ] and a. e. s ∈ I,

and
∂jk

∂tj
(t, s) ≥ ξj φj(s) for all t ∈ [aj , bj ] and a. e. s ∈ I.

Moreover, φj ∈ L1(I) satisfies that∫ bj

aj

φj(s) d s > 0.

(H5) There exists i0 ∈ J0 such that either [ci0 , di0 ] ≡ I or [mi0 , ni0 ] ≡ I and,
moreover, {0, 1, . . . , i0} ⊂ J0.

(H6) The nonlinearity f : I×Rm+1 → [0,∞) satisfies L1-Carathéodory conditions,
that is,

• f(·, x0, . . . , xm) is measurable for each (x0, . . . , xm) fixed.

• f(t, ·, . . . , ·) is continuous for a. e. t ∈ I .
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• For each r > 0 there exists ϕr ∈ L1(I) such that

f(t, x0, . . . , xm) ≤ ϕr(t), ∀ (x0, . . . , xm) ∈ (−r, r)m+1, a. e. t ∈ I.

(H7) Functions hi defined in (H3) and ϕr defined in (H6) satisfy that hi ϕr ∈ L1(I)
for every i ∈ J and r > 0.

We will look for fixed points of operator T on a suitable cone on the Banach
space E.

In particular, taking into account the properties satisfied by the kernel k, we define
the cone

K =


u ∈ Cm(I,R) : u(i)(t) ≥ 0, t ∈ [mi, ni], i ∈ J0;

min
t∈[aj ,bj ]

u(j)(t) ≥ ξj ‖u(j)‖[cj ,dj ], j ∈ J1

 .

Lemma 6.2.1. Hypothesis (H5) guarantees that K is a cone in E.

Proof. We need to verify that K is a closed and convex subset of Cm(I,R) and
that satisfies the two properties which characterize cones in a Banach space (see
Definition 1.2.4).

First of all, from the definition of K, it is clear that it is closed. We will see that
it is convex. For u, v ∈ K and λ ∈ (0, 1), it is clear that

(1− λ)u(i)(t) + λ v(i)(t) ≥ 0, for t ∈ [mi, ni], i ∈ J0.

In addition, for j ∈ J1,

min
t∈[aj ,bj ]

(
(1− λ)u(j)(t) + λ v(j)(t)

)
≥ (1− λ) min

t∈[aj ,bj ]
u(j)(t) + λ min

t∈[aj ,bj ]
v(j)(t)

≥ (1− λ) ξj ‖u(j)‖[cj ,dj ] + λ ξj ‖v(j)‖[cj ,dj ]

= ξj

(
‖(1− λ)u(j)‖[cj ,dj ] + ‖λ v(j)‖[cj ,dj ]

)
≥ ξj

∥∥(1− λ)u(j) + λ v(j)
∥∥

[cj ,dj ]
.

Thus, (1− λ)u+ λ v ∈ K.
Moreover, from the definition of K, it is trivial to check that if x ∈ K, then

λx ∈ K for all λ ≥ 0.
Now, to prove that K ∩ (−K) = {0}, we will distinguish between two different

cases:
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(I) There exists i0 ∈ J0 such that [mi0 , ni0 ] ≡ I .

Suppose that u, −u ∈ K. Then u(i0)(t) ≥ 0 and −u(i0)(t) ≥ 0 for all t ∈ I ,
which implies that u(i0) ≡ 0 on I . If i0 ≥ 1, u(i0−1) is constant on I .

Now, we have that u(i0−1)(t) ≥ 0 and−u(i0−1)(t) ≥ 0 for all t ∈ [mi0−1, ni0−1],
that is u(i0−1) ≡ 0 on [mi0−1, ni0−1]. Then, since u(i0−1) is constant on I , we
deduce that u(i0−1) ≡ 0 on I .

Using the same argument repeatedly, we conclude that u ≡ 0 on I . In this way,
we have proved that K ∩ (−K) = {0}.

(II) There exists i0 ∈ J0 such that [ci0 , di0 ] ≡ I .

Suppose again that u, −u ∈ K. Then, from the fact that

min
t∈[ai0 ,bi0 ]

u(i0)(t) ≥ ξi0
∥∥u(i0)

∥∥
I

and min
t∈[ai0 ,bi0 ]

(
− u(i0)(t)

)
≥ ξi0

∥∥u(i0)
∥∥
I
,

we deduce that ‖u(i0)‖I = 0, which implies that u(i0) ≡ 0 on I . Now, following
the same arguments than in Case (I), we conclude the result.

In the next section, considering some additional properties on the function f , we
will ensure the existence of fixed points of operator T . However, before doing that,
we need to prove that T is compact.

Lemma 6.2.2. If hypotheses (H1)–(H7) hold, then operator T : K → K defined in
(6.1.1) is compact.

Proof. We divide the proof into several steps.

Step 1. T is well defined in K.
Let u ∈ K.
First we will prove that T u ∈ Cm(I,R). By the rule of differentiation under the

integral sign for Lebesgue’s integral (see [15, 139, 140]), we have that for all i ∈ J

(T u)(i) (t) = λ

∫ T

0

∂i k

∂ ti
(t, s) f(s, u(s), . . . , u(m)(s)) d s.

Now let (tn)n∈N ⊂ I such that lim
n→∞

tn = t0 ∈ I . On the one hand, by (H1), we
have that

lim
n→∞

∂i k

∂ ti
(tn, s) f(s, u(s), . . . , u(m)(s)) =

∂i k

∂ ti
(t0, s) f(s, u(s), . . . , u(m)(s)),
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for a. e. s ∈ I .
On the other hand,∣∣∣∣∂i k∂ ti (tn, s) f(s, u(s), . . . , u(m)(s))

∣∣∣∣ ≤ hi(s)ϕ‖u‖(s)
and so, by Lebesgue’s Dominated Convergence Theorem and (H7), we obtain that

lim
n→∞

(Tu)(i)(tn) = lim
n→∞

λ

∫ T

0

∂i k

∂ ti
(tn, s) f(s, u(s), . . . , u(m)(s)) d s

= λ

∫ T

0
lim
n→∞

∂i k

∂ ti
(tn, s) f(s, u(s), . . . , u(m)(s)) d s

= (Tu)(i)(t0).

Thus, (T u)(i) is continuous on I for i = 0, . . . ,m, that is, T u ∈ Cm(I,R).

Now, we will prove that T u ∈ K.
It is obvious that, for i ∈ J0, (T u)(i)(t) ≥ 0 for all t ∈ [mi, ni].
Moreover, for j ∈ J1 and t ∈ [cj , dj ], we have that

∣∣(T u)(j)(t)
∣∣ ≤ λ ∫ T

0

∣∣∣∣∂jk∂ tj (t, s)

∣∣∣∣ f(s, u(s), . . . , u(m)(s)) d s

≤ λ
∫ T

0
φj(s) f(s, u(s), . . . , u(m)(s)) d s,

and, taking the supremum for t ∈ [cj , dj ], we deduce that

∥∥(T u)(j)
∥∥

[cj ,dj ]
≤ λ

∫ T

0
φj(s) f(s, u(s), . . . , u(m)(s)) d s.

Moreover, for t ∈ [aj , bj ], we have

(T u)(j)(t) = λ

∫ T

0

∂jk

∂ tj
(t, s) f(s, u(s), . . . , u(m)(s)) d s

≥ λ
∫ T

0
ξj φj(s) f(s, u(s), . . . , u(m)(s)) d s ≥ ξj

∥∥(T u)(j)
∥∥

[cj ,dj ]

and we deduce that

min
t∈[aj ,bj ]

(T u)(j)(t) ≥ ξj
∥∥(T u)(j)

∥∥
[cj ,dj ]

for j ∈ J1.
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Therefore, we can conclude that T u ∈ K.

Step 2. T is continuous in Cm(I,R).

Let {un}n∈N be a sequence which converges to u in Cm(I,R). Then, u(i)
n (s)

converges to u(i)(s) and, from (H6), this implies that f(s, un(s), . . . , u
(m)
n (s)) con-

verges to f(s, u(s), . . . , u(m)(s)) for a. e. s ∈ I . Multiplying by hi(s), it is clear
that

lim
n→∞

hi(s) f(s, un(s), . . . , u(m)
n (s)) = hi(s) f(s, u(s), . . . , u(m)(s)) for a. e. s ∈ I.

On the one hand, it is clear that there exists some R ∈ R+ for which ‖un‖ ≤ R
for all n ∈ N. Therefore,∣∣∣hi(s) f(s, un(s), . . . , u(m)

n (s))
∣∣∣ ≤ hi(s)ϕR(s), a. e. s ∈ I.

Since, by (H7), hi ϕR ∈ L1(I), by Lebesgue’s Dominated Convergence Theo-
rem we deduce that

lim
n→∞

∫ T

0
hi(s)

∣∣∣f(s, un(s), . . . , u(m)
n (s))− f(s, u(s), . . . , u(m)(s))

∣∣∣ d s = 0.

On the other hand, for t ∈ I ,∣∣∣(T un)(i)(t)− (T u)(i)(t)
∣∣∣

≤λ
∫ T

0

∣∣∣∣∂i k∂ ti (t, s)

∣∣∣∣ ∣∣∣f(s, un(s), . . . , u(m)
n (s))− f(s, u(s), . . . , u(m)(s))

∣∣∣d s
≤λ

∫ T

0
hi(s)

∣∣∣f(s, un(s), . . . , u(m)
n (s))− f(s, u(s), . . . , u(m)(s))

∣∣∣d s
and therefore

lim
n→∞

∥∥∥(T un)(i) − (T u)(i)
∥∥∥
∞

= lim
n→∞

(
sup
t∈I

∣∣∣(T un)(i)(t)− (T u)(i)(t)
∣∣∣)

≤ lim
n→∞

λ

∫ T

0
hi(s)

∣∣∣f(s, un(s), . . . , u(m)
n (s))− f(s, u(s), . . . , u(m)(s))

∣∣∣d s = 0,

from where we conclude the uniform convergence of T un to T u on I . Thus, operator
T is continuous.

Step 3. T is a compact operator.
Let’s consider

B = {u ∈ E; ‖u‖ ≤ r}.
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First, we will prove that T (B) is uniformly bounded in Cm(I).

We find the following bounds for u ∈ B and i ∈ J :

∥∥∥(T u)(i)
∥∥∥
∞

= sup
t∈I

∣∣∣∣λ ∫ T

0

∂i k

∂ ti
(t, s) f(s, u(s), . . . , u(m)(s)) d s

∣∣∣∣
≤ λ

∫ T

0
hi(s) f(s, u(s), . . . , u(m)(s)) d s

≤ λ
∫ T

0
hi(s)ϕr(s) d s := Mi,

with Mi > 0. Therefore,

‖T u‖ ≤ max{Mi : i ∈ J}, ∀u ∈ B.

Now, we will prove that T (B) is equicontinuous in Cm(I). Let t2 ∈ I be fixed.
Then, for every ε > 0, take δ > 0 given in (H1) and for i = 0, . . . ,m − 1, it holds
that |t1 − t2| < δ implies that

∣∣∣(T u)(i)(t1)− (T u)(i)(t2)
∣∣∣

≤λ
∫ T

0

∣∣∣∣∂i k∂ ti (t1, s)−
∂i k

∂ ti
(t2, s)

∣∣∣∣ f(s, u(s), . . . , u(m)(s)) d s

≤λ
∫ T

0

∣∣∣∣∂i k∂ ti (t1, s)−
∂i k

∂ ti
(t2, s)

∣∣∣∣ ϕr(s) d s

≤ ε λ
∫ T

0
ϕr(s) d s,

and, since ϕr ∈ L1(I), it is clear that there exists a positive constant κ1 such that

∣∣∣(T u)(i)(t1)− (T u)(i)(t2)
∣∣∣ < κ1 ε

for all u ∈ B.

On the other hand, for the m-th derivative, for every ε > 0, take δ > 0 given in
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(H1) and |t1 − t2| < δ, t1 < t2, implies that∣∣∣(T u)(m)(t1)− (T u)(m)(t2)
∣∣∣

≤λ
∫ T

0

∣∣∣∣∂m k∂ tm
(t1, s)−

∂m k

∂ tm
(t2, s)

∣∣∣∣ f(s, u(s), . . . , u(m)(s)) d s

≤λ
∫ T

0

∣∣∣∣∂m k∂ tm
(t1, s)−

∂m k

∂ tm
(t2, s)

∣∣∣∣ ϕr(s) d s

=λ

∫ t1

0

∣∣∣∣∂m k∂ tm
(t1, s)−

∂m k

∂ tm
(t2, s)

∣∣∣∣ ϕr(s) d s

+ λ

∫ t2

t1

∣∣∣∣∂m k∂ tm
(t1, s)−

∂m k

∂ tm
(t2, s)

∣∣∣∣ ϕr(s) d s

+ λ

∫ T

t2

∣∣∣∣∂m k∂ tm
(t1, s)−

∂m k

∂ tm
(t2, s)

∣∣∣∣ ϕr(s) d s.

From (H1), it is clear that first and third integrals in last term of previous expression
can be arbitrarily small when |t1 − t2| < δ. Moreover,∣∣∣∣∂m k∂ tm

(t1, ·)−
∂m k

∂ tm
(t2, ·)

∣∣∣∣ ϕr(·) ∈ L1[t1, t2],

and so there exists some δ′ > 0 such that

λ

∫ t2

t1

∣∣∣∣∂m k∂ tm
(t1, s)−

∂m k

∂ tm
(t2, s)

∣∣∣∣ ϕr(s) d s < ε

when |t1 − t2| < δ′.
Therefore it is clear that, for |t1−t2| < min{δ, δ′}, t1 < t2, there exists a positive

constant κ2 such that ∣∣∣(T u)(m)(t1)− (T u)(m)(t2)
∣∣∣ < κ2 ε

for all u ∈ B.
Analogously, when |t1 − t2| < δ, t1 > t2, there exists some some positive

constant κ3 such that ∣∣∣(T u)(m)(t1)− (T u)(m)(t2)
∣∣∣ < κ3 ε

for all u ∈ B.
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We have proved the pointwise equicontinuity on I . Moreover, since I is compact,
pointwise equicontinuity is equivalent to uniform equicontinuity, as it is stated in
[129, Page 30 and Problem 31].

This way, we conclude that T (B) is equicontinuous in Cm(I).

As a consequence, by Ascoli-Arzelà’s Theorem (Theorem 1.2.2), we can affirm
that T (B) is relatively compact in Cm(I) and so T is a compact operator.

6.3. Main Results

We introduce now the following notation

Λi :=

∫ T

0
hi(s) d s, Λi :=

∫ bi

ai

ξi φi(s) d s

and define

Λ̄ := (m+ 1) max{Λi : i ∈ J} and Λ: = max{ξi Λi : i ∈ J1}.

Moreover, we denote

f0 := lim inf
|x0|,...,|xm|→0

min
t∈I

f(t, x0, . . . , xm)

|x0|+ · · ·+ |xm|

and

f∞ := lim sup
|x0|,...,|xm|→∞

max
t∈I

f(t, x0, . . . , xm)

|x0|+ · · ·+ |xm|
.

We will give now our existence result.

Theorem 6.3.1. Assume that hypotheses (H1)–(H7) hold. If Λ̄ f∞ < Λ f0, then for
all

λ ∈
(

1

Λ f0
,

1

Λ̄ f∞

)
operator T has a fixed point in the cone K.

Proof. Let λ ∈
(

1
Λ f0

, 1
Λ̄ f∞

)
and choose ε ∈ (0, f0) such that

1

Λ (f0 − ε)
≤ λ ≤ 1

Λ̄ (f∞ + ε)
.

Taking into account the definition of f0, we know that there exists δ1 > 0 such
that when ‖u‖ ≤ δ1,

f(t, u(t), . . . , u(m)(t)) > (f0 − ε)
(
|u(t)|+ · · ·+ |u(m)(t)|

)
, ∀ t ∈ I.
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Let
Ωδ1 = {u ∈ K : ‖u‖ < δ1}

and choose u ∈ ∂ Ωδ1 . We will prove that T u 6� u.
Using (H4), we have that for j ∈ J1 and t ∈ [aj , bj ] ∩ [cj , dj ],

(T u)(j)(t) =λ

∫ T

0

∂jk

∂ tj
(t, s) f(s, u(s), . . . , u(m)(s)) d s

≥λ
∫ bj

aj

∂jk

∂ tj
(t, s) f(s, u(s), . . . , u(m)(s)) d s

≥λ
∫ bj

aj

ξj φj(s) f(s, u(s), . . . , u(m)(s)) d s

>λ

∫ bj

aj

ξj φj(s) (f0 − ε)
(
|u(s)|+ · · ·+ |u(m)(s)|

)
d s

≥λ (f0 − ε) ξj ‖u(j)‖[cj ,dj ]
∫ bj

aj

ξj φj(s) d s

=λ (f0 − ε) ξj ‖u(j)‖[cj ,dj ] Λj ≥ λ (f0 − ε) ξj Λj u
(j)(t).

Now, for j0 ∈ J1 such that ξj0 Λj0 = Λ, it holds that

(T u)(j0)(t) > u(j0)(t) for all t ∈ [aj , bj ] ∩ [cj , dj ],

and so it is proved that T u 6� u.
From Corollary 1.2.10, we deduce that

iK(T , Ωδ1) = 0.

On the other hand, due to the definition of f∞, we know that there exists C̃ > 0
such that when min

{
|u(i)(t)| : i ∈ J

}
≥ C̃,

f(t, u(t), . . . , u(m)(t)) ≤ (f∞ + ε)
(
|u(t)|+ · · ·+ |u(m)(t)|

)
≤ (m+ 1) (f∞ + ε) ‖u‖,

for all t ∈ I .
Let C > {δ1, C̃} and define

ΩC =

m⋃
i=0

{
u ∈ K : min

t∈I
|u(i)(t)| < C

}
.
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We note that ΩC is an unbounded subset of the cone K. Because of this, the fixed
point index of operator T with respect to ΩC , iK(T , ΩC), is only defined in the case
that the set of fixed points of operator T in ΩC , that is, (I − T )−1({0}) ∩ ΩC , is
compact (see Section 1.2 for the details). We will see that iK(T , ΩC) can be defined
in this case.

First of all, since (I − T ) is a continuous operator, it is obvious that the set
(I − T )−1({0}) ∩ ΩC is closed.

Moreover, we can assume that (I − T )−1({0}) ∩ΩC is bounded. Indeed, on the
contrary, we would have infinite fixed points of operator T on ΩC and it would be
immediately deduced that T has an infinite number of fixed points in the cone K.
Therefore, we may assume that there exists a constant M > 0 such that ‖u‖ < M
for all u ∈ (I − T )−1({0}) ∩ ΩC .

Finally, it is left to see that (I−T )−1({0})∩ΩC is equicontinuous. This property
follows from the fact that (I − T )−1({0}) ∩ΩC is bounded. The proof is analogous
to Step 3 in the proof of Lemma 6.2.2.

Now, we will calculate iK(T , ΩC). In particular, we will prove that ‖T u‖ ≤ ‖u‖
for all u ∈ ∂ ΩC . Let u ∈ ∂ ΩC , that is, u ∈ K is such that

min

{
min
t∈I

∣∣u(i)(t)
∣∣ : i ∈ J

}
= C.

Then, for i ∈ J ,

∣∣(T u)(i)(t)
∣∣ ≤λ ∫ T

0

∣∣∣∣∂ik∂ ti (t, s)
∣∣∣∣ f(s, u(s), . . . , u(m)(s)) d s

≤λ
∫ T

0
hi(s) f(s, u(s), . . . , u(m)(s)) d s

≤ (m+ 1)λ

∫ T

0
hi(s) (f∞ + ε) ‖u‖ d s

= (m+ 1)λ (f∞ + ε) ‖u‖Λi ≤ λ (f∞ + ε) ‖u‖ Λ̄ ≤ ‖u‖.

We deduce that
‖T u‖ ≤ ‖u‖

and, as a consequence of Corollary 1.2.9, we have that

iK(T , ΩC) = 1.

Therefore, we conclude from Lemma 1.2.7 that T has a fixed point in Ω̄C \Ωδ1 .

Consequently, we obtain the following corollary.
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Corollary 6.3.2. Assume that hypotheses (H1)–(H7) hold. Then,

(i) If f0 = ∞ and f∞ = 0, then for all λ ∈ (0,∞), T has a fixed point in the
cone K.

(ii) If f0 = ∞ and 0 < f∞ < ∞, then for all λ ∈
(

0, 1
Λ̄ f∞

)
, T has a fixed point

in the cone K.

(iii) If 0 < f0 < ∞ and f∞ = 0, then for all λ ∈
(

1
Λ f0

,∞
)

, T has a fixed point
in the cone K.

6.4. Existence and Multiplicity of Solutions

In this section we will use the fixed point index theory to study the existence of
multiple fixed points of operator T . Similar arguments can be found in [28, 29, 79,
81, 149, 152].

We introduce now the following sets:

Kρ = {u ∈ K : ‖u‖ < ρ},

Vρ =

{
u ∈ K : min

t∈[ai,bi]
u(i)(t) < ρ, i ∈ J2, ‖u(i)‖∞ < ρ, i ∈ J \ J2

}
,

where J = {0, . . . ,m} and

J2 = {i ∈ J : [ci, di] = I} .

To ensure that the sets Kρ and Vρ are not the same, we need to change condition
(H5) into

(H̃5) There exists some index i0 ∈ {0, . . . ,m} such that [ci0 , di0 ] = I and, moreo-
ver, {0, 1, . . . , i0} ⊂ J0.

In this situation, it is clear that J2 6= ∅ and therefore

Kρ ( Vρ ( K ρ
c
,

where
c = min{ξi : i ∈ J2}. (6.4.1)

Now we will give sufficient conditions under which the index of the previous sets
is either 1 or 0.
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Lemma 6.4.1. Let

1

N
= max

{
sup
t∈I

∫ T

0

∣∣∣∣∂ik∂ ti (t, s)
∣∣∣∣ d s : i ∈ J

}
and

fρ = sup


f(t, x0, . . . , xm)

ρ
: t ∈ I, xi ∈ [0, ρ] if [mi, ni] = [0, T ],

xi ∈ [−ρ, ρ] if [mi, ni] 6= [0, T ]

 .

If there exists ρ > 0 such that

λ
fρ

N
< 1, (I1

ρ)

then iK(T ,Kρ) = 1.

Proof. We will prove that T u 6= µu for all u ∈ ∂Kρ and for every µ ≥ 1.
Suppose, on the contrary, that there exist some u ∈ ∂Kρ and µ ≥ 1 such that

µu(i)(t) = λ

∫ T

0

∂ik

∂ ti
(t, s) f(s, u(s), . . . , u(m)(s)) d s.

Taking the supremum on I , we obtain that

µ
∥∥u(i)

∥∥
∞ ≤ λ sup

t∈I

∫ T

0

∣∣∣∣∂ik∂ ti (t, s)
∣∣∣∣ f(s, u(s), . . . , u(m)(s)) d s

≤ λ ρ fρ sup
t∈I

∫ T

0

∣∣∣∣∂ik∂ ti (t, s)
∣∣∣∣ d s ≤ λ ρ f

ρ

N
< ρ.

Consequently, we deduce that

µρ = µ max
{∥∥u(i)

∥∥
∞ : i ∈ J

}
< ρ,

which contradicts the assumption that µ ≥ 1. Therefore, by Lemma 1.2.7, we con-
clude that iK(T ,Kρ) = 1.

Lemma 6.4.2. For i ∈ J1, let

1

Mi
= inf

t∈[ai,bi]

∫ bi

ai

∂ik

∂ ti
(t, s) d s,

and

f iρ = inf


f(t, x0, . . . , xm)

ρ
: t ∈ [ai, bi], xj ∈

[
0,
ρ

ξj

]
, j ∈ J2,

xk ∈ [0, ρ] , k ∈ J \ J2

 .
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If there exists ρ > 0 and i0 ∈ J1 such that

λ
f i0ρ
Mi0

> 1, (I0
ρ)

then iK(T , Vρ) = 0.

Proof. We will prove that there exists e ∈ K \ {0} such that u 6= T u + α e for all
u ∈ ∂ Vρ and all α > 0.

Let us take e(t) = 1 and suppose that there exists some u ∈ ∂ Vρ and α > 0 such
that u = T u+ α. Then, for t ∈ [ai0 , bi0 ],

u(i0)(t) ≥λ
∫ T

0

∂i0k

∂ ti0
(t, s) f(s, u(s), . . . , u(m)(s)) d s

≥λ
∫ bi0

ai0

∂i0k

∂ ti0
(t, s) f(s, u(s), . . . , u(m)(s)) d s

≥λ ρ f i0ρ
∫ bi0

ai0

∂i0k

∂ ti0
(t, s) d s > ρ.

Consequently, u(i0)(t) > ρ for t ∈ [ai0 , bi0 ], which is a contradiction and, there-
fore, by Lemma 1.2.7, iK(T , Vρ) = 0.

Combining the previous lemmas, it is possible to obtain some conditions under
which operator T has multiple fixed points.

Theorem 6.4.3. Assume that conditions (H1)–(H4), (H̃5) and (H6)–(H7) hold, and
let c be defined in (6.4.1). The integral equation (6.1.1) has at least one non trivial
solution in K if one of the following conditions holds:

(C1) There exist ρ1, ρ2 ∈ (0,∞), ρ1c < ρ2, such that (I0
ρ1) and (I1

ρ2) are satisfied.

(C2) There exist ρ1, ρ2 ∈ (0,∞), ρ1 < ρ2, such that (I1
ρ1) and (I0

ρ2) are satisfied.

The integral equation (6.1.1) has at least two non trivial solutions in K if one of
the following conditions holds:

(C3) There exist ρ1, ρ2, ρ3 ∈ (0,∞), ρ1c < ρ2 < ρ3, such that (I0
ρ1), (I1

ρ2) and (I0
ρ3)

are satisfied.

(C4) There exist ρ1, ρ2, ρ3 ∈ (0,∞), with ρ1 < ρ2 and ρ2
c < ρ3, such that (I1

ρ1),
(I0
ρ2) and (I1

ρ3) are satisfied.
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The integral equation (6.1.1) has at least three non trivial solutions in K if one
of the following conditions holds:

(C5) There exist ρ1, ρ2, ρ3, ρ4 ∈ (0,∞), with ρ1
c < ρ2 < ρ3 and ρ3

c < ρ4, such that
(I0
ρ1), (I1

ρ2), (I0
ρ3) and (I1

ρ4) are satisfied.

(C6) There exist ρ1, ρ2, ρ3, ρ4 ∈ (0,∞), with ρ1 < ρ2 and ρ2
c < ρ3 < ρ4, such that

(I1
ρ1), (I0

ρ2), (I1
ρ3) and (I0

ρ4) are satisfied.

The proof of the previous result is an immediate consequence of the properties
of the fixed point index given in Lemma 1.2.7. Moreover, it must be point out that,
despite of the fact that the previous theorem studies the existence of one, two or three
fixed points, similar results can be formulated to ensure the existence of four or more
fixed points.

6.5. Examples

In this section we will show two examples in which the theory previously develo-
ped will be applied. In particular, these examples will show that the existence results
given in Theorems 6.3.1 and 6.4.3 are not comparable.

Example 6.5.1. Consider the following boundary value problem:
u(3)(t) = λ

et (|u(t)|+ |u′(t)|+ |u′′(t)|)
1 + (u(t))2

, t ∈ [0, 1],

u(0) = −u(1), u′(0) =
1

2
u′(1), u′′(0) = 0.

(6.5.1)

The Green’s function related to the homogeneous problemu
(3)(t) = 0, t ∈ [0, 1],

u(0) = −u(1), u′(0) =
1

2
u′(1), u′′(0) = 0,

which has been calculated using [24], is the following one

G(t, s) =

{
1
4 (1− s) (−3 + s+ 4 t), t ≤ s,
1
4 (−3 + s (s+ 4) + 2 t (t+ 2)− 8 s t), s < t.

Therefore, solutions of boundary value problem (6.5.1) correspond with the fixed
points of the following operator:

T u(t) = λ

∫ 1

0
G(t, s) f(s, u(s), u′(s), u′′(s)) d s, t ∈ [0, 1],
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which is a particular case of the operator defined in (6.1.1) for T = 1,m = 2, k ≡ G
and

f(t, x, y, z) =
et (|x|+ |y|+ |z|)

1 + x2
.

We will check now that the kernel G satisfies conditions (H1)–(H5). To do that, we
need to calculate the explicit expression of the first and second order partial deriva-
tives of the Green’s function, that is,

∂ G

∂ t
(t, s) =

{
1− s, t ≤ s,
1− 2 s+ t, s < t,

and
∂2G

∂ t2
(t, s) =

{
0, t < s,

1, s < t.

Using these expressions, we are able to check that the required conditions hold:

(H1) Let τ ∈ I be fixed. Both G and ∂ G
∂ t are uniformly continuous, so the hypothesis

is immediate for i = 0, 1. Moreover, for the second derivative ∂2G
∂ t2

(that is, for
the case i = m = 2), we can take Zτ = {τ} and we have that∣∣∣∣∂2G

∂ t2
(t, s)− ∂2G

∂ t2
(τ, s)

∣∣∣∣ = |1− 1| = 0, ∀ s < min{t, τ}

and ∣∣∣∣∂2G

∂ t2
(t, s)− ∂2G

∂ t2
(τ, s)

∣∣∣∣ = |0− 0| = 0, ∀ s > max{t, τ},

so the hypothesis holds.

(H2) It can be seen that

G(t, s) ≥ 0, for all t ∈ [t0, 1], s ∈ [0, 1],

with t0 ≈ 0.6133. Therefore, in this case [m0, n0] = [t0, 1].

Moreover, both ∂ G
∂ t and ∂2G

∂ t2
are nonnegative on the square [0, 1]×[0, 1], which

means that [m1, n1] = [m2, n2] = [0, 1].

(H3) It can be checked that

|G(t, s)| ≤ 1

4
(3− 4 s+ s2), for all t ∈ [0, 1], s ∈ [0, 1],
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and the equality holds for t = 0 and t = 1, so the choice h0(s) = 1
4 (3− 4 s+

s2) is optimal. This inequality can be easily proved by taking into account that,
since ∂ G

∂ t is nonnegative, thenG(·, s) is nondecreasing for every s ∈ [0, 1] and,
therefore,

|G(t, s)| ≤ max{|G(0, s)|, |G(1, s)|} =
1

4
(3− 4 s+ s2).

For the first derivative, it occurs that∣∣∣∣∂ G∂ t (t, s)

∣∣∣∣ ≤ 2 (1− s), for all t ∈ [0, 1], s ∈ [0, 1],

and the equality holds for t = 1, so h1(s) = 2 (1− s) is also optimal.

Finally, ∣∣∣∣∂2G

∂ t2
(t, s)

∣∣∣∣ ≤ 1, for t ∈ [0, 1] and a. e. s ∈ [0, 1],

and h2(s) = 1 is trivially optimal.

(H4) If we take φ0(s) = h0(s) = 1
4 (3 − 4 s + s2), [c0, d0] = [0, 1], and [a0, b0] =

[t1, 1] with t1 > t0 (t0 given in (H2)), it holds that there exists a constant
ξ0(t1) ∈ (0, 1) such that

G(t, s) ≥ ξ0(t1)φ0(s), for all t ∈ [t1, 1], s ∈ [0, 1].

We note that the bigger t1 is, the bigger the constant ξ0(t1) is. For instance, if
we take t1 = 0.62, we can choose ξ0 = 1

75 .

With regard to the first derivative of G, it satisfies that

∂ G

∂ t
(t, s) ≤ 2 (1− s), for all t ∈ [0, 1], s ∈ [0, 1],

and
∂ G

∂ t
(t, s) ≥ 1− s, for all t ∈ [0, 1], s ∈ [0, 1],

that is, we could take φ1(s) = h1(s) = 2(1− s), [c1, d1] = [0, 1], ξ1 = 1
2 and

[a1, b1] = [0, 1].

Finally, for the second derivative of G, it does not exist a suitable function φ2

and a constant ξ2 for which the inequalities in (H4) hold.

As a consequence, we deduce that J1 = {0, 1}.

Moreover, it is obvious that
∫ bi
ai
φi(s) d s > 0 for i = 0, 1.
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(H5) It is immediately deduced from the proofs of the previous conditions.

Moreover, the nonlinearity f satisfies condition (H6), being ϕr(t) = 3 r et. Fi-
nally, it is clear that condition (H7) also holds.

We will work in the cone

K =


u ∈ C2([0, 1],R) : u(t) ≥ 0, t ∈ [t0, 1], u′(t), u′′(t) ≥ 0, t ∈ [0, 1];

min
t∈[t1,1]

u(t) ≥ ξ0(t1) ‖u‖[0,1], min
t∈[0,1]

u′(t) ≥ 1

2
‖u′‖[0,1]

.
With the notation introduced in Section 6.3, we obtain the following values for

the constants involved in Theorem 6.3.1:

Λ0 =
1

3
, Λ1 = 1, Λ2 = 1,

and therefore
Λ̄ = 3 max

{
Λ0, Λ1, Λ2

}
= 3,

Λ0 = ξ0(t1)

(
1

3
− 3

4
t1 +

1

2
t21 −

1

12
t31

)
, Λ1 =

1

2
,

and so

Λ = max

{
ξ2

0(t1)

(
1

3
− 3

4
t1 +

1

2
t21 −

1

12
t31

)
,

1

4

}
.

We note that, since ξ0(t1) ∈ (0, 1),

ξ2
0(t1)

(
1

3
− 3

4
t1 +

1

2
t21 −

1

12
t31

)
<

1

3
− 3

4
t1 +

1

2
t21 −

1

12
t31

and it is easy to see that the right hand side of previous inequality decreases with t1
and, in particular, it is always smaller than 1

4 . Thus,

Λ =
1

4

independently of the value of t1.
On the other hand, we obtain the following values for the limits over the nonline-

arity f :

f0 = lim inf
|x|,|y|,|z|→0

min
t∈[0,1]

et (|x|+ |y|+ |z|)
(1 + x2) (|x|+ |y|+ |z|)

= lim
|x|,|y|,|z|→0

1

(1 + x2)
= 1,

f∞ = lim sup
|x|,|y|,|z|→∞

max
t∈[0,1]

et (|x|+ |y|+ |z|)
(1 + x2) (|x|+ |y|+ |z|)

= lim
|x|,|y|,|z|→∞

e

(1 + x2)
= 0.
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Therefore, from Corollary 6.3.2, we deduce that for all λ > 4, T has at least a
fixed point in the cone K. This fixed point is a nontrivial solution of problem (6.5.1).

On the other hand, we will prove that it is not possible to apply Theorem 6.4.3 to
this example. With the notation introduced in Lemma 6.4.2, we have that

f0
ρ = inf


et(|x|+ |y|+ |z|)

ρ (x2 + 1)
: t ∈ [t1, 1], x ∈

[
0,

ρ

ξ0(t1)

]
,

y ∈ [0, 2 ρ], z ∈ [0, ρ]

 = 0

and

f1
ρ = inf


et(|x|+ |y|+ |z|)

ρ (x2 + 1)
: t ∈ [0, 1], x ∈

[
0,

ρ

ξ0(t1)

]
,

y ∈ [0, 2 ρ], z ∈ [0, ρ]

 = 0,

and therefore it does not exist any ρ such that condition (I0
ρ) holds. Thus Theo-

rem 6.4.3 is not applicable to this example.

Example 6.5.2. Consider now the following fourth order Dirichlet problem:u
(4)(t) = λ t

(
eu(t) + (u′(t))2 + (u′′(t))2 + (u′′′(t))2

)
, t ∈ [0, 1],

u(0) = u(1) = u′′(0) = u′′(1) = 0.
(6.5.2)

Notice that fourth order differential equations with this type of boundary conditions
have been applied for the study of the bending of simply supported elastic beams
(see [115, 141]) or suspension bridges (see [50, 97]).
The Green’s function related to the homogeneous problem{

u(4)(t) = 0, t ∈ [0, 1],

u(0) = u(1) = u′′(0) = u′′(1) = 0.

has the following expression:

G(t, s) =
1

6

{
t (1− s) (2 s− s2 − t2), t ≤ s,
s (1− t) (2 t− t2 − s2), s < t,

which implies that the solutions of problem (6.5.2) coincide with the fixed points of

T u(t) = λ

∫ 1

0
G(t, s) f(s, u(s), u′(s), u′′(s), u′′′(s)) d s, t ∈ [0, 1].
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Previous operator is a particular case of (6.1.1) for T = 1, m = 3, k ≡ G and
f(t, x, y, z, w) = t

(
ex + y2 + z2 + w2

)
.

Next, we will give the explicit expressions of the first, second and third derivatives
of the Green’s function:

∂ G

∂ t
(t, s) =

1

6

−(1− s) (−2 s+ s2 + 3 t2), t ≤ s,

s (2 + s2 + 3 t2 − 6 t), s < t,

∂2G

∂ t2
(t, s) =

{
−t (1− s), t ≤ s,

−s (1− t), s < t,

∂3G

∂ t3
(t, s) =

{
−(1− s), t < s,

s, s < t,

and now we will see that they satisfy the required hypotheses:

(H1) As in previous example, it is easy to verify that this condition holds.

(H2) The Green’s function G is nonnegative on [0, 1]× [0, 1] (in fact it is positive on
(0, 1)× (0, 1)). Therefore [m0, n0] = [0, 1].

For first derivative it holds that

∂ G

∂ t
(t, s) ≥ 0 for all t ∈ [0, t2], s ∈ [0, 1],

with t2 = 1−
√

3
3 ≈ 0.42265. Thus [m1, n1] = [0, t2].

With respect to the second derivative, it is immediate to see that it is nonpositive
on its square of definition. However it is zero on the boundary of the square,
so we could take [m2, n2] = {0} (note that it would also be possible to choose
[m2, n2] = {1}).
Finally, the third derivative is nonnegative on the triangle

{(t, s) ∈ [0, 1]× [0, 1] : s < t},

that is, [m3, n3] = {1}.

(H3) We have that

|G(t, s)| = G(t, s) ≤ h0(s) for all t ∈ [0, 1], s ∈ [0, 1],
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where

h0(s) =
1

9
√

3

{
s (1− s2)

3
2 , 0 ≤ s ≤ 1

2 ,

(1− s) (2 s− s2)
3
2 , 1

2 < s ≤ 1.

The previous inequality has been proved in [150] but we include the proof for
the sake of completeness: we note that G is zero at the boundary of its square
of definition so, since it is nonnegative, it is clear that the restricted function
G(·, s) will attain its maximum on a point in which ∂ G

∂ t is null. It is immediate
to check that:

• For s ≤ t, it holds that ∂ G∂ t (t, s) = 0 if and only if t = 1
3

(
3−
√

3(1− s2)
)

and t ≤ 1
2 .

• For s ≥ t, it holds that ∂ G∂ t (t, s) = 0 if and only if t =
√

2s−s2√
3

and t ≥ 1
2 .

Therefore, due to the regularity properties of the Green’s function, since ∂2G
∂ t2

is nonpositive at every point of its square of definition, we deduce that:

• For s ≤ 1
2 , G(·, s) has its maximum at

(
1
3

(
3−

√
3(1− s2)

)
, s
)

. In
particular,

G

(
1

3

(
3−

√
3(1− s2)

)
, s

)
=

1

9
√

3
s
(
1− s2

) 3
2 .

• For s ≥ 1
2 , G(·, s) has its maximum at

(√
2s−s2√

3
, s
)

. In particular

G

(√
2s− s2

√
3

, s

)
=

1

9
√

3
(1− s)

(
2 s− s2

) 3
2 .

Thus, it is clear that

G(t, s) ≤ h0(s), for all t ∈ [0, 1], s ∈ [0, 1].

Previous inequality is optimal in the sense that, for each s ∈ [0, 1], there exists
at least one value of t ∈ [0, 1] for which the equality is satisfied.

Analogously, it holds that∣∣∣∣∂ G∂ t (t, s)

∣∣∣∣ ≤ h1(s) for all t ∈ [0, 1], s ∈ [0, 1],
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for

h1(s) =
1

6
s (1− s)

{
2− s, 0 ≤ s ≤ 1

2 ,

1 + s, 1
2 < s ≤ 1,

and the equality holds for 0 ≤ s ≤ 1
2 at t = 0 and for 1

2 < s ≤ 1 at t = 1,
so this choice of h1 is optimal. This inequality is easily proved by just taking
into account the fact that ∂

2G
∂ t2

is nonpositive and so ∂ G
∂ t (·, s) is decreasing for

every s ∈ [0, 1]. Therefore,∣∣∣∣∂ G∂ t (t, s)

∣∣∣∣ ≤ max

{∣∣∣∣∂ G∂ t (0, s)

∣∣∣∣ , ∣∣∣∣∂ G∂ t (1, s)

∣∣∣∣}
=

1

6
s (1− s) max {2− s, 1 + s} = h1(s).

For the second derivative, we have that∣∣∣∣∂2G

∂ t2
(t, s)

∣∣∣∣ ≤ s(1− s) ≡ h2(s) for all t ∈ [0, 1], s ∈ [0, 1],

and the inequality is optimal in the same way it was for the Green’s functionG.

With regard to the third derivative, it satisfies that∣∣∣∣∂3G

∂ t3
(t, s)

∣∣∣∣ ≤ max{s, 1− s} ≡ h3(s) for t ∈ [0, 1] and a. e. s ∈ [0, 1],

and the inequality is also optimal.

(H4) If we choose φ0(s) = h0(s), given in (H3), and [c0, d0] = [0, 1] then, for any
closed interval [a0, b0] ⊂ (0, 1), it is possible to find a constant ξ0(a0, b0) ∈
(0, 1) such that

G(t, s) ≥ ξ0(a0, b0)φ0(s), for all t ∈ [a0, b0], s ∈ [0, 1].

This has been proved in [150] with an explicit function. Of course, it is satisfied
that the bigger the interval [a0, b0] is, the smaller ξ0(a0, b0) needs to be.

Analogously, we can take φ1(s) = h1(s) and [c1, d1] = [0, 1] and it holds that
for any interval [0, b1], with b1 < 1−

√
3

3 , there exists ξ1(b1) ∈ (0, 1) such that

∂ G

∂ t
(t, s) ≥ ξ1(b1)φ1(s), for all t ∈ [0, b1], s ∈ [0, 1].

Finally, with respect to the second derivative of the Green’s function G, it does
not exist any pair of a function φ2 and a constant ξ2 such that the inequali-
ties in (H4) hold. The same occurs with the third derivative of G. Therefore,
J1 = J2 = {0, 1}.
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(H̃5) It is a direct consequence of (H4).

Clearly, f satisfies (H6) and (H7), being ϕr(t) = t (er + 3r2).

As a consequence of the properties of the Green’s function that we have just seen,
we will work in the cone

K =



u ∈ C3([0, 1],R) : u(t) ≥ 0, t ∈ [0, 1], u′(t) ≥ 0, t ∈ [0, t2],

u′′(t) ≥ 0, t ∈ {0, 1}, u′′′(1) ≥ 0,

min
t∈[a0,b0]

u(t) ≥ ξ0(a0, b0) ‖u‖[0,1],

min
t∈[0,b1]

u′(t) ≥ ξ1(b1) ‖u′‖[0,1]


.

Moreover, we will make all the calculations with the values [a0, b0] = [0.1, 0.9],
ξ0 = 1

4 , [0, b1] =
[
0, 1

3

]
and ξ1 = 1

6 .
In this case, with the notation introduced in Lemma 6.4.1, we have that

1

N
= max

{
5

384
,

1

24
,

1

8
,

1

2

}
=

1

2

and

fρ2 = sup

{
t
(
ex + y2 + z2 + w2

)
ρ2

: t ∈ [0, 1], x, y, z, w ∈ [−ρ2, ρ2]

}

=
eρ2 + 3 ρ2

2

ρ2
,

and so
(
I1
ρ2

)
holds for any

λ <
2 ρ2

eρ2 + 3 ρ2
2

.

Analogously, with the notation used in Lemma 6.4.2,

1

M0
=

29

7500
,

1

M1
=

7

1944
,

f0
ρ1 = inf


t
(
ex + y2 + z2 + w2

)
ρ1

: t ∈ [0.1, 0.9], x ∈ [0, 4 ρ1] ,

y ∈ [0, 6 ρ1], z, w ∈ [0, ρ1]

 =
0.1

ρ1
,
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and

f1
ρ = inf


t
(
ex + y2 + z2 + w2

)
ρ1

: t ∈
[
0,

1

3

]
, x ∈ [0, 4 ρ1] ,

y ∈ [0, 6 ρ1], z, w ∈ [0, ρ1]

 = 0,

and thus
(
I0
ρ1

)
holds for

λ >
75000 ρ1

29
.

Therefore, as a consequence of (C1) in Theorem 6.4.3, for any pair of values
ρ1, ρ2 > 0 such that ρ1 < cρ2 = ρ2

6 and

75000 ρ1

29
<

2 ρ2

eρ2 + 3 ρ2
2

,

problem (6.5.2) has at least a nontrivial solution for all

λ ∈
(

75000 ρ1

29
,

2 ρ2

eρ2 + 3 ρ2
2

)
.

In particular, there exists at least a nontrivial solution of (6.5.2) for all

λ ∈ (0, 0.4171) .

On the other hand, we obtain that:

f0 = lim inf
|x|,|y|,|z|,|w|→0

min
t∈[0,1]

t
(
ex + y2 + z2 + w2

)
|x|+ |y|+ |z|+ |w|

= 0,

and thus neither Theorem 6.3.1 nor Corollary 6.3.2 can be applied to this example.

6.6. Application to some Even Order Problems

In this section we will show an application of our results to solve some general
2n-th order Dirichlet problems. We note that these boundary conditions are also
called Lidstone conditions in some references.

In particular, we will contribute to fill some gaps on the study of general 2n-th
order Dirichlet boundary value problems for n ≥ 2. We note that the case n = 2 has
already been considered in Example 6.5.2.

Usually, in this kind of problems, the nonlinearities may depend only on the even
derivatives (see, for example, [43,86,146,159]). We will generalize now these studies
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by considering the following problem, with a full nonlinearity (that is, depending on
all the derivatives up to order 2n− 1),u

(2n)(t) = f
(
t, u(t), . . . , u(2n−1)(t)

)
, t ∈ [0, 1],

u(2k)(0) = u(2k)(1) = 0, k = 0, . . . , n− 1.
(6.6.1)

Let G(t, s) be the Green’s function related to the homogeneous problem{
u(2n)(t) = 0, t ∈ [0, 1],

u(2k)(0) = u(2k)(1) = 0, k = 0, . . . , n− 1.

It can be checked that, for n ≥ 2, g(t, s) = ∂2n−4G
∂ t2n−4 (t, s) is the Green’s function

related to the problem {
u(4)(t) = 0, t ∈ [0, 1],

u(0) = u(1) = u′′(0) = u′′(1) = 0,

whose explicit expression has been calculated in Example 6.5.2. As a consequence
of the calculations made in that example we know that the following facts hold for
n ≥ 2:

∂2n−4G
∂ t2n−4 (t, s) = g(t, s) ≥ 0 on [0, 1] × [0, 1] and ∂2n−4G

∂ t2n−4 (t, s) = 0 on the
boundary of the square.

∂2n−3G
∂ t2n−3 (t, s) = ∂ g

∂ t (t, s) ≥ 0 on [0, t2]× [0, 1], with t2 = 1−
√

3
3 .

∂2n−2G
∂ t2n−2 (t, s) = ∂2 g

∂ t2
(t, s) ≤ 0 on [0, 1] × [0, 1], and ∂2n−2G

∂ t2n−2 (t, s) = 0 on the
boundary of the square.

∂2n−1G
∂ t2n−1 (t, s) = ∂3 g

∂ t3
(1, s) ≥ 0 for s ∈ [0, 1].

With this information, we can deduce some results about the constant sign both
of the derivatives of smaller order of G and of the Green’s function itself.

1. Since ∂2n−4G
∂ t2n−4 (t, s) ≥ 0, for n ≥ 3, it holds that for each fixed s ∈ [0, 1],

∂2n−5G
∂ t2n−5 (·, s) is nondecreasing.

Assume that it is nonnegative. Then ∂2n−6G
∂ t2n−6 (·, s) would also be nondecreasing

and, since the boundary value conditions imply that

∂2n−6G

∂ t2n−6
(0, s) =

∂2n−6G

∂ t2n−6
(1, s) = 0,
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we would conclude that ∂
2n−6G
∂ t2n−6 (t, s) = 0 for all (t, s) ∈ [0, 1] × [0, 1], which

is not possible.

The same argument holds if we assume that ∂
2n−5G
∂ t2n−5 (·, s) is nonpositive.

Therefore, necessarily ∂2n−5G
∂ t2n−5 (·, s) is sign-changing and, since it is nondecre-

asing, we know for sure that

∂2n−5G

∂ t2n−5
(0, s) < 0 and

∂2n−5G

∂ t2n−5
(1, s) > 0 for all s ∈ [0, 1] and n ≥ 3.

2. Now, since ∂2n−5G
∂ t2n−5 (·, s) is sign-changing and nondecreasing, ∂

2n−6G
∂ t2n−6 (·, s) will

be first decreasing and then increasing. This together with the boundary value
conditions

∂2n−6G

∂ t2n−6
(0, s) =

∂2n−6G

∂ t2n−6
(1, s) = 0

implies that ∂
2n−6G
∂ t2n−6 is nonpositive for n ≥ 3.

3. Since ∂2n−6G
∂ t2n−6 is nonpositive, we can follow an analogous argument to the one

made in 1. to deduce that ∂2n−7G
∂ t2n−7 is sign-changing and nonincreasing. In

particular this implies that

∂2n−7G

∂ t2n−7
(0, s) > 0 and

∂2n−7G

∂ t2n−7
(1, s) < 0 for all s ∈ [0, 1] and n ≥ 4.

4. Finally, arguing analogously to 2., we can deduce that ∂
2n−8G
∂ t2n−8 is nonnegative

on [0, 1]× [0, 1], for n ≥ 4.

Note that all the previous arguments could be repeated iteratively. This way, the
following sign-criteria for the derivatives of G can be deduced for n ≥ k

2 :

If k ≡ 0 (mod 4), then

∂2n−kG

∂ t2n−k
(t, s) ≥ 0 on [0, 1]× [0, 1].

If k ≡ 1 (mod 4), then ∂2n−k G
∂ t2n−k

(·, s) is sign-changing and nondecreasing for
every s ∈ [0, 1]. In particular,

∂2n−kG

∂ t2n−k
(0, s) < 0 and

∂2n−kG

∂ t2n−k
(1, s) > 0 for every s ∈ [0, 1].
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If k ≡ 2 (mod 4), then

∂2n−kG

∂ t2n−k
(t, s) ≤ 0 on [0, 1]× [0, 1].

If k ≡ 3 (mod 4), then ∂2n−k G
∂ t2n−k

(·, s) is sign-changing and nonincreasing for
every s ∈ [0, 1]. In particular,

∂2n−kG

∂ t2n−k
(0, s) > 0 and

∂2n−kG

∂ t2n−k
(1, s) < 0 for every s ∈ [0, 1].

In particular, if n is even, we could deduce that G(t, s) ≥ 0 on [0, 1]× [0, 1] and,
if n is odd, G(t, s) ≤ 0 on [0, 1]× [0, 1].

Therefore, the Green’s function and its derivatives satisfy the required hypothe-
ses:

(H1) As in Example 6.5.2, this condition holds as a direct consequence of the general
properties of the Green’s function.

(H2) As we have just proved, we could take

[m2n−i, n2n−i] = [0, 1] for i ≡ 0 (mod 4),

[m2n−i, n2n−i] = {1} for i ≡ 1 (mod 4),

[m2n−i, n2n−i] = {0} for i ≡ 2 (mod 4)

and

[m2n−i, n2n−i] = {0} for i ≡ 3 (mod 4).

(H3) It is enough to take hi(s) = max
{∣∣∣∂iG∂ ti (t, s)

∣∣∣ : t ∈ [0, 1]
}
, for i ∈ J .

(H4) For n ≥ 2, we could take J1 = {2n − 4, 2n − 3}. As a consequence of
Example 6.5.2, we know that∣∣∣∣∂2n−4G

∂ t2n−4
(t, s)

∣∣∣∣ =
∂2n−4G

∂ t2n−4
(t, s) = g(t, s) ≤ φ2n−4(s),

with

φ2n−4(s) =
1

9
√

3

 s
(
1− s2

) 3
2 , 0 ≤ s ≤ 1

2 ,

(1− s)
(
2 s− s2

) 3
2 , 1

2 < s ≤ 1.
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Moreover, it holds that for any closed interval [a2n−4, b2n−4] ⊂ [0, 1], there
exists a constant ξ2n−4(a2n−4, b2n−4) ∈ (0, 1) such that

∂2n−4G

∂ t2n−4
(t, s) ≥ ξ2n−4(a2n−4, b2n−4)φ2n−4(s),

for all t ∈ [a2n−4, b2n−4], s ∈ [0, 1]. Obviously, the bigger the interval
[a2n−4, b2n−4] is, the bigger the constant ξ2n−4(a2n−4, b2n−4) needs to be.

Analogously, from Example 6.5.2 we know that∣∣∣∣∂2n−3G

∂ t2n−3
(t, s)

∣∣∣∣ =

∣∣∣∣∂ g∂ t (t, s)

∣∣∣∣ ≤ φ2n−3(s) =
1

6
s (1−s)

{
2− s, 0 ≤ s ≤ 1

2 ,

1 + s, 1
2 < s ≤ 1,

for all t ∈ [0, 1], s ∈ [0, 1], and for any interval [0, b2n−3], with b2n−3 < 1−
√

3
3

there exists ξ2n−3(b2n3) ∈ (0, 1) such that

∂2n−3G

∂ t2n−3
(t, s) ≥ ξ2n−3(b2n3)φ2n−3(s), for all t ∈ [0, b2n−3], s ∈ [0, 1].

Again, the bigger b2n−3 is, the bigger ξ2n−3(b2n3) needs to be.

(H5) As we have already seen, it holds that [m2n−4, n2n−4] = [0, 1].

(H̃5) As we have seen, it holds that [c2n−3, d2n−3] = [0, 1] and, moreover, J0 = J .

Then, for n ∈ N such that n ≥ max
{

2, i2
}

, we could work in the cone

K=



u∈C2n−1([0, 1]) : u(2n−i)(t) ≥ 0, t ∈ [0, 1], i ≡ 0 mod 4,

u(2n−i)(1) ≥ 0, i ≡ 1 mod 4,

u(2n−i)(0) ≥ 0, i ≡ 2 mod 4,

u(2n−i)(0) ≥ 0, i ≡ 3 mod 4,

min
t∈[a2n−4,b2n−4]

u(2n−4)(t) ≥ ξ2n−4(a2n−4, b2n−4) ‖u(2n−4)‖[0,1],

min
t∈[0,b2n−3]

u(2n−3)(t) ≥ ξ2n−3(b2n−3) ‖u(2n−3)‖[0,1]



.

Thus, for any nonlinearity f satisfying (H6), (H7) and conditions of either The-
orem 6.3.1 or Theorem 6.4.3, it is possible to find nontrivial solutions of problem
(6.6.1).
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6.7. Particular Case: a Third Order Eigenvalue Three-point
Boundary Value Problem

In this section we will study the existence of solutions of the third order nonlinear
differential equation

−u(3)(t) = λ f(t, u(t), u′(t), u′′(t)), t ∈ [0, 1], (6.7.1)

with λ > 0 a real parameter and f : [0, 1]×R3 → [0,∞) a L1-Carathéodory function,
coupled with the three point boundary value conditions

u(0) = u′(0) = 0, u′(1) = αu′(η), (6.7.2)

where 0 < η < 1 and 1 < α < 1
η are given constants.

This type of third order three-point boundary value problems can be seen as a
particular case of multipoint problems (as in [156]), nonlocal problems (see [78]),
functional problems (as in [35]) or, as we will show in this section, integral equations.
Therefore all the applications for the above type of problems hold for our problem.
More precisely, these third order three-point boundary value problems arise in several
areas of applied mathematics and physics, such as the deflection of a curved beam
with a constant or varying cross section, three layer beams, electromagnetic waves,
gravity driven flows, study of the equilibrium states of a heated bar, and other ones
contained in [65].

A precedent problem{
u(3)(t) + a(t) f(u(t)) = 0, t ∈ [0, 1],

u(0) = u′(0) = 0, u′(1) = αu′(η),

has been considered in [69]. There, the authors established some of the properties of
the Green’s function related to previous problem. From them, they built a suitable
cone and applied Guo-Krasnoselskii’s Theorem to assure the existence of a positive
solution of the problem.

Recently, in [116], the authors considered the following system
−u(3)(t) = f(t, v(t), v′(t)), t ∈ [0, 1],

−v(3)(t) = f(t, u(t), u′(t)), t ∈ [0, 1],

u(0) = u′(0) = 0, u′(1) = αu′(η),

v(0) = v′(0) = 0, v′(1) = α v′(η).

They studied the properties of the first derivative of the Green’s function related to
the problem and used them to construct a cone K such that there exist u, v ∈ K
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which constitute a positive solution of the system. To do this, they also use Guo-
Krasnoselskii’s Theorem (see [68]).

A similar nonlinear fourth-order boundary value problem has been treated in [83],
where the authors studied the existence of nonzero and positive solutions by means
of monotone iterative techniques and lower and upper solutions.

In this section, we will study a generalization of previous equations by conside-
ring that the nonlinearity f depends on the solution and its first and second order
derivatives. Because of this, we need to examine the properties of the second deriva-
tive of the Green’s function.

We shall adapt the existence results given in previous sections to this particular
case. Moreover, we will give some sufficient conditions for nonexistence of solution.
All the results in this section are collected in [32].

6.7.1. Preliminary Results

In this subsection we compile several results regarding some properties of both
the Green’s function related to the problem and its first derivative. Next, we prove
some inequalities satisfied by the second derivative of the Green’s function.

The Green’s function related to the homogeneous problem{
−u(3)(t) = 0, t ∈ [0, 1],

u(0) = u′(0) = 0, u′(1) = αu′(η),

is given by the following expression (see [69])

G(t, s) =
1

2 (1− αη)



(2 t s− s2) (1− αη) + t2 s (α− 1), s ≤ min{η, t},

t2 (1− αη) + t2 s (α− 1), t ≤ s ≤ η,

(2 t s− s2) (1− αη) + t2 (αη − s), η ≤ s ≤ t,

t2 (1− s), max{η, t} ≤ s.

Next lemmas establish some properties of the Green’s function.

Lemma 6.7.1. ([69, Lemma 2.2]) Let 0 < η < 1 and 1 < α < 1
η . Then,

0 ≤ G(t, s) ≤ φ0(s) =
1 + α

1− αη
s (1− s), ∀ (t, s) ∈ [0, 1]× [0, 1].

Lemma 6.7.2. ([69, Lemma 2.3]) Let 0 < η < 1 and 1 < α < 1
η . Then,

G(t, s) ≥ ξ0 φ0(s), ∀ (t, s) ∈
[ η
α
, η
]
× [0, 1],

with 0 < ξ0 = η2

2α2 (1+α)
min{α− 1, 1} < 1.
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In particular, with the notation introduced in Section 6.2, we are taking h0 ≡ φ0,
[m0, n0] = [0, 1], [c0, d0] = [0, 1] and [a0, b0] =

[ η
α , η

]
.

The first derivative of G is given by (see [116])

∂ G

∂ t
(t, s) =

1

(1− αη)



s (1− αη) + t s (α− 1), s ≤ min{η, t},

t (1− αη) + t s (α− 1), t ≤ s ≤ η,

s (1− αη) + t (αη − s), η ≤ s ≤ t,

t (1− s), max{η, t} ≤ s,

and satisfies the following properties.

Lemma 6.7.3. ([116, Lemma 3]) Let 0 < η < 1 and 1 < α < 1
η . Then,

0 ≤ ∂ G

∂ t
(t, s) ≤ φ1(s) =

1− s
1− αη

, ∀ (t, s) ∈ [0, 1]× [0, 1].

Lemma 6.7.4. ([116, Lemma 4]) Let 0 < η < 1 and 1 < α < 1
η . Then,

∂ G

∂ t
(t, s) ≥ ξ1 φ1(s), ∀ (t, s) ∈

[ η
α
, η
]
× [0, 1],

with 0 < ξ1 = η < 1.

In particular, with the notation introducen in Section 6.2, we are taking h1 ≡ φ1,
[m1, n1] = [0, 1], [c1, d1] = [0, 1] and [a1, b1] =

[ η
α , η

]
.

The second derivative of G is given by

∂2G

∂ t2
(t, s) =

1

1− αη



s (α− 1), s ≤ min{η, t},

1− αη + s (α− 1), t < s ≤ η,

α η − s, η ≤ s < t,

1− s, max{η, t} ≤ s.

It is immediate to verify that it satisfies the following conditions.

Lemma 6.7.5. Let 0 < η < 1 and 1 < α < 1
η . Then,

∂2G

∂ t2
(t, s) ≥ 0, ∀ (t, s) ∈ ([0, 1]× [0, 1]) \A,

where
A = {(t, s) ∈ [0, 1]× [0, 1]; αη < t ≤ 1, α η < s < t}.

167



Existence and Multiplicity Results for some Generalized Hammerstein Equations

Remark 6.7.6. Note that, in particular, ∂
2G
∂ t2

(t, s) ≥ 0 for all (t, s) ∈ [0, α η]× [0, 1].
This implies that, with the notation introduced in Section 6.2, [m2, n2] = [0, α η].

Lemma 6.7.7. Let 0 < η < 1 and 1 < α < 1
η . Then,

∂2G

∂ t2
(t, s) ≤ φ2(s), ∀ (t, s) ∈

[ η
α
, 1
]
× [0, 1]

and

−1 ≤ ∂2G

∂ t2
(t, s) ≤ max

{
φ2(s),

1− η
1− αη

}
, ∀ (t, s) ∈ [0, 1]× [0, 1],

with

φ2(s) =
α (1− αη) + η (α− 1)

η (α− 1)

∂2G

∂ t2
(η, s)

=
α (1− αη) + η (α− 1)

η (α− 1)(1− αη)

{
s (α− 1), 0 ≤ s ≤ η,

1− s, η ≤ s ≤ 1.

Proof. First, we will prove that ∂
2G
∂ t2

(t, s) ≤ φ2(s) for all (t, s) ∈
[ η
α , 1
]
× [0, 1].

For s ≤ min{η, t} and s ≥ max{η, t} we have that ∂
2G
∂ t2

(t, s) = ∂2G
∂ t2

(η, s) and,
since α (1−αη)

η (α−1) + 1 > 1, it is obvious that ∂
2G
∂ t2

(t, s) ≤ φ2(s).

For t ≤ s ≤ η, we have that

∂2G

∂ t2
(t, s) =

1− αη + s (α− 1)

1− αη
=

(α− 1)
(
η α (1−αη)
αη (α−1) + s

)
1− αη

≤
s (α− 1)

(
α(1−αη)
η (α−1) + 1

)
1− αη

= φ2(s).

Finally, for η ≤ s ≤ t,

∂2G

∂ t2
(t, s) =

αη − s
1− αη

≤ 1− s
1− αη

=
∂2G

∂ t2
(η, s) ≤ φ2(s).

Now, we will prove that

∂2G

∂ t2
(t, s) ≥ −1 for all (t, s) ∈ [0, 1]× [0, 1].
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It is immediate to verify that ∂2G
∂ t2

(t, s) ≥ 0 for s ≤ min{η, t}, t ≤ s ≤ η and
max{η, t} ≤ s. On the other hand, for η ≤ s ≤ t, we have that

∂2G

∂ t2
(t, s) =

αη − s
1− αη

≥ αη − 1

1− αη
= −1,

and so the result holds.

Finally, we will prove that

∂2G

∂ t2
(t, s) ≤ max

{
φ2(s),

1− η
1− αη

}
for all (t, s) ∈ [0, 1]× [0, 1].

Obviously, it is enough to prove the inequality for (t, s) ∈
[
0, ηα

]
× [0, 1].

For s ≤ t and s ≥ η, we have just seen that ∂
2G
∂ t2

(t, s) = ∂2G
∂ t2

(η, s) ≤ φ2(s).
On the other hand, for t ≤ s ≤ η, the following inequality holds

∂2G

∂ t2
(t, s) =

1− αη + s (α− 1)

1− αη
≤ 1− αη + η (α− 1)

1− αη
=

1− η
1− αη

and so the result is proved.

Corollary 6.7.8. Let 0 < η < 1 and 1 < α < 1
η . Then∣∣∣∣∂2G

∂ t2
(t, s)

∣∣∣∣ ≤ h2(s) = max

{
φ2(s),

1− η
1− αη

}
, ∀ (t, s) ∈ [0, 1]× [0, 1].

In addition, from Lemmas 6.7.5 and 6.7.7, we get the corollary below.

Corollary 6.7.9. Let 0 < η < 1 and 1 < α < 1
η . Then

0 ≤ ∂2G

∂ t2
(t, s) ≤ φ2(s), ∀ (t, s) ∈

[ η
α
, α η

]
.

This implies that, with the notation introduced in Section 6.2, we are taking
[c2, d2] =

[ η
α , α η

]
.

Remark 6.7.10. We note that for any constant c ∈ (0, 1) it would be possible to find
a continuous function g 6= φ2 such that

∂2G

∂ t2
(t, s) ≤ g(s), ∀ (t, s) ∈ [c, 1]× [0, 1].
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Lemma 6.7.11. Let 0 < η < 1 and 1 < α < 1
η . Then,

∂2G

∂ t2
(t, s) ≥ ∂2G

∂ t2
(η, s) ≡ ξ2 φ2(s), ∀ (t, s) ∈

[ η
α
, η
]
× [0, 1],

with 0 < ξ2 = η (α−1)
α(1−αη)+η (α−1) .

Proof. For s ≤ t and s ≥ η, we have that ∂
2G
∂t2

(t, s) = ξ2 φ2(s).
On the other hand, for t ≤ s ≤ η, it holds that

∂2G

∂t2
(t, s) =

1− αη + s (α− 1)

1− αη
≥ s (α− 1)

1− αη
= ξ2 φ2(s).

Thus, with the notation of Section 6.2, we take [a2, b2] =
[ η
α , η

]
.

Remark 6.7.12. We note that for any interval [a, b] ⊂ (0, α η) it would be possible
to find a constant ξ such that

∂2G

∂ t2
(t, s) ≥ ξ φ2(s), ∀ (t, s) ∈ [a, b]× [0, 1].

However, for the sake of simplicity, we have chosen
[ η
α , η

]
to maintain the same

interval than in Lemmas 6.7.2 and 6.7.4.

Remark 6.7.13. We point out that, on the contrary to function G and ∂ G
∂ t , it is not

possible to find a continuous function φ̃2(s) such that∣∣∣∣∂2G

∂ t2
(t, s)

∣∣∣∣ ≤ φ̃2(s), ∀ (t, s) ∈ [0, 1]× [0, 1]

and
∂2G

∂ t2
(t, s) ≥ ξ̃2 φ̃2(s), ∀ (t, s) ∈ [a, b]× [0, 1],

with [a, b] ⊂ [0, 1] and ξ̃2 ∈ (0, 1).
This is due to the fact that for s ≥ αη,

∣∣∣∣∂2G

∂ t2
(t, s)

∣∣∣∣ =


s−αη
1−αη , s ≤ t,
1−s

1−αη , t ≤ s.
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As a consequence, if there exists φ̃2 satisfying the previous conditions, it would
necessarily satisfy that

φ̃2(s) ≥ max

{
s− αη
1− αη

,
1− s

1− αη

}
=


1−s

1−αη , s ≤ 1+αη
2 ,

s−αη
1−αη , s ≥ 1+αη

2 ,

for s ≥ αη, and so φ̃2(1) ≥ 1.
On the other hand, we have that ∂2G

∂ t2
(t, 1) = 0 so, if there exists φ̃2 in the

previous conditions, it would happen that

0 =
∂2G

∂ t2
(t, 1) ≥ ξ̃2 φ̃2(1) ≥ ξ̃2 > 0,

which is a contradiction.

6.7.2. Existence and Multiplicity of Solutions

Now, following the line developed in previous sections of this chapter, we will
find solutions of problem (6.7.1)–(6.7.2) by identifying them with the fixed points of
the integral operator

Tu(t) = λ

∫ 1

0
G(t, s) f(s, u(s), u′(s), u′′(s)) d s, t ∈ [0, 1]. (6.7.3)

In particular, we need to verify that this problem satisfied all the required hypot-
heses, namely (H1)− (H5) or, alternatively, (H1)− (H4) and (H̃5):

(H1) This condition holds as a consequence of the general properties of the Green’s
function.

(H2) In this case J0 = J = {0, 1, 2}. In particular, as we have just commented, we
could take [m0, n0] = [0, 1], [m1, n1] = [0, 1] and [m2, n2] = [0, α η].

(H3) This hypothesis holds for h0 ≡ φ0 given in Lemma 6.7.1, h1 ≡ φ1 given in
Lemma 6.7.3 and h2 given in Corollary 6.7.8.

(H4) In this case J1 = J0 = {0, 1, 2} and functions φ0, φ1 and φ2 are given in
Lemmas 6.7.1, 6.7.3 and 6.7.7. In particular, as we have mentioned before, we
may choose

• [c0, d0] = [0, 1] and [a0, b0] =
[ η
α , η

]
,

• [c1, d1] = [0, 1] and [a1, b1] =
[ η
α , η

]
,
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• [c2, d2] =
[ η
α , α η

]
and [a2, b2] =

[ η
α , η

]
.

Moreover, it is clear that φ0, φ1, φ2 ∈ L1([0, 1]) and∫ bj

aj

φj(s) d s > 0 for j = 0, 1, 2.

(H5), (H̃5) Since [c0, d0] = [0, 1], we may choose i0 = 0.

Taking into account the properties satisfied by the Green’s function and its deri-
vatives, we will consider the cone

K =



u ∈ C2([0, 1],R) : u(t) ≥ 0, t ∈ [0, 1], u′(t) ≥ 0, t ∈ [0, 1],

u′′(t) ≥ 0, t ∈ [0, α η], min
t∈[ ηα ,η]

u(t) ≥ ξ0 ‖u‖∞,

min
t∈[ ηα ,η]

u′(t) ≥ ξ1 ‖u′‖∞, min
t∈[ ηα ,η]

u′′(t) ≥ ξ2 ‖u′′‖[ ηα ,αη]


with ξ0, ξ1 and ξ2 defined in previous subsection.

Remark 6.7.14. In [32], last condition in the definition of the cone K is

min
t∈[ ηα ,η]

u′′(t) ≥ ξ2 ‖u′′‖[ ηα ,η].

However, as we have seen in this chapter, it is possible to take the interval [c2, d2] =[ η
α , α η

]
instead of

[ η
α , η

]
. This way, we get a smaller cone, which makes the location

of the possible solutions of the problem more precise.

Now, if the nonlinearity f satisfies hypotheses (H6), (H7) and either conditions
of Theorem 6.3.1 or 6.4.3, we could guarantee the existence of nontrivial solutions
of problem (6.7.1)–(6.7.2).

Next, for the sake of completeness, we will give the exact expression of the con-
stants Λi, i = 1, . . . , 5, involved in Theorem 6.3.1:

Λ1 =
α+ 1

6 (1− αη)
,

Λ2 =
1

2 (1− αη)
,
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Λ3 =
α2 − 2α

(
α2 + 1

)
η +

(
α4 + 3α3 + α+ 1

)
η2

2 (α− 1) η (αη − 1) (α ((α− 1) η − 1) + η)

+
−2 (α (α (α (2α− 3) + 5)− 3) + 1) η3

2 (α− 1) η (αη − 1) (α ((α− 1) η − 1) + η)

+
α2(α((α− 2)α+ 3)− 1)η4

2 (α− 1) η (αη − 1) (α ((α− 1) η − 1) + η)
,

Λ4 =
η4
(
α3 (2 η − 3) + 3α− 2 η

)
12α5 (αη − 1)

min{α− 1, 1},

Λ5 =
(α− 1) η2 (α (η − 2) + η)

2α2 (αη − 1)
.

Also for the sake of completeness, we give the exact expression of the com-
ponents involved in the formulas of 1

N and 1
Mi

, i = 0, 1, 2 which appear in Lem-
mas 6.4.1 and 6.4.2:∫ 1

0
G(t, s) d s =

1

12
t2

(
3
(
αη2 − 1

)
αη − 1

− 2 t

)

and

sup
t∈[0,1]

∫ 1

0
G(t, s) d s =

∫ 1

0
G (1, s) d s =

αη (2− 3 η) + 1

12 (1− αη)
.

Moreover, ∫ 1

0

∂ G

∂ t
(t, s) d s =

t (αη (η − t) + t− 1)

2 (αη − 1)

and

sup
t∈[0,1]

∫ 1

0

∂ G

∂ t
(t, s) d s =

∫ 1

0

∂ G

∂ t
(1, s) d s =

αη (1− η)

2 (1− αη)
.

Finally,

∫ 1

0

∂2G

∂ t2
(t, s) d s =


αη (η − 2 t) + 2 t− 1

2 (αη − 1)
, t ≤ αη,

−2α2 η2 + αη (η + 2 t)− 2 (t− 1) t− 1

2 (αη − 1)
, t > α η,

and

sup
t∈[0,1]

∫ 1

0

∂2G

∂ t2
(t, s) d s =

∫ 1

0

∂2G

∂ t2
(0, s) d s =

1− αη2

2 (1− αη)
.
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Now, it is easy to verify that

1

N
= max

{
αη (2− 3 η) + 1

12 (1− αη)
,
α η (1− η)

2 (1− αη)
,

1− αη2

2 (1− αη)

}
=

1− αη2

2 (1− αη)
.

On the other hand, for t ∈
[ η
α , η

]
,∫ η

η
α

G(t, s) d s =
1

12

(
2 η3

α3
− 6 η2 t

α2
+

3 η t2 (α (α (αη + η − 2) + η)− η)

α2 (αη − 1)
− 2 t3

)
and

1

M0
= inf

t∈[ ηα ,η]

∫ η

η
α

G(t, s) d s =

∫ η

η
α

G
( η
α
, s
)

d s =
(α− 1) η3 (α (2− αη)− η)

4α4 (1− αη)
.

In addition,∫ η

η
α

∂ G

∂ t
(t, s) d s =

−α2η t(α t+ 2) + α2t2 + η2
((
α3 + α2 + α− 1

)
t+ 1

)
− αη3

2α2 (αη − 1)

and

1

M1
= inf

t∈[ ηα ,η]

∫ η

η
α

∂ G

∂ t
(t, s) d s =

∫ η

η
α

∂ G

∂ t

( η
α
, s
)

d s

=
(α− 1) η2 (α (2− αη)− η)

2α3 (1− αη)
.

Finally, ∫ η

η
α

∂2G

∂ t2
(t, s) d s =

η (α (α (αη + η − 2) + η)− η)

2α2 (αη − 1)
− t

and

1

M2
= inf

t∈[ ηα ,η]

∫ η

η
α

∂2G

∂ t2
(t, s) d s =

∫ η

η
α

∂2G

∂ t2
(η, s) d s =

(α− 1)2 (α+ 1) η2

2α2 (1− αη)
.

We will show now two examples in which we will be able to warrant the existence
of nontrivial solutions of problem (6.7.1)-(6.7.2).

Example 6.7.15. Let’s consider the problem with

f(t, x, y, z) =
h(t)

x2 + y2 + z2
,
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where c1 ≥ h(t) ≥ c2 > 0 for all t ∈ [0, 1], and η and α arbitrarily chosen, that is, −u(3)(t) = λ
h(t)

(u(t))2 + (u′(t))2 + (u′′(t))2
, t ∈ [0, 1],

u(0) = u′(0) = 0, u′(1) = αu′(η).

In this case,

f0 = lim
|x|,|y|,|z|→0

min
t∈[0,1]

f(t, x, y, z)

|x|+ |y|+ |z|

= lim
|x|,|y|,|z|→0

mint∈[0,1] h(t)

(x2 + y2 + z2) (|x|+ |y|+ |z|)
= +∞

and

f∞ = lim
|x|,|y|,|z|→∞

max
t∈[0,1]

f(t, x, y, z)

|x|+ |y|+ |z|

= lim
|x|,|y|,|z|→∞

maxt∈[0,1] h(t)

(x2 + y2 + z2) (|x|+ |y|+ |z|)
= 0,

so Theorem 6.3.1 assures that there exists at least a positive solution of the problem
for all λ > 0.

On the other hand, let ρ > 0. Then,

fρ = sup

{
h(t)

ρ (x2 + y2 + z2)
; (t, x, y, z) ∈ [0, 1]× [0, ρ]× [0, ρ]× [−ρ, ρ]

}
=∞

so it is not possible to find a positive ρ such that λ fρ

m < 1 and, consequently, Theo-
rem 6.4.3 can not be applied in this case.

Example 6.7.16. Let’s consider the problem with

f(t, x, y, z) = h(t) (x2 + y2 + z2 + 1),

where c1 ≥ h(t) ≥ c2 > 0 for all t ∈ [0, 1], η = 1
2 and α = 3

2 , that is,{
−u(3)(t) = λh(t)

(
(u(t))2 + (u′(t))2 + (u′′(t))2 + 1

)
, t ∈ [0, 1],

u(0) = u′(0) = 0, u′(1) = 3
2 u
′ (1

2

)
.

In this case,

f0 = lim
|x|,|y|,|z|→0

min
t∈[0,1]

f(t, x, y, z)

|x|+ |y|+ |z|

= lim
|x|,|y|,|z|→0

(mint∈[0,1] h(t)) (x2 + y2 + z2 + 1)

|x|+ |y|+ |z|
=∞
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and

f∞ = lim
|x|,|y|,|z|→∞

max
t∈[0,1]

f(t, x, y, z)

|x|+ |y|+ |z|

= lim
|x|,|y|,|z|→∞

(maxt∈[0,1] h(t)) (x2 + y2 + z2 + 1)

|x|+ |y|+ |z|
=∞,

so Theorem 6.3.1 cannot be applied.
However, we will see that Theorem 6.4.3 lets us ensure the existence of at least

one positive solution for certain values of λ.
Let ρ1, ρ2 > 0. Then,

f0
ρ1 = f1

ρ1 = f2
ρ1 =

1

ρ1
inf

t∈[ 13 ,
1
2 ]
h(t)

and

fρ2 =
1 + 3 ρ2

2

ρ2
sup
t∈[0,1]

h(t).

Moreover, 1
N = 5

4 and 1
M1

= max
{

1
M0
, 1
M1
, 1
M2

}
= 11

108 . As a consequence of

(C1) in Theorem 6.4.3, for any ρ1, ρ2 > 0 such that ρ1 < cρ2 = ρ2
90 and

108 ρ1

11 inft∈[ 13 ,
1
2 ] h(t)

<
4 ρ2

5 (1 + 3 ρ2
2) supt∈[0,1] h(t)

,

there exists at least a non trivial solution of problem (6.7.1)-(6.7.2) for all

λ ∈

 108 ρ1

11 inf
t∈[ 13 ,

1
2 ]
h(t)

,
4 ρ2

5 (1 + 3 ρ2
2) sup

t∈[0,1]
h(t)

 .

In particular, it can be deduced that there exists at least a non trivial solution of
problem (6.7.1)-(6.7.2) for all

λ ∈

0,
2

5
√

3 sup
t∈[0,1]

h(t)

 .
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6.7.3. Results of Non Existence of Solution

We will finish this subsection with a result which gives some conditions to ensure
that the integral equation (6.7.3) has not nontrivial solution in K.

Theorem 6.7.17. If one of the following conditions hold

(i) f(t, x, y, z) < m̃ max{x, y, |z|} for every t ∈ [0, 1], x, y ≥ 0 and z ∈ R,
where

1

m̃
=max

{
sup
t∈[0,1]

λ

∫ 1

0

G(t, s) d s, sup
t∈[0,1]

λ

∫ 1

0

∂G

∂t
(t, s) d s, sup

t∈[0,1]
λ

∫ 1

0

∣∣∣∣∂2G∂t2 (t, s)

∣∣∣∣d s
}
,

(ii) f(t, x, y, z) > M x for every t ∈ [a, b] ⊂
[ η
α , η

]
, with a 6= b, x, y ≥ 0 and

z ∈ R, where
1

M
= inf

t∈[a,b]
λ

∫ b

a
G(t, s) d s,

(iii) f(t, x, y, z) > M̃ y for every t ∈ [a, b] ⊂
[ η
α , η

]
, with a 6= b, x, y ≥ 0 and

z ∈ R, where
1

M̃
= inf

t∈[a,b]
λ

∫ b

a

∂ G

∂ t
(t, s) d s,

then problem (6.7.1)–(6.7.2) has not nontrivial solution in K.

Proof. We will only prove (i) and (ii) since item (iii) is totally analogous to (ii).

(i) Suppose, on the contrary, that there exists u ∈ K such that u = Tu. Let
t0 ∈ [0, 1] be such that ‖u‖∞ = u(t0). Then,

‖u‖∞ = λ

∫ 1

0
G(t0, s) f(s, u(s), u′(s), u′′(s)) d s

< λ

∫ 1

0
G(t0, s) m̃ max

{
u(s), u′(s), |u′′(s)|

}
d s

≤ λ m̃ ‖u‖
∫ 1

0
G(t0, s) d s ≤ ‖u‖.

Now, let t1 ∈ [0, 1] such that ‖u′‖∞ = u′(t1). Then,

‖u′‖∞ = λ

∫ 1

0

∂ G

∂ t
(t1, s) f(s, u(s), u′(s), u′′(s)) d s

< λ ‖u‖
∫ 1

0

∂ G

∂ t
(t1, s) m̃ max

{
u(s), u′(s), |u′′(s)|

}
d s

≤ λ m̃ ‖u‖
∫ 1

0

∂ G

∂ t
(t1, s) d s ≤ ‖u‖.
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Finally, let t2 ∈ [0, 1] such that ‖u′′‖∞ = |u′′(t2)|. Then,

‖u′′‖∞ =

∣∣∣∣λ ∫ 1

0

∂2G

∂ t2
(t2, s) f(s, u(s), u′(s), u′′(s)) d s

∣∣∣∣
≤λ

∫ 1

0

∣∣∣∣∂2G

∂ t2
(t2, s)

∣∣∣∣ f(s, u(s), u′(s), u′′(s)) d s

<λ

∫ 1

0

∣∣∣∣∂2G

∂ t2
(t2, s)

∣∣∣∣ m̃ max
{
u(s), u′(s), |u′′(s)|

}
d s

≤λ m̃ ‖u‖
∫ 1

0

∣∣∣∣∂2G

∂ t2
(t2, s)

∣∣∣∣ d s ≤ ‖u‖.

Consequently, we obtain

‖u‖ = max{‖u‖∞, ‖u′‖∞, ‖u′′‖∞} < ‖u‖,

which is a contradiction.

(ii) Suppose, on the contrary, that there exists u ∈ K such that u = Tu. Let
t0 ∈ [0, 1] be such that u(t0) = mint∈[a,b] u(t). Then, for t ∈ [a, b] we have
that

u(t) =λ

∫ 1

0
G(t, s) f(s, u(s), u′(s), u′′(s)) d s

≥λ
∫ b

a
G(t, s) f(s, u(s), u′(s), u′′(s)) d s

>M λ

∫ b

a
G(t, s)u(s) d s.

Therefore, we arrive at

u(t0) = min
t∈[a,b]

u(t) > M inf
t∈[a,b]

λ

∫ b

a
G(t, s)u(s) d s

≥ M u(t0) inf
t∈[a,b]

λ

∫ b

a
G(t, s) d s = u(t0),

which is a contradiction.
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Unbounded Domains

Part II is devoted to the study of nonlinear problems defined on unbounded dom-
ains.

Boundary value problems on unbounded intervals arise in many models of app-
lied mathematics, such as in combustion theory, plasma physics, models of unsteady
flow of a gas through semi-infinite porous media, to study the electrical potential of
an isolated neutral atom... For more details, techniques and applications in this field
we refer, for example, to [66, 67, 84, 93, 94, 99, 154], and the monograph [2].

There are many results in the recent literature in which the authors deal with
differential or integral problems defined on unbounded intervals (see, for instance,
[48, 54, 114, 117, 118] and the references therein). The main difficulties which ap-
pear while dealing with this kind of problems arise as a consequence of the lack of
compactness of the domain. In particular, this makes it impossible to apply Ascoli-
Arzelá’s Theorem to prove the compactness of the operator. In all of the cited referen-
ces the authors solve this problem by means of the following relatively compactness
criterion (see [41, 121]) which involves some stability condition at ±∞:

Theorem 1 ([41, Section 2.12]). Let E be a Banach space and C(R, E) the space of
all bounded continuous functions x : R→ E. For a set D ⊂ C(R, E) to be relatively
compact, it is necessary and sufficient that:

1. D is uniformly bounded.

2. Functions from D are equicontinuous on every compact subinterval of [0,∞).

3. Functions from D are equiconvergent at +∞, that is, given ε > 0, there exists
T > 0 such that for all t ≥ T , we have that∥∥∥x(t)− lim

t→∞
x(t)

∥∥∥ < ε.

By using the previous result, the authors of the aforementioned references prove
the existence of solutions of differential or integral problems by means of either
Schauder’s fixed point Theorem (Theorem 1.2.3) or lower and upper solutions met-
hod.

In this Thesis we will show three different approaches to prove the existence of
solutions of both differential and integral problems on unbounded domains.

First, in Chapter 7, we will study a nonlinear resonant problem. The difficulties in
this kind of problems arise as a consequence of the noninvertibility of the differential
operator, which makes it impossible to transform it into an integral operator. We
will solve this problem by constructing a modified problem (whose solutions will be
solutions of the original one) which will be nonresonant. Then, we will define an
integral operator, we will prove its compactness by means of Theorem 1 and we will
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use the lower and upper solutions method to prove the existence of fixed points of the
aforementioned integral operator. All the results in this chapter are collected in [103].

In Chapter 8 we will solve the problem of the lack of compactness of the domain
by defining a new Banach space which will let us use Ascoli-Arzelá’s Theorem. Mo-
reover, this Banach space will include some asymptotic conditions which will make
it possible to predict not only the existence of solutions of the considered problems
but also its asymptotic behavior. In this chapter we present two different methods
to prove the existence of fixed points of integral operator: the first one based on the
fixed point index properties and the second one on spectral theory. The results in this
chapter can be found in [34] and [33].

Finally, Chapter 9 presents a problem which needs to be solved using diffe-
rent techniques. In particular, we will consider an initial value problem with a φ-
Laplacian. This problem will be singular, which makes it impossible to transform it
into an equivalent integral problem with a Green’s function as kernel. Therefore, we
will need to consider a different approach in order to prove the existence of soluti-
ons. In particular, we will focus our attention on unbounded solutions. Results in this
chapter are included in [131].
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Chapter 7

On Multi-point Resonant Problems
on the Half-line

In this chapter, we will deal with a nonlinear resonant problem defined on the
half-line.

Resonant problems have been studied for many years under a huge variety of
techniques: degree theory (see, for instance, [6, 53, 88, 124]), Lyapunov–Schmidt
arguments (see [105]), a Leggett–Williams theorem (see [58, 119]), fixed point and
fixed point index theories (see [5, 72, 79, 155]) or monotone methods together with
lower and upper solutions techniques (see [3]), among others.

The main problem when dealing with resonant problems is that the related Green’s
function does not exist. This makes it impossible to construct an equivalent integral
problem in the same way than in previous chapters. This issue is overcome applying
several techniques.

From a theoretical point of view, resonant problems can be formulated as an equa-
tion Lu = Nu, where L is a noninvertible operator. Once the problem is formulated
in such a way, if operators L and N satisfy certain conditions, the existence of a
solution can be ensured (see, for instance, [48, 85]).

Our approach will be different: we will construct a modified problem (which will
be shown to be equivalent to the original one) which will be nonresonant. Thus, this
modified problem will have a related Green’s function, so we will be able to transform
it into an equivalent integral problem. The fixed points of this integral operator will be
solutions of the aforementioned modified problem and, consequently, of the original
one. This technique is also applied in [23, 36].

Our construction of the modified problem will have a second important advantage
in order to find solutions of the nonlinear problem. What we will do is to construct
a problem whose related Green’s function belongs to L1[0,∞) ∩ L∞[0,∞) and this
will make it possible to ensure the compactness of the integral operator when the
nonlinearity satisfies either L1 or L∞-Carathéodory conditions. This way, we are able
to solve nonlinear problems defined on unbounded domains in which the nonlinearity
satisfies weaker properties than the ones usually required in the literature.

In this sense, we would also like to mention that this technique of modifying the
problem in order to obtain another one whose related Green’s function belongs to
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L1[0,∞) ∩ L∞[0,∞), is also applicable to problems without resonance. Thus, if we
used this idea in problems defined on unbounded domains like{

u(4)(t) + k u(t) = f(t, u(t), u′(t), u′′(t), u′′′(t)), t ∈ R,

u(±∞) = 0, u′(±∞) = 0,

considered in [118], we could prove the existence of solutions of this problem in case
that the nonlinearity satisfies L∞-Carathéodory conditions instead of L1-Carathéodory
ones. The same could be said about, for instance, the problem considered in [114].

All the results in this chapter are collected in [103].

7.1. Introduction

We will prove the existence of bounded solutions for the multi-point boundary
value problem 

u′′(t) = f(t, u(t), u′(t)), t ∈ [0,∞),

u(0) = 0, u′(+∞) =

m−1∑
i=1

αi u
′(ξi),

(7.1.1)

where αi > 0 and 0 = ξ1 < · · · < ξm−1 < +∞. We will assume that the coefficients
αi satisfy the following resonant condition

m−1∑
i=1

αi = 1. (7.1.2)

It is easy to check that, under condition (7.1.2), the homogeneous boundary value
problem related to (7.1.1),

u′′(t) = 0, t ∈ [0,∞),

u(0) = 0, u′(+∞) =

m−1∑
i=1

αi u
′(ξi),

has a nontrivial solution (in fact, every constant function is a solution of previous
problem), that is, (7.1.1) is a resonant problem.

In [85] the authors studied the problem
u′′(t) + f(t, u(t)) = 0, t ∈ [0,∞),

u(0) = 0, u′(+∞) =

m−1∑
i=1

αi u
′(ξi),

(7.1.3)
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also under condition (7.1.2). To deal with the resonant problem, they defined some
suitable operators L and N such that the solutions of (7.1.3) coincide with the solu-
tions of the equation Lu = N u. We must point out that operator L defined in this
reference is noninvertible. With this technique, they were able to find a solution in
the space

E =

{
u ∈ C[0,∞), u(0) = 0, sup

t∈[0,∞)

|u(t)|
1 + t

< +∞

}
,

so clearly that solution could be unbounded.
Our arguments apply a different technique to find bounded solutions for problem

(7.1.1). Moreover, we note that, on the contrary to [85], we allow the nonlinearity f
to depend on the first derivative of u.

In [48], a similar third order boundary value problem is considered, namely
u′′′(t) = f(t, u(t), u′(t), u′′(t)) = 0, t ∈ [0,∞),

u(0) = u′(0) = 0, u′′(+∞) =
m−2∑
i=1

αi u
′′(ξi),

coupled with the resonant condition

m−2∑
i=1

αi = 1.

The techniques used in [48] are basically the same than in [85] and, again, the authors
are able to find a solution which may be unbounded. On the other hand, they allow
the nonlinearity f to depend on all the derivatives up to the highest possible order but,
to do that, they ask for the following quite restrictive condition on the nonlinearity:

(H0) f : [0,+∞)× R3 → R is s2-Carathéodory, that is,

(i) f(·, u, v, w) is measurable for each (u, v, w) fixed.

(ii) f(t, ·, ·, ·) is continuous for a. e. t ∈ [0,∞).

(iii) For each r > 0 there exists ψr ∈ L1[0,∞) with t ψr, t2 ψr ∈ L1[0,∞)
such that

|f(t, u, v, w)| ≤ ψr(t),

for all (u, v, w) ∈ (−r, r)× (−r, r)× (−r, r) and a. e. t ∈ [0,∞).

185



On Multi-point Resonant Problems on the Half-line

In this chapter, we will look for solutions of problem (7.1.1) in the Banach space

X =

{
u ∈ C1[0,∞) : sup

t∈[0,∞)
|u(t)| <∞, sup

t∈[0,∞)
|u′(t)| <∞

}
equipped with the norm

‖u‖ = max
{
‖u‖∞, ‖u′‖∞

}
,

where
‖v‖∞ = sup

t∈[0,∞)
|v(t)|.

In order to deal with the lack of compactness of the setX , we will use Theorem 1.
Moreover, we will assume that at least one of the two following conditions holds:

(H1) The nonlinearity f : [0,∞) × R2 → R satisfies L1-Carathéodory condition,
that is,

(i) f(·, u, v) is measurable for each (u, v) fixed.

(ii) f(t, ·, ·) is continuous for a. e. t ∈ [0,∞).

(iii) For each r > 0 there exists ϕr ∈ L1[0,∞) such that

|f(t, u, v)| ≤ ϕr(t), ∀ (u, v) ∈ (−r, r)× (−r, r), a. e. t ∈ [0,∞).

(H2) The nonlinearity f : [0,∞) × R2 → R satisfies L∞-Carathéodory condition,
that is,

(i) f(·, u, v) is measurable for each (u, v) fixed.

(ii) f(t, ·, ·) is continuous for a. e. t ∈ [0,∞).

(iii) For each r > 0 there exists φr ∈ L∞[0,∞) such that

|f(t, u, v)| ≤ φr(t), ∀ (u, v) ∈ (−r, r)× (−r, r), a. e. t ∈ [0,∞).

We must point out that, although in this chapter we work with the second order
problem, the same techniques could be applied to the third order problem. In this
sense, we allow the nonlinearity f to depend on all the derivatives up to the highest
possible order but using either hypothesis (H1) or (H2), instead of (H0). This way,
our hypotheses are clearly much less restrictive than (H0) so our method improves
the results in [48].

Finally, to prove the existence of solutions we will consider two different results.
First of all we will use the very well-known Schauder’s fixed point Theorem (Theo-
rem 1.2.3).
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On the other hand, we will also give a result to prove the existence of solutions
based on the lower and upper solutions technique. To do that we need to introduce
the following definition:

Definition 7.1.1. A function α ∈ X is said to be a lower solution of problem (7.1.1)
if 

α′′(t) ≥ f(t, α(t), α′(t)), t ∈ [0,∞),

α(0) ≤ 0, α′(+∞) ≥
m−1∑
i=1

αi α
′(ξi).

A function β ∈ X is said to be an upper solution of (7.1.1) if the reversed inequalities
hold.

This chapter is divided into several sections: In Section 7.2, we construct an
auxiliary differential problem whose solutions are the same than those of problem
(7.1.1). In Section 7.3, this auxiliary problem is transformed into an integral one, for
which some bounded solutions are found. These solutions are showed to be solutions
of the original problem. Finally, Section 7.4 includes an example for which the results
in [85] can not be applied.

7.2. Construction of the Auxiliary Problem

We will construct now a modified problem, which will be equivalent to (7.1.1),
for which it is possible to construct the related Green’s function.

Indeed, consider the modified problem
u′′(t) + k u′(t) +M u(t) = 0, t ∈ [0,∞),

u(0) = 0, u′(+∞) =
m−1∑
i=1

αi u
′(ξi),

(7.2.1)

where k and M are positive constants such that k2 − 4M < 0 and

m−1∑
i=1

αi e
− k ξi

2

(
−k

2
sin (γ ξi) + γ cos (γ ξi)

)
6= 0,

with γ =
√

4M − k2.
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After detailed calculations, we obtain the explicit expression of the Green’s function
related to problem (7.2.1):

G(t, s) =
e−

k (t+s)
2

γ



− sin (γ t)hl(s), 0 ≤ t ≤ s, ξl−1 ≤ s < ξl,

0, 0 ≤ t ≤ s, ξm−1 ≤ s,

− sin (γ t)hl(s) + sin (γ (s− t)), 0 ≤ s < t, ξl−1 ≤ s < ξl,

sin (γ (s− t)), 0 ≤ s < t, ξm−1 ≤ s,

where

hl(s) =

m−1∑
i=l

αi e
− k ξi

2

(
−k

2 sin (γ (s− ξi)) + γ cos (γ (s− ξi))
)

m−1∑
i=1

αi e
− k ξi

2

(
−k

2 sin (γ ξi) + γ cos (γ ξi)
) .

The first derivative of the Green’s function is given by

∂G

∂t
(t, s)=

e−
k (t+s)

2

γ



(
k
2 sin (γ t)− γ cos (γ t)

)
hl(s), 0 ≤ t ≤ s, ξl−1 ≤ s < ξl,

0, 0 ≤ t ≤ s, ξm−1 ≤ s,(
k
2 sin (γ t)− γ cos (γ t)

)
hl(s)

−k2 sin (γ(s− t))− cos (γ(s− t)),
0 ≤ s < t, ξl−1 ≤ s < ξl,

−k2 sin (γ (s− t))− cos (γ (s− t)), 0 ≤ s < t, ξm−1 ≤ s.

Remark 7.2.1. It is easy to see that there exist two positive constants, C1 and C2,
such that

|G(t, s)| ≤ C1 e
− k(t+s)

2

and ∣∣∣∣∂ G∂ t (t, s)

∣∣∣∣ ≤ C2 e
− k(t+s)

2 ,

for all (t, s) ∈ [0,∞)× [0,∞).
As a consequence, it is clear that both G(t, ·) and ∂ G

∂ t (t, ·) belong to the space
L1[0,∞) ∩ L∞[0,∞) for all t ∈ [0,∞).

7.3. Main Results

Consider now the following integral operator T : X → X defined by

Tu(t) =

∫ ∞
0

G(t, s)
(
f(s, u(s), u′(s)) + k u′(s) +M u(s)

)
d s. (7.3.1)
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It is clear that solutions of problem (7.1.1) are fixed points of operator T .
We will prove now that operator T is compact.

Lemma 7.3.1. Assume that either (H1) or (H2) holds. Then operator T defined in
(7.3.1) is compact.

Proof. The proof will be divided into several steps.

Step 1: T is well-defined in X .
Given an arbitrary u ∈ X , we will prove that Tu ∈ X .
We will omit the proof that Tu ∈ C1[0,∞) as it can be deduced from the proof

of equicontinuity that we will present in Step 3.
We will see then that both |Tu| and |(Tu)′| are bounded on [0,∞). First, we will

make the proof in case that hypothesis (H1) holds. If u ∈ X , then there exists some
r > 0 such that ‖u‖ < r. Therefore, for all t ∈ [0,∞), it holds that

|Tu(t)| =
∣∣∣∣∫ ∞

0
G(t, s)

(
f(s, u(s), u′(s)) + k u′(s) +M u(s)

)
d s

∣∣∣∣
≤
∫ ∞

0
|G(t, s)|

(∣∣f(s, u(s), u′(s))
∣∣+ k

∣∣u′(s)∣∣+M |u(s)|
)

d s

≤
∫ ∞

0
|G(t, s)| (ϕr(s) + (k +M) r) d s

≤
∫ ∞

0
C1 e

− k(t+s)
2 (ϕr(s) + (k +M) r) d s

=C1 e
− kt

2

(∫ ∞
0

e−
ks
2 ϕr(s) d s+

2

k
(k +M) r

)
=C1 e

− kt
2

(∫ ∞
0

e−
ks
2 ϕr(s) d s+

(
2 +

2M

k

)
r

)

(7.3.2)

and, analogously, for t ∈ [0,∞),∣∣(Tu)′(t)
∣∣ =

∣∣∣∣∫ ∞
0

∂ G

∂ t
(t, s)

(
f(s, u(s), u′(s)) + k u′(s) +M u(s)

)
d s

∣∣∣∣
≤
∫ ∞

0

∣∣∣∣∂ G∂ t (t, s)

∣∣∣∣ (|f(s, u(s), u′(s))|+ k
∣∣u′(s)∣∣+M |u(s)|

)
d s

≤
∫ ∞

0

∣∣∣∣∂ G∂ t (t, s)

∣∣∣∣ (ϕr(s) + (k +M) r) d s

≤
∫ ∞

0
C2 e

− k(t+s)
2 (ϕr(s) + (k +M) r) d s

=C2 e
− kt

2

(∫ ∞
0

e−
ks
2 ϕr(s) d s+

(
2 +

2M

k

)
r

)
.

(7.3.3)
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Now, since ϕr ∈ L1[0,∞) and e−
ks
2 ∈ L∞[0,∞), it holds that the product

ϕr(s) e
− ks

2 ∈ L1[0,∞). Thus, it is clear that

sup
t∈[0,∞)

|Tu(t)| <∞ and sup
t∈[0,∞)

∣∣(Tu)′(t)
∣∣ <∞,

that is, Tu ∈ X .

On the other hand, if (H2) holds instead of (H1), following similar steps to the
previous case, we obtain the following upper bounds for |Tu(t)| and |(Tu)′(t)|:

|Tu(t)| ≤ C1 e
− kt

2

(∫ ∞
0

e−
ks
2 φr(s) d s+

(
2 +

2M

k

)
r

)

and

|(Tu)′(t)| ≤ C2 e
− kt

2

(∫ ∞
0

e−
ks
2 φr(s) d s+

(
2 +

2M

k

)
r

)
.

In this case φr ∈ L∞[0,∞) and, since e−
ks
2 ∈ L1[0,∞), we obtain that the

product φr(s) e−
ks
2 ∈ L1[0,∞). Therefore we conclude again that Tu ∈ X .

Step 2: T is a continuous operator.

We will detail the proof for the case in which (H1) holds. For (H2) the proof will
be analogous, with the obvious changes, as it occurred in Step 1.

Consider the sequence {un}n∈N ⊂ X and assume that it converges to u in X ,
that is,

lim
n→∞

un(t) = u(t) and lim
n→∞

u′n(t) = u′(t),

uniformly on t. Then, since f(t, ·, ·) is continuous for a. e. t ∈ [0,∞), it is deduced
that

lim
n→∞

f(s, un(s), u′n(s)) = f(s, u(s), u′(s)) for a. e. s ∈ [0,∞).

Let’s see that {Tun}n∈N converges to Tu in X .

Since {un}n∈N is convergent in X , there exists some r > 0 such that ‖un‖ < r
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for all n ∈ N. Now, if (H1) holds, we have for all t ≥ 0 that

|Tun(t)− Tu(t)| ≤
∫ ∞

0
|G(t, s)|

∣∣f(s, un(s), u′n(s))− f(s, u(s), u′(s))
∣∣ d s

+

∫ ∞
0
|G(t, s)|

(
k |u′n(s)− u′(s)|+M |un(s)− u(s)|

)
d s

≤C1

∫ ∞
0
e−

ks
2

∣∣f(s, un(s), u′n(s))− f(s, u(s), u′(s))
∣∣d s

+ C1

∫ ∞
0
e−

ks
2
(
k |u′n(s)− u′(s)|+M |un(s)− u(s)|

)
d s

≤C1

∫ ∞
0

e−
ks
2 (2ϕr(s) + 2 (k +M) r) d s <∞.

Then, we deduce from Lebesgue’s Dominated Convergence Theorem that

lim
n→∞

‖Tun − Tu‖∞

≤ lim
n→∞

C1

∫ ∞
0

e−
ks
2

∣∣f(s, un(s), u′n(s))− f(s, u(s), u′(s))
∣∣ d s

+ lim
n→∞

C1

∫ ∞
0

e−
ks
2
(
k |u′n(s)− u′(s)|+M |un(s)− u(s)|

)
d s

=C1

∫ ∞
0

lim
n→∞

e−
ks
2

∣∣f(s, un(s), u′n(s))− f(s, u(s), u′(s))
∣∣ d s

+ C1

∫ ∞
0

lim
n→∞

e−
ks
2
(
k |u′n(s)− u′(s)|+M |un(s)− u(s)|

)
d s = 0.

Analogously, we get that

lim
n→∞

∥∥(Tun)′ − (Tu)′
∥∥
∞

≤C2

∫ ∞
0

lim
n→∞

e−
ks
2

∣∣f(s, un(s), u′n(s))− f(s, u(s), u′(s))
∣∣ d s

+ C2

∫ ∞
0

lim
n→∞

e−
ks
2
(
k |u′n(s)− u′(s)|+M |un(s)− u(s)|

)
d s = 0.

Thus, {Tun}n∈N converges to Tu in X .

Step 3: T is compact.
Again, we will make the proof only for the case in which (H1) holds, being the

one with (H2) analogous.
Let B be a bounded subset of X , that is, there exists some r > 0 such that

‖u‖ < r, for all u ∈ B. Let us see that T (B) is relatively compact in X .
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(i) T (B) is uniformly bounded:

If u ∈ B, then, for t ∈ [0,∞),

|Tu(t)| ≤ C1 e
− kt

2

(∫ ∞
0

e−
ks
2 ϕr(s) d s+

(
2 +

2M

k

)
r

)
≤ C1

(∫ ∞
0

e−
ks
2 ϕr(s) d s+

(
2 +

2M

k

)
r

)
=: M1 > 0

and

|(Tu)′(t)| ≤ C2 e
− kt

2

(∫ ∞
0

e−
ks
2 ϕr(s) d s+

(
2 +

2M

k

)
r

)
≤ C2

(∫ ∞
0

e−
ks
2 ϕr(s) d s+

(
2 +

2M

k

)
r

)
=: M2 > 0.

Thus,
‖Tu‖ ≤ max{M1, M2},

for all u ∈ B, that is, T (B) is uniformly bounded.

(ii) T (B) is equicontinuous:

We will see that functions in T (B) are equicontinuous on [0,∞). Indeed, let
t1, t2 ∈ [0,∞) and assume that t1 > t2. Then,

|Tu(t1)− Tu(t2)|

≤
∫ ∞

0
|G(t1, s)−G(t2, s)|

(∣∣f(s, u(s), u′(s))
∣∣+ k

∣∣u′(s)∣∣+M |u(s)|
)

d s

≤
∫ ∞

0
|G(t1, s)−G(t2, s)| (ϕr(s) + (k +M) r) d s

=

∫ t2

0
|G(t1, s)−G(t2, s)| (ϕr(s) + (k +M) r) d s

+

∫ t1

t2

|G(t1, s)−G(t2, s)| (ϕr(s) + (k +M) r) d s

+

∫ ∞
t1

|G(t1, s)−G(t2, s)| (ϕr(s) + (k +M) r) d s.

(7.3.4)

We will find some suitable upper bounds for the difference |G(t1, s)−G(t2, s)|.
We will distinguish between three different cases.

1) For 0 ≤ t2 < t1 ≤ s, we have two possibilities:
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If ξl−1 ≤ s < ξl for some 2 ≤ l ≤ m− 1, then

|G(t1, s)−G(t2, s)|

=
1

γ
|hl(s)| e−

k s
2

∣∣∣−e− k t12 sin(γ t1) + e−
k t2
2 sin(γ t2)

∣∣∣ .
If s ≥ ξm−1, then

|G(t1, s)−G(t2, s)| = 0.

Moreover, we note that hl is uniformly bounded, that is, there exists some
positive constant C such that

|hl(s)| ≤ C, for all s ∈ [0,∞), 2 ≤ l ≤ m− 1.

Therefore, we can affirm that, for a given ε > 0, there exists some δ > 0 such
that if |t1 − t2| < δ then, for s ∈ (t1,∞), it holds that

|G(t1, s)−G(t2, s)| ≤ ε e−
k s
2 .

This implies that the third term of the last part of inequality (7.3.4) tends to zero
with independence of the function u ∈ B.

2) Similarly, for 0 ≤ s ≤ t2 < t1:

If ξl−1 ≤ s < ξl for some 2 ≤ l ≤ m− 1, then

|G(t1, s)−G(t2, s)|

≤ 1

γ
|hl(s)| e−

k s
2

∣∣∣−e− k t12 sin(γ t1) + e−
k t2
2 sin(γ t2)

∣∣∣
+

1

γ
e−

k s
2

∣∣∣e− k t12 sin(γ (s− t1))− e−
k t2
2 sin(γ (s− t2))

∣∣∣ .
Last term in the previous sum can be upperly bounded as follows∣∣∣e− k t12 sin(γ (s− t1))− e−

k t2
2 sin(γ (s− t2))

∣∣∣
≤ | sin(γ s)|

∣∣∣e− k t12 cos(γ t1)− e−
k t2
2 cos(γ t2)

∣∣∣
+ | cos(γ s)|

∣∣∣−e− k t12 sin(γ t1) + e−
k t2
2 sin(γ t2)

∣∣∣
≤
∣∣∣e− k t12 cos(γ t1)− e−

k t2
2 cos(γ t2)

∣∣∣
+
∣∣∣−e− k t12 sin(γ t1) + e−

k t2
2 sin(γ t2)

∣∣∣ .
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As a consequence,

|G(t1, s)−G(t2, s)|

≤ 1

γ
(|hl(s)|+ 1) e−

k s
2

∣∣∣−e− k t12 sin(γ t1) + e−
k t2
2 sin(γ t2)

∣∣∣
+

1

γ
e−

k s
2

∣∣∣e− k t12 cos(γ t1)− e−
k t2
2 cos(γ t2)

∣∣∣ .
If s ≥ ξm−1, then

|G(t1, s)−G(t2, s)|

=
1

γ
e−

k s
2

∣∣∣e− k t12 sin(γ (s− t1))− e−
k t2
2 sin(γ (s− t2))

∣∣∣
≤ 1

γ
e−

k s
2

∣∣∣e− k t12 cos(γ t1)− e−
k t2
2 cos(γ t2)

∣∣∣
+

1

γ
e−

k s
2

∣∣∣−e− k t12 sin(γ t1) + e−
k t2
2 sin(γ t2)

∣∣∣ .
Therefore, as in previous case, we can affirm that for a given ε > 0 there exists
some δ > 0 such that if |t1 − t2| < δ then, for s ∈ [0, t2), it holds that

|G(t1, s)−G(t2, s)| ≤ ε e−
k s
2 .

This implies that the first term of the last part of inequality (7.3.4) tends to zero
with independence of the function u ∈ B.

3) Finally, for 0 ≤ t2 ≤ s ≤ t1:

If ξl−1 ≤ s < ξl for some 2 ≤ l ≤ m− 1, then

|G(t1, s)−G(t2, s)|

≤ 1

γ
e−

ks
2 |hl(s)|

∣∣∣−e− kt12 sin(γt1) + e−
kt2
2 sin(γt2)

∣∣∣
+

1

γ
e−

ks
2

∣∣∣e− kt12 sin(γ(s− t1))
∣∣∣ .

If s ≥ ξm−1, then

|G(t1, s)−G(t2, s)| =
1

γ
e−

ks
2

∣∣∣e− kt12 sin(γ(s− t1))
∣∣∣ .
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Thus, when s ∈ [t2, t1], it holds that

|G(t1, s)−G(t2, s)| ≤ C̃ e−
ks
2 ,

for some positive constant C̃. This implies that

|G(t1, ·)−G(t2, ·)| (ϕr(·) + (k +M) r) ∈ L1[t1, t2]

for any t1, t2 ∈ [0,∞). Then it is clear that∫ t1

t2

|G(t1, s)−G(t2, s)| (ϕr(s) + (k +M) r) d s −−−−→
t1→t2

0

with independence of the function u ∈ B.

Thus we conclude that given ε > 0 there exists δ(ε) > 0 such that |t1− t2| < δ
implies that |Tu(t1)− Tu(t2)| < ε for all u ∈ B.

In a completely analogous way, finding suitable upper bounds for∣∣∣∣∂ G∂ t (t1, s)−
∂ G

∂ t
(t2, s)

∣∣∣∣ ,
it is possible to prove that given ε > 0 there exists δ(ε) > 0 such that if
|t1 − t2| < δ, then |(Tu)′(t1)− (Tu)′(t2)| < ε for all u ∈ B.

Therefore, T (B) is equicontinuous.

(iii) T (B) is equiconvergent at∞:

Given u ∈ B, it holds that∣∣∣Tu(t)− lim
t→∞

Tu(t)
∣∣∣

≤C1 e
− kt

2

(∫ ∞
0

e−
ks
2 ϕr(s) d s+

(
2 +

2M

k

)
r

)
+ lim
t→∞

C1 e
− kt

2

(∫ ∞
0

e−
ks
2 ϕr(s) d s+

(
2 +

2M

k

)
r

)
≤C1 e

− kt
2

(∫ ∞
0

e−
ks
2 ϕr(s) d s+

(
2 +

2M

k

)
r

)
and, since e−

ks
2 ϕr(s) ∈ L1[0,∞), it occurs that for every ε > 0 there exists

some N ∈ R such that it t > N , then∣∣∣Tu(t)− lim
t→∞

Tu(t)
∣∣∣ < ε.
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Analogously, we have that∣∣∣(Tu)′(t)− lim
t→∞

(Tu)′(t)
∣∣∣

≤C2 e
− kt

2

(∫ ∞
0

e−
ks
2 ϕr(s) ds+

(
2 +

2M

k

)
r

)
+ lim
t→∞

C2 e
− kt

2

(∫ ∞
0

e−
ks
2 ϕr(s) ds+

(
2 +

2M

k

)
r

)
≤C2 e

− kt
2

(∫ ∞
0

e−
ks
2 ϕr(s) ds+

(
2 +

2M

k

)
r

)
,

from where we deduce that for every ε > 0 there exists some Ñ ∈ R such that
it t > Ñ , then ∣∣∣(Tu)′(t)− lim

t→∞
(Tu)′(t)

∣∣∣ < ε.

Thus, T (B) is equiconvergent at∞.

Therefore, from Theorem 1 in Page 181, we conclude that T (B) is relatively
compact in X .

Now we will see our existence results.

Theorem 7.3.2. Let f : [0,∞) × R2 → R be such that there exists t0 ∈ [0,∞) for
which f(t0, 0, 0) 6= 0. Moreover, suppose that, for C1 and C2 given in Remark 7.2.1,
either

(H1) holds and, moreover, there exists some R > 0 such that

max{C1, C2}max

{
sup

t>ξm−1

e−
k t
2

∫ t

0

e−
k s
2 ϕR(s) d s,

∫ ξm−1

0

e−
k s
2 ϕR(s) d s

}

+ max{C1, C2} max

{
1

2
, 2
(

1− e−
k ξm−1

2

)}(
1 +

M

k

)
R < R,

(7.3.5)

or

(H2) holds and, moreover, there is R > 0 such that

max{C1, C2}max

{
sup

t>ξm−1

e−
k t
2

∫ t

0

e−
k s
2 φR(s) d s,

∫ ξm−1

0

e−
k s
2 φR(s) d s

}

+ max{C1, C2} max

{
1

2
, 2
(

1− e−
k ξm−1

2

)}(
1 +

M

k

)
R < R.
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Then problem (7.1.1) has at least a nontrivial solution u such that ‖u‖ ≤ R.

Proof. We will prove the first case, being the second one analogous.
Consider

D = {u ∈ X : ‖u‖ < R}.
If u ∈ D then,

|Tu(t)| ≤
∫ ∞

0
|G(t, s)| (ϕR(s) + (k +M)R) d s, ∀ t ∈ [0,∞),

and, since G(t, s) = 0 for s ≥ max{t, ξm−1},

|Tu(t)| ≤
∫ max{t, ξm−1}

0
|G(t, s)| (ϕR(s) + (k +M)R) d s, ∀ t ∈ [0,∞).

If t > ξm−1, previous expression leads to

|Tu(t)| ≤
∫ t

0
|G(t, s)| (ϕR(s) + (k +M)R) d s

≤ C1 e
− k t

2

∫ t

0
e−

k s
2 (ϕR(s) + (k +M)R) d s

≤ C1

(
e−

k t
2

∫ t

0
e−

k s
2 ϕR(s) d s+ 2 e−

k t
2

(
1− e−

k t
2

)(
1 +

M

k

)
R

)
≤ C1

(
e−

k t
2

∫ t

0
e−

k s
2 ϕR(s) d s+

1

2

(
1 +

M

k

)
R

)
.

On the other hand, if t ≤ ξm−1, we obtain that

|Tu(t)| ≤
∫ ξm−1

0
|G(t, s)| (ϕR(s) + (k +M)R) d s

≤ C1 e
− k t

2

∫ ξm−1

0
e−

k s
2 (ϕR(s) + (k +M)R) d s

≤ C1

(
e−

k t
2

∫ ξm−1

0
e−

k s
2 ϕR(s) d s+ 2 e−

k t
2

(
1− e−

k ξm−1
2

)(
1 +

M

k

)
R

)
≤ C1

(∫ ξm−1

0
e−

k s
2 ϕR(s) d s+ 2

(
1− e−

k ξm−1
2

)(
1 +

M

k

)
R

)
.

Therefore,

|Tu(t)| ≤C1 max

{
sup

t>ξm−1

e−
k t
2

∫ t

0
e−

k s
2 ϕR(s) d s,

∫ ξm−1

0
e−

k s
2 ϕR(s) d s

}

+ C1 max

{
1

2
, 2

(
1− e−

k ξm−1
2

)}(
1 +

M

k

)
R, ∀ t ∈ [0,∞).
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Analogously, it can be seen that

|(Tu)′(t)| ≤C2 max

{
sup

t>ξm−1

e−
k t
2

∫ t

0
e−

k s
2 ϕR(s) d s,

∫ ξm−1

0
e−

k s
2 ϕR(s) d s

}

+ C2 max

{
1

2
, 2

(
1− e−

k ξm−1
2

)}(
1 +

M

k

)
R, ∀ t ∈ [0,∞).

Thus, by (7.3.5),

‖Tu‖

≤ max{C1, C2}max

{
sup

t>ξm−1

e−
k t
2

∫ t

0
e−

k s
2 ϕR(s) d s,

∫ ξm−1

0
e−

k s
2 ϕR(s) d s

}

+ max{C1, C2}max

{
1

2
, 2

(
1− e−

k ξm−1
2

)}(
1 +

M

k

)
R < R,

that is, Tu ∈ D.
Therefore, T (D) ⊂ D and, from Schauder’s fixed point Theorem (Theorem 1.2.3),

operator T has at least one fixed point in D, which is a solution of problem (7.1.1).
Moreover, since there exists at least some t0 ∈ [0,∞) for which f(t0, 0, 0) 6= 0,

this solution can not be the trivial one.

Now, we will give another existence result based on the lower and upper solutions
technique. The proof will follow the line of [145]. Before formulating the theorem,
we will give a previous lemma that we will use in the proof.

Lemma 7.3.3 ([145, Lemma 2]). Let u ∈ C1(I), v, w ∈W 2,1(I) and define

p(t, u(t)) =


v(t), u(t) < v(t),

u(t), v(t) ≤ u(t) ≤ w(t),

w(t), u(t) > w(t).

Then, the two following properties hold:

1.
d

d t
p(t, u(t)) exists for a. e. t ∈ I .

2. If u, um ∈ C1(I) and um converges to u in C1(I), then

lim
m→∞

d

d t
p(t, um(t)) =

d

d t
p(t, u(t)), a. e. t ∈ I.
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Theorem 7.3.4. Let α, β ∈ X be lower and upper solutions of problem (7.1.1),
respectively, with

α(t) ≤ β(t), ∀ t ∈ [0,∞),

and denote
R̃ = max{‖α‖∞, ‖β‖∞, ‖α′‖∞, ‖β′‖∞}. (7.3.6)

Assume that, for C1 and C2 given in Remark 7.2.1, either

(H1) holds and, moreover, there exists some R > 0 such that

max{C1, C2}max

{
sup

t>ξm−1

e−
k t
2

∫ t

0

e−
k s
2 ϕmax{R,R̃}(s) d s,

∫ ξm−1

0

e−
k s
2 ϕmax{R,R̃}(s) d s

}

+ max{C1, C2}max

{
1

2
, 2
(

1− e−
k ξm−1

2

)}(
1 +

M

k

)
R < R.

or

(H2) holds and, moreover, there exists some R > 0 such that

max{C1, C2}max

{
sup

t>ξm−1

e−
k t
2

∫ t

0

e−
k s
2 φmax{R,R̃}(s) d s,

∫ ξm−1

0

e−
k s
2 φmax{R,R̃}(s) d s

}

+ max{C1, C2} max

{
1

2
, 2
(

1− e−
k ξm−1

2

)}(
1 +

M

k

)
R < R.

Then, problem (7.1.1) has a solution u ∈ X such that

α(t) ≤ u(t) ≤ β(t), ∀ t ∈ [0,∞).

Proof. We will prove the first case, being the second one analogous.
Let ε > 0 be such that

max{C1, C2}max

{
sup

t>ξm−1

e−
k t
2

∫ t

0

e−
k s
2 ϕmax{R,R̃}(s) d s,

∫ ξm−1

0

e−
k s
2 ϕmax{R,R̃}(s) d s

}

+ max{C1, C2}max

{
1

2
, 2
(

1− e−
k ξm−1

2

)}((
1 +

M

k

)
R+

ε

k

(
R+ R̃

))
< R.

Consider the modified problem

u′′(t) + k u′(t) +M u(t) = f

(
t, δ(t, u(t)),

d

d t
δ(t, u(t))

)
+ k u′(t)

+M u(t) + ε (u(t)− δ(t, u(t))) , t ∈ [0,∞),

u(0) = 0, u′(+∞) =
m−1∑
i=1

αi u
′(ξi),

(7.3.7)

199



On Multi-point Resonant Problems on the Half-line

where the function δ : [0,∞)× R→ R is given by

δ(t, u(t)) =


β(t), u(t) > β(t),

u(t), α(t) ≤ u(t) ≤ β(t),

α(t), u(t) < α(t).

Define now operator T ∗ : X → X by

T ∗u(t) =

∫ ∞
0

G(t, s) f

(
s, δ(s, u(s)),

d

d s
δ(s, u(s))

)
d s

+

∫ ∞
0

G(t, s)
(
k u′(s) +M u(s) + ε(u(s)− δ(s, u(s)))

)
d s.

From Lemma 7.3.3, we know that d
d s δ(s, u(s)) exists for a. e. t ∈ [0,∞). Thus,

Lemma 7.3.3 together with the Carathéodory condition on the nonlinearity, implies
that the first integral in previous expression is well-defined.

Following the same steps than in Lemma 7.3.1, it is easy to prove that if (H1)
holds, then T ∗ is well-defined in X and it is a compact operator.

Moreover, by (7.3.6), it is clear that

|δ(t, u(t))| ≤ R̃ and
∣∣∣∣ d

d t
δ(t, u(t))

∣∣∣∣ ≤ max{‖u‖, R̃} for all t ∈ [0,∞).

Thus, if we consider
D = {u ∈ X : ‖u‖ < R}

and u ∈ D then, following analogous steps to the proof of Theorem 7.3.2, it can be
deduced that

‖T ∗u‖

≤max{C1, C2}max

{
sup

t>ξm−1

e−
k t
2

∫ t

0

e−
k s
2 ϕmax{R,R̃}(s) d s,

∫ ξm−1

0

e−
k s
2 ϕmax{R,R̃}(s) d s

}

+ max{C1, C2}max

{
1

2
, 2
(

1− e−
k ξm−1

2

)}((
1 +

M

k

)
R+

ε

k

(
R+ R̃

))
< R,

that is, T ∗u ∈ D.
Therefore, T (D) ⊂ D and, from Theorem 1.2.3, T ∗ has at least one fixed point

in D, which is a solution of problem (7.3.7).
Finally, we will prove that this solution u of the modified problem (7.3.7) satisfies

that
α(t) ≤ u(t) ≤ β(t), ∀ t ∈ [0,∞),
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which implies that it is also a solution of problem (7.3.1).
Define v(t) = u(t)− β(t) and consider t0 ∈ [0,∞) ∪ {∞} such that

v(t0) := sup{v(t) : t ∈ [0,∞)}.

Suppose that v(t0) > 0. Then, since

v(0) = −β(0) ≤ 0,

necessarily t0 6= 0. Thus, there exists t ∈ [0,∞) such that

v(t) > 0 for t ∈ (t, t0) and v′(t) ≥ 0.

Now, using the facts that u is a solution of (7.3.7) and β is an upper solution of
problem (7.1.1), we obtain for t ∈ (t, t0) that

u′′(t) = f

(
t, δ(t, u(t)),

d

d t
δ(t, u(t))

)
+ ε (u(t)− δ(t, u(t)))

= f(t, β(t), β′(t)) + ε (u(t)− β(t)) ≥ β′′(t) + ε (u(t)− β(t)) .

Thus, we deduce that

v′′(t) = u′′(t)− β′′(t) ≥ ε (u(t)− β(t)) = ε v(t) > 0, t ∈ (t, t0),

which implies that v′ is strictly increasing on (t, t0). In particular, since v′(t) ≥ 0, it
occurs that v′ > 0 on (t, t0).

Now, the fact that v′ > 0 on (t, t0) implies that t0 =∞ and so

lim
t→∞

v′(t) > 0.

On the other hand, since v ∈ X ,

v(∞) = sup
t∈[0,∞)

v(t) = C ∈ R

and, using L’Hôpital’s Rule,

C = lim
t→∞

v(t) = lim
t→∞

et v(t)

et
= lim

t→∞

et v(t) + et v′(t)

et
= lim

t→∞
v(t) + v′(t)

= C + lim
t→∞

v′(t),

and we deduce that
lim
t→∞

v′(t) = 0,
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which is a contradiction.
Therefore

sup{v(t) : t ∈ [0,∞)} ≤ 0,

that is,
u(t) ≤ β(t), t ∈ [0,∞).

Analogously, it can be seen that

u(t) ≥ α(t), t ∈ [0,∞).

This way, we conclude that u is a solution of problem (7.1.1).

7.4. An Example

Let us consider the following boundary value problem:u
′′(t) =

1

1000
(2 + sin t) e−|u(t)| |1− u(t)|

(u(t))2 + 1

(
u′(t)− 1

)
, t ∈ [0,∞),

u(0) = 0, u′(+∞) = 0.11u′(0) + 0.89u′(0.11).

(7.4.1)

This problem is a particular case of (7.1.1) with

f(t, x, y) =
1

1000
(2 + sin t) e−|x|

|1− x|
x2 + 1

(y − 1),

m = 3, α1 = 0.11, α2 = 0.89, ξ1 = 0 and ξ2 = 0.11.
We have that for |x|, |y| < r, it holds that

|f(t, x, y)| ≤ 1

1000
(2 + sin t) (r + 1)2,

so we could take φr(t) = 1
1000 (2+sin t) (r+1)2 and hypothesis (H2) holds. We note

that, since φr /∈ L1[0,∞), results in [85] can not be applied to solve this problem.
Now, we will look for a pair of lower and upper solutions of problem (7.1.1) and

suitable values for k and M for which the hypotheses in Theorem 7.3.4 hold.
As lower and upper solutions we will take

α(t) =
3

400

(
−(t+ 1) e−t +

t2 − t
t2 + 1

)
and β(t) = 1, ∀ t ∈ [0,∞).

It can be checked that ‖α‖∞ ≈ 0.0087, ‖α′‖∞ ≈ 0.0065 and ‖β‖∞ = 1,
‖β′‖∞ = 0. Therefore, we obtain that R̃ given in (7.3.6) is

R̃ = 1.
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Moreover, for M = 0.35 and k = 0.86, we obtain the following approximations for
C1 and C2:

C1 ≈ 1.2305, C2 ≈ 1.3395.

Therefore,

max{C1, C2} max

{
1

2
, 2

(
1− e−

k ξm−1
2

)}(
1 +

M

k

)
≈ 0.9423.

On the other hand,∫ ξm−1

0
e−

k s
2 φ

max{R,R̃}(s) d s ≈ 0.00022
(

max{R, R̃}+ 1
)2

and

sup
t>ξm−1

e−
k t
2

∫ t

0
e−

k s
2 φ

max{R,R̃}(s) d s ≈ 0.00174
(

max{R, R̃}+ 1
)2
.

This way, we may approximate

max{C1, C2}max

{
sup

t>ξm−1

e−
k t
2

∫ t

0

e−
k s
2 φmax{R,R̃}(s) d s,

∫ ξm−1

0

e−
k s
2 φmax{R,R̃}(s) d s

}

+ max{C1, C2} max

{
1

2
, 2
(

1− e−
k ξm−1

2

)}(
1 +

M

k

)
R

≈ 0.00233 (max{R, 1}+ 1)
2

+ 0.9423R,

and it can be seen that for R ∈ (R0, R1), with R0 ≈ 0.1615 and R1 ≈ 22.7199, it
holds that

0.00233 (max{R, 1}+ 1)2 + 0.9423R < R.

Thus, we have proved the existence of a solution u of problem (7.4.1) such that

3

400

(
−(t+ 1) e−t +

t2 − t
t2 + 1

)
≤ u(t) ≤ 1, ∀ t ∈ [0,∞).

Since α(t) > 0 for t ∈ (t1,∞), with t1 ≈ 2.01, this solution is nontrivial.
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Chapter 8

Existence of Solutions of Integral
Equations with Asymptotic

Conditions

8.1. Introduction

In this chapter we will study the existence of fixed points of integral operators of
the form

Tu(t) = p(t) +

∫ ∞
−∞

k(t, s) η(s) f(s, u(s)) d s,

that is, defined on unbounded domains.
As it has been mentioned before, the main problem when dealing with this kind

of problems arise as a consequence of the lack of compactness of the domain, which
causes difficulties for proving the compactness of the operator. In particular, when
the domain is unbounded, it is not possible to apply Ascoli-Arzelà’s Theorem (Theo-
rem 1.2.2) to prove the compactness of the operator, as we have made in Chapters 4,
5 and 6. The most common way of solving this problem involves the compactness
criterion given in Theorem 1 in Page 181, which has been used in Chapter 7.

In this chapter, we will deal with the problem of compactness of the integral
operator using a different strategy: we will define a suitable Banach space, which
will be proved to be isometrically isomorphic to the compact space

Cn(R,R) :=

{
f : R→ R : f |R ∈ Cn(R,R), ∃ lim

t→±∞
f (j)(t) ∈ R, j = 0, . . . , n

}
.

This isomorphism will allow us to apply Ascoli-Arzelà’s Theorem to our Banach
space instead of using Theorem 1.

Moreover, the Banach space that we will define will include some condition
which will ensure a certain asymptotic behavior of the solutions of the problem.

Once we have constructed the aforementioned Banach space and proved the com-
pactness of the integral operator T in such Banach space, we will show the existence
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of fixed points of T via two different approaches. First of them, which will be gi-
ven in Section 8.4, will be based on the fixed point index theory in abstract cones.
The second one, developed in Section 8.5, will make use of spectral theory. As we
will show later with two examples, our two methods are not comparable but comple-
mentary, making it possible to deal with different kinds of differential and integral
problems defined on unbounded domains, either with more restrictive conditions on
the linear part (the kernel, k) or on the nonlinear one (the nonlinearity, f ).

The chapter is divided in the following way: in Section 8.2 we present a physical
problem which motivates the importance of the asymptotic behavior of solutions of a
differential equation. In Section 8.3 we first summarize some classical definitions of
asymptotic behavior and then define a suitable Banach space (in which we will look
for solutions of our integral problem) and study its properties. Section 8.4 includes
results of existence of fixed points of integral equations by means of the theory of
fixed point index in abstract cones. In particular, in Subsection 8.4.1 we will recon-
sider the physical problem presented in Section 8.2 and we will solve it by using the
results given in Section 8.4. It can be seen that these examples could not be solved
with the method developed in Section 8.5. Finally, Section 8.5 contains results of ex-
istence of fixed points of integral equations via spectral theory and shows an example
which can be solved with this theory but not with the one given in Section 8.4.

All the results regarding the method developed in Section 8.4 are collected in
[34], meanwhile all the results in Section 8.5 can be found in [33].

8.2. Motivation

In many contexts it is interesting to anticipate the asymptotic behavior of the solu-
tion of a differential problem. For instance, consider the classical projectile equation
that describes the motion of an object that is launched vertically from the surface of
a planet towards deep space (see [77]). This situation is modelled with the following
equation: 

u′′(t) = − g R2

(u(t) +R)2
, t ∈ [0,∞),

u(0) = 0, u′(0) = v0,

(8.2.1)

where u denotes the distance from the surface of the planet, R is the radius of the
planet, g is the surface gravity constant and v0 the initial velocity.

Clearly, if v0 is not big enough, the projectile will reach a maximum height, at
which u′ will be zero, and then fall. Hence, in order to compute the minimum initial
velocity necessary for the projectile to escape the planet’s gravity (which is called
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escape velocity), it is enough to consider that, in such a case,

lim
t→∞

u(t) =∞ and v∞ := lim
t→∞

u′(t) = 0.

Then, multiplying both sides of the equation in (8.2.1) by u′ and integrating between
0 and t, we obtain

1

2

(
(u′(t))2 − v2

0

)
= g R2

(
1

R+ u(t)
− 1

R

)
.

Thus, taking the limit when t → ∞, we get −v2
0/2 = −gR, that is, the escape

velocity is
vs =

√
2 gR.

Observe that, with v0 = vs, we have that

u′(t) =

√
2 gR2

u(t) +R
.

Using the same argument, for any initial velocity higher than vs, when the projectile
is far enough from the planet, it should drift away at constant velocity given by

v∞ =
√
v2

0 − 2 gR.

Moreover, the solution of (8.2.1) has a very interesting asymptotic behavior. For
v0 > vs, as it was previously said, it is asymptotically linear. This can be checked
using L’Hôpital’s rule:

lim
t→∞

u(t)

t
= lim

t→∞
u′(t) = v∞.

On the other hand, in the particular case v0 = vs we have that v∞ = 0 and

lim
t→∞

u(t)

t
2
3

=

[
lim
t→∞

u(t)
3
2

t

] 2
3

=

[
3

2
lim
t→∞

u(t)
1
2 u′(t)

] 2
3

=

[
3

2
lim
t→∞

u(t)
1
2

√
2 gR2

u(t) +R

] 2
3

=

[
3

2

√
2 gR2

] 2
3

=

(
3

2

) 2
3

3
√

2 gR2.

In a more realistic setting, with a self propelled projectile, we could consider the
following equation to model its motion:

u′′(t) = − gR2

(u(t) +R)2
+ h(t, u(t))− ρ(u(t))u′(t), t ∈ [0,∞),

u(0) = 0, u′(0) = v0,

(8.2.2)
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where h(t, y) is the acceleration generated by the propulsion system of the rocket
(which depends on time and also height, since different phases of the launch re-
quire different propulsion systems) and ρ is the friction coefficient, which depends
on height since it is related to atmospheric drag. The friction term is expected to not
affect the asymptotic behavior of the solution (the atmosphere is finite, and therefore
ρ has compact support), so it would be interesting to study for what kinds of h it
would be reasonable to expect the same asymptotic behavior as that of the solution of
(8.2.1). In any case, we would have to define first what we understand by asymptotic
behavior.

8.3. Asymptotic Behavior

8.3.1. Classical Ways of Dealing with Asymptotic Behavior

Asymptotic behavior, always associated to perturbation theory in Physics, has
been studied for a long time in an abstract mathematical way. For instance, if we go
to the book of G. H. Hardy Orders of Infinity ([73]), we find the following notions:

“Let us suppose that f and ϕ are two functions of the continuous va-
riable x, defined for all values of x greater than a given value x0. Let
us suppose further that f and ϕ are positive, continuous, and steadily
increasing functions which tend to infinity with x; and let us consider
the ratio f/ϕ. We must distinguish four cases:

If f/ϕ → ∞ with x, we shall say that the rate of increase, or
simply the increase, of f is greater than that of ϕ, and shall write

f � ϕ.

If f/ϕ→ 0, we shall say that the increase of f is less than that of
ϕ, and write

f ≺ ϕ.

If f/ϕ remains, for all values of x however large, between two
fixed positive numbers δ, ∆, so that 0 < δ < f/ϕ < ∆, we shall
say that the increase of f is equal to that of ϕ , and write

f � ϕ.

It may happen, in this case, that f/ϕ actually tends to a definite
limit. If this is so, we shall write

f −� ϕ.
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Finally, if this limit is unity, we shall write

f ∼ ϕ.

If a positive constant d can be found such that f > dϕ for all
sufficiently large values of x, we shall write

f < ϕ;

and if a positive constant ∆ can be found such that f < ∆ϕ for
all sufficiently large values of x, we shall write

f 4 ϕ.”

Hence, it is clear that there are several ways to approach this issue. The case of
f 4 ϕ (also written as f = O(ϕ) in the notation of Landau) is the one used in the
study of computational complexity (see [135]).

On the other hand, we find this kind of asymptotic behavior in fading memory
spaces (see [95]), but also in weighted spaces (see [134]), where the comportment
can also be that associated to f ≺ ϕ, noted as f = o(ϕ) as well (see [135]).

The aforementioned notions of asymptotic behavior are connected through the
exponential map to their corresponding ones using the difference instead of the quo-
tient. To be explicit, consider the exponential map

exp: C(R,R) −→ C(R,R+)

f 7−→ ef ,

where R+ = (0,∞). Thus, for every f, ϕ ∈ C(R,R),

lim
x→∞

(f − ϕ) =∞ if and only if ef � eϕ.

lim
x→∞

(f − ϕ) = −∞ if and only if ef ≺ eϕ.

|f − ϕ| is bounded if and only if ef � eϕ.

lim
x→∞

(f − ϕ) = L ∈ R if and only if ef −� eϕ.

lim
x→∞

(f − ϕ) = 0 if and only if ef ∼ eϕ.

A constant d ∈ R can be found such that f − ϕ > d for all sufficiently large
values of x if and only if ef < eϕ.
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Existence of Solutions of Integral Equations with Asymptotic Conditions

A constant ∆ ∈ R can be found such that f − ϕ < ∆ for all sufficiently large
values of x if and only if ef 4 eϕ.

Needless to say, the all of the aforementioned definitions can be applied to non
necessarily positive functions with due precautions.

In this work we will center our discussion in the case f −�ϕ. In order to do so, we
will need a conveniently defined Banach space.

8.3.2. The Space of Continuously n-Differentiable ϕ-Extensions to In-
finity

Consider the space R := [−∞,∞] with the compact topology, that is, the topo-
logy generated by the basis

{B(a, r) : a ∈ R, r ∈ R+} ∪ {[−∞, a) : a ∈ R} ∪ {(a,∞] : a ∈ R},

where, as usual, B(a, r) = (a− r, a+ r).
With this topology, R is homeomorphic to any compact interval of R with the

relative topology inherited from the usual topology of R.
It is easy to check that C(R,R) is a Banach space with the usual supremum norm.

In a similar way, for n ∈ N, we define

Cn(R,R) :=

{
f : R→ R : f |R ∈ Cn(R,R), ∃ lim

t→±∞
f (j)(t) ∈ R, j = 0, . . . , n

}
.

It holds that Cn(R,R), n ∈ N, is a Banach space with the norm

‖f‖(n) := sup
{∥∥f (k)

∥∥
∞ : k = 0, . . . , n

}
.

Take now ϕ ∈ Cn(R,R+) and define the space of continuously n-differentiable
ϕ-extensions to infinity

C̃nϕ ≡ C̃nϕ(R,R) =
{
f ∈ Cn(R,R) : ∃ f̃ ∈ Cn(R,R), f = ϕ · f̃ |R

}
.

We define the induced norm

‖f‖ϕ :=
∥∥f̃∥∥

(n)
, f ∈ C̃ϕ.

Remark 8.3.1. ‖ · ‖ϕ is well-defined, since the extension f̃ is unique for every f .
Indeed, assume there are f̃1, f̃2 such that f̃1 ϕ = f̃2 ϕ = f in R. Since R is dense in
R and f̃1 and f̃2 are continuous, f̃1 = f̃2.

On the other hand, for every f̃ ∈ Cn(R,R) there exists a unique f ∈ C̃nϕ such
that f̃ |R ϕ = f (just define f := f̃ ϕ in R).
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The previous remark shows that there is an isometric isomorphism between the
Banach spaces Cn(R,R) and C̃nϕ, namely

Φ : Cn(R,R) −→ C̃nϕ
f̃ 7−→ Φ(f̃) = f̃ |R ϕ,

whose inverse isomorphism is

Φ−1 : C̃nϕ −→ Cn(R,R)

f 7−→ Φ−1(f) = f/ϕ.

Furthermore, Ascoli-Arzelà’s Theorem (Theorem 1.2.2) applies to Cn(R,R) since
R is a Hausdorff compact topological space and R is a complete metric space. Using
Φ we can apply the theorem to C̃nϕ.

If we write this result in terms of C̃nϕ using the isomorphism Φ we get the follo-
wing theorem.

Theorem 8.3.2. F ⊂ C̃nϕ has compact closure if and only if the two following condi-
tions are satisfied:

For each t ∈ R, the set
{
f̃(t), f ∈ F

}
has compact closure or, which is the

same (since f̃(t) ∈ R),
{
f̃(t), f ∈ F

}
is bounded, that is, for each t ∈ R

there exists some constant M > 0 such that∣∣∣∣∣∂j f̃∂tj (t)

∣∣∣∣∣ =

∣∣∣∣∂j(f/ϕ)

∂tj
(t)

∣∣∣∣ ≤M <∞,

for all j = 0, . . . , n and f ∈ F .

F is equicontinuous, that is, for all ε ∈ R+ there exists some δ ∈ R+ such that∣∣∣∣∣∂j f̃∂tj (r)− ∂j f̃

∂tj
(s)

∣∣∣∣∣ =

∣∣∣∣∂j(f/ϕ)

∂tj
(r)− ∂j(f/ϕ)

∂tj
(s)

∣∣∣∣ < ε,

for all j = 0, . . . , n, f ∈ F and r, s ∈ R such that |r − s| < δ.

Proof. Let

F̃ (j) :=
{

(f/ϕ)(j) : f ∈ F
}
⊂ C(R,R), j = 0, . . . , n.

Since
‖f‖(n) := sup

{∥∥f (k)
∥∥
∞ : k = 0, . . . , n

}
,

F has compact closure in C̃nϕ if and only if F̃ (j) have compact closure in C(R,R) for
j = 0, . . . , n. By Ascoli-Arzelà’s Theorem, this happens if and only if:
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Existence of Solutions of Integral Equations with Asymptotic Conditions

For each t ∈ R, the set {f(t) : f ∈ F (j)} has compact closure for every
j = 0, . . . , n.

F̃ (j) is equicontinuous for j = 0, . . . , n.

Remark 8.3.3. Observe that, if f ∈ C(R,R) and f |R ∈ Cn(R,R), then

lim
t→±∞

f (k)(t) = 0 for every k = 1, . . . , n

since f is asymptotically constant. Hence, f ∈ Cn(R,R).

Remark 8.3.4. Although Cn(R,R) and C̃nϕ are isometrically isomorphic as Banach
spaces, Cn(R,R) is a Banach algebra but C̃nϕ is not. In fact, we have that C̃nϕ is a
Cn(R,R)-module satisfying that

‖f g‖ϕ ≤ max
j=0,...,n

j∑
k=0

(
j

k

)∥∥(f/ϕ)(k)
∥∥
∞
∥∥g(j−k)

∥∥
∞ ≤ 2n ‖f/ϕ‖(n) ‖g‖(n)

= 2n ‖f‖ϕ ‖g‖(n)

for every f ∈ C̃nϕ, g ∈ Cn(R,R).

Similarly, we can work on intervals of the form [a,∞) (or (−∞, a]) instead of
R. In such a case we obtain the Banach space C̃nϕ([a,∞)) (or C̃nϕ((−∞, a])).

It is easy to construct an inclusion of C̃nϕ([a,∞)) into C̃nϕ using cutoff functions,
so C̃nϕ([a,∞)) is a Banach subspace of C̃nϕ.

Moreover, it is important to point out that the function ϕ given to define C̃nϕ is
not unique. In fact, we can always choose another one with better properties than the
given ϕ.

Theorem 8.3.5. The following assertions hold:

1. For every ϕ ∈ Cn(R,R+) there exists ψ ∈ C∞(R,R+) such that C̃nϕ = C̃nψ.

2. Let ϕ1, ϕ2 ∈ Cn(R,R+). If C̃kϕ1
= C̃kϕ2

for some k ∈ {0, . . . , n}, then
C̃jϕ1 = C̃jϕ2 for every j ∈ {0, . . . , n}.

Proof. 1. For every k ∈ Z, let

εk :=
minϕ|[k,k+1]

|k|+ 1
.
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The Weierstrass Approximation Theorem guarantees the existence of

ϕk ∈ C∞([k, k + 1],R+)

such that
‖ϕ|[k,k+1] − ϕk‖∞ < min{εk, εk−1}. (8.3.1)

Let k ∈ Z be fixed. We know that ϕ is continuous at k, so there is δk ∈
(
0, 1

2

)
such that

|ϕ(t)− ϕ(k)| < min{εk, εk−1}, for every t ∈ [k − δk, k + δk]. (8.3.2)

Now, define

ρ(t) :=


1, t = 0,

e
− t2

1−t2
(

1− e−
1
t2

)
, t ∈ (0, 1),

0, t = 1.

It is easy to check that ρ ∈ C∞([0, 1], [0, 1]), ρ(j)(0) = ρ(j)(1) = 0, j ∈ N. Now
consider the functions

ψk(t):=


ϕk(k + δk) +

∫ t

k+δk

ϕ′k(s)ρ
(
k+δk−s
γk,1

)
d s, t∈ [ak, k + δk],

ϕk(t), t∈(k+δk, k+1−δk+1),

ϕk(k+1−δk+1)+

∫ t

k+1−δk+1

ϕ′k−1(s)ρ
(
s−(k+1−δk+1)

γk,2

)
d s, t∈ [k + 1− δk+1, bk],

for every k ∈ N, where
ak := k + δk − γk,1,

bk := k + 1− δk+1 + γk,2,

and
γk,1 ∈ (0, δk), γk,2 ∈ (0, δk+1).

We have that ψk ∈ C∞([ak, bk]) and ψ(j)
k (ak) = ψ

(j)
k (bk) = 0 for every j ∈ N.

Also, for γk,1 and γk,2 sufficiently small, we have that

|ϕk(t)− ψk(t)| < min{εk, εk−1}, for t ∈ [ak, bk]. (8.3.3)

Hence, define

ψ(t) :=

ψk(t), t∈ [ak, bk), k∈Z,

ψk(bk) + [ψk+1(ak+1)− ψk(bk)] ρ
(
ak+1−t
ak+1−bk

)
, t∈ [bk, ak+1), k∈Z.
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It holds that ψ ∈ C∞(R,R+) and in the sets [bk, ak+1], k ∈ Z, we have that

|ψ(t)− ϕ(t)| =
∣∣∣ψk(bk) + [ψk+1(ak+1)− ψk(bk)]ρ

(
ak+1−t
ak+1−bk

)
− ϕ(t)

∣∣∣
=
∣∣∣ψk(bk)−ϕk(bk)+ [ψk+1(ak+1)−ψk(bk)] ρ

(
ak+1−t
ak+1−bk

)
+ ϕk(bk)− ϕ(bk)+ ϕ(bk)− ϕ(t)

∣∣∣
≤ |ψk(bk)− ϕk(bk)|+ |ψk+1(ak+1)− ψk(bk)|+ |ϕk(bk)− ϕ(bk)|+ |ϕ(bk)− ϕ(t)|.

Now, using (8.3.1) and (8.3.3),

|ψ(t)− ϕ(t)| < 2 εk + |ψk+1(ak+1)− ψk(bk)|+ |ϕ(bk)− ϕ(t)|

≤ 2 εk + |ψk+1(ak+1)− ψk(bk)|+ |ϕ(bk)− ϕ(k + 1)|+ |ϕ(k + 1)− ϕ(t)|,

and, from (8.3.2),

|ψ(t)− ϕ(t)| < 4 εk + |ψk+1(ak+1)− ψk(bk)|

≤ 4 εk + |ψk+1(ak+1)− ϕk+1(ak+1)|+ |ϕk+1(ak+1)− ϕk(bk)|+ |ϕk(bk)− ψk(bk)|.

Using again (8.3.3), we get that

|ψ(t)− ϕ(t)| < 6 εk + |ϕk+1(ak+1)− ϕk(bk)|

≤ 6 εk + |ϕk+1(ak+1)− ϕ(ak+1)|+ |ϕ(ak+1)− ϕ(k + 1)|+ |ϕ(k + 1)− ϕ(bk)|

+ |ϕ(bk)− ϕk(bk)|,

and, from (8.3.1) and (8.3.2), we conclude that

|ψ(t)− ϕ(t)| < 10 εk = 10
minϕ|[k,k+1]

|k|+ 1
, for every t ∈ [k, k + 1], k ∈ Z.

Now, for every t ∈ [k, k + 1], |k| > 10,

|ψ(t)| > |ϕ(t)| − 10
minϕ|[k,k+1]

|k|+ 1
.

Thus,

|ϕ(t)− ψ(t)|
|ψ(t)|

<
10 minϕ|[k,k+1]

(|k|+ 1) |ψ(t)|
<

10 minϕ|[k,k+1]

(|k|+ 1)
(
|ϕ(t)| − 10 minϕ|[k,k+1]

|k|+1

)
=

10

(|k|+ 1) |ϕ(t)|
minϕ|[k,k+1]

− 10
≤ 10

|k| − 9
.

This fact allows us to prove that

lim
t→±∞

∣∣∣∣ϕ(t)

ψ(t)
− 1

∣∣∣∣ = lim
t→±∞

|ϕ(t)− ψ(t)|
|ψ(t)|

≤ lim
|k|→∞

10

|k| − 9
= 0.
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Hence,

lim
t→±∞

ϕ(t)

ψ(t)
= lim

t→±∞

ψ(t)

ϕ(t)
= 1.

Therefore, if f ∈ C̃nϕ,

lim
t→±∞

f(t)

ψ(t)
= lim

t→±∞

f(t)

ϕ(t)

ϕ(t)

ψ(t)
= lim

t→±∞

f(t)

ϕ(t)
lim

t→±∞

ϕ(t)

ψ(t)
= f̃(±∞).

Thus, f ∈ C̃nψ. The other inclusion is analogous, so C̃nϕ = C̃nψ.

2. By definition, ϕ2 ∈ C̃kϕ2
= C̃kϕ1

, so there exists f̃ϕ2 ∈ Ck(R,R) such that
ϕ2 = ϕ1 f̃ϕ2 |R. By Remark 8.3.3, we have that f̃ϕ2 ∈ Cn(R,R).

Hence, for j ∈ {0, . . . , n} and f ∈ C̃jϕ2 , there exists f̃2 ∈ Cj(R,R) such

that f = ϕ2 f̃2|R = ϕ1

(
f̃ϕ2 f̃2

)
|R. Therefore, we show that f ∈ C̃jϕ1 and thus

C̃jϕ2 ⊂ C̃
j
ϕ1 . Analogously, C̃jϕ1 ⊂ C̃

j
ϕ2 and so C̃jϕ2 = C̃jϕ1 .

Remark 8.3.6. Theorem 8.3.5 allows us to consider spaces of the form C̃nϕ even
when ϕ ∈ C(R,R+) is not differentiable. In order to do so, we just pick a function
ψ ∈ C∞(R,R+) to represent the space C̃nϕ = C̃nψ and consider C̃nψ. Furthermore,

Theorem 8.3.5 implies that C̃nψ does not depend of the choice of ψ.

8.3.3. Comparison with Other Spaces

Take ϕ ∈ C(R,R+). We can define two types of weighted spaces:

C∗ϕ(R) :=

{
f ∈ C(R,R) : lim

x→±∞

f(x)

ϕ(x)
= 0

}
and

CBϕ(R) :=

{
f ∈ C(R,R) :

f

ϕ
is bounded

}
.

Both of them are Banach spaces with the norm ‖f‖ϕ =
∥∥∥ fϕ∥∥∥∞.

Furthermore, define

ϕ1(x) :=


0, x > 1,

min {ϕ(x), ϕ(0)(1− x)} , x ∈ [0, 1],

ϕ(x), x < 0,

215



Existence of Solutions of Integral Equations with Asymptotic Conditions

and

ϕ2(x) :=


0, x < 0,

min {ϕ(x), ϕ(1)x} , x ∈ [0, 1],

ϕ(x), x > 1.

ϕ1 and ϕ2 are continuous and we may define the linear map

Ξ: C∗ϕ(R)⊕ R2 −→ C̃ϕ(R)

(f, a, b) 7−→ f + aϕ1 + b ϕ2.

If we define on C∗ϕ(R)⊕ R2 the norm

‖(f, a, b)‖ = ‖f‖ϕ + |a|+ |b|,

we have that ‖Ξ(f, a, b)‖ϕ ≤ ‖(f, a, b)‖, so Ξ is continuous.
Moreover, Ξ is invertible. Just consider

Ξ−1(f) =

(
f−
(

lim
x→−∞

f(x)

ϕ(x)

)
ϕ1 −

(
lim
x→∞

f(x)

ϕ(x)

)
ϕ2, lim

x→−∞

f(x)

ϕ(x)
, lim
x→∞

f(x)

ϕ(x)

)
,

and, furthermore,

‖Ξ−1(f)‖

=

∥∥∥∥f − ( lim
x→−∞

f(x)

ϕ(x)

)
ϕ1 −

(
lim
x→∞

f(x)

ϕ(x)

)
ϕ2

∥∥∥∥
ϕ

+

∣∣∣∣ lim
x→−∞

f(x)

ϕ(x)

∣∣∣∣+

∣∣∣∣ lim
x→∞

f(x)

ϕ(x)

∣∣∣∣
≤ ‖f‖ϕ +

∣∣∣∣ lim
x→−∞

f(x)

ϕ(x)

∣∣∣∣ ‖ϕ1‖ϕ +

∣∣∣∣ lim
x→∞

f(x)

ϕ(x)

∣∣∣∣ ‖ϕ2‖ϕ +

∣∣∣∣ lim
x→−∞

f(x)

ϕ(x)

∣∣∣∣+

∣∣∣∣ lim
x→∞

f(x)

ϕ(x)

∣∣∣∣
≤‖f‖ϕ + 2

∣∣∣∣ lim
x→−∞

f(x)

ϕ(x)

∣∣∣∣+ 2

∣∣∣∣ lim
x→∞

f(x)

ϕ(x)

∣∣∣∣ ≤ 5 ‖f‖ϕ,

so C∗ϕ(R)⊕ R2 and C̃ϕ(R) are isomorphic Banach spaces (up to equivalent norms).
On the the other hand, C̃ϕ(R) is a closed subspace of CBϕ(R). Unfortunately

C̃ϕ(R) has no clear complement subspace in CBϕ(R) as in the case of C∗ϕ(R) in
CBϕ(R).

Furthermore, in the case of CBϕ(R), the domain of its functions is unbounded,
but cannot be compactified in a meaningful way preserving the behavior of the functi-
ons, so we would have to use Theorem 1 instead of Theorem 8.3.2 in order to work
with it.

Moreover, when looking for solutions of differential or integral problems, it is
clear that if we assure that these solutions are in the space C̃nϕ, we will have a much
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more precise information about their asymptotic behavior than when we find them
in the space CBϕ(R). This reason, together with the possibility of applying Ascoli-
Arzelà’s Theorem, is why we find more convenient to use the space C̃nϕ instead of
CBϕ(R).

8.4. Fixed Points of Integral Equations

In this section we will develop our first method to prove the existence of fixed
points of the integral operator T given by

Tu(t) := p(t) +

∫ ∞
−∞

k(t, s) η(s) f(s, u(s)) d s. (8.4.1)

As we have mentioned before, this method will be based on the fixed point index
theory on abstract cones. In particular, given ϕ ∈ Cn(R,R+), we will work with
cones of functions in the space C̃nϕ. This way, we will obtain solutions with a certain
asymptotic behavior.

To do this, we will follow the line of [56], where the authors studied the exis-
tence of solutions of integral equations of Hammerstein-type in abstract cones. In
particular, they considered a real normed space (N, ‖ · ‖) and a continuous functio-
nal α : N → R. They proved that if this functional α satisfies the three following
properties:

(P1) α(u+ v) ≥ α(u) + α(v), for all u, v ∈ N ;

(P2) α(λu) ≥ λα(u), for all u ∈ N , λ ≥ 0;

(P3) [α(u) ≥ 0, α(−u) ≥ 0]⇒ u ≡ 0;

then
Kα = {u ∈ N : α(u) ≥ 0}

is a cone.
Following their arguments, we will consider the cone

Kα =
{
u ∈ C̃nϕ : α(u) ≥ 0

}
,

where α : C̃nϕ → R is a functional satisfying (P1)− (P3).
Moreover, we will make the following assumptions:

(C1) The kernel k : R×R→ R, is such that ∂
jk
∂tj

(t, ·) η(·) ∈ L1(R) for every t ∈ R,
j = 0, . . . , n and k(·, s) η(s) ∈ C̃nϕ for every s ∈ R.
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Moreover, for every ε > 0 and j = 0, . . . , n, there exist δ > 0 and a measurable
function ωj such that if |t1 − t2| < δ then∣∣∣∣∂j(k/ϕ)

∂tj
(t1, s) η(s)− ∂j(k/ϕ)

∂tj
(t2, s) η(s)

∣∣∣∣ < εωj(s)

for a. e. s ∈ R.

(C2) f : R× R→ [0,∞) satisfies a sort of L1-Carathéodory conditions, that is:

f(·, y) is measurable for each fixed y ∈ R.

f(t, ·) is continuous for a. e. t ∈ R.

For each r > 0, there exists φr ∈ L1(R) such that

f(t, y ϕ(t)) ≤ φr(t)

for all y ∈ [−r, r] and a. e. t ∈ R.

(C3) For every fixed r > 0, j = 0, . . . , n and l = 0, . . . , j,

∂j−l

∂tj−l
1

ϕ(·)

∫ ∞
−∞

∣∣∣∣∂lk∂tl (·, s) η(s)

∣∣∣∣ φr(s) d s ∈ L∞(R)

and ωj φr ∈ L1(R).

Moreover, defining

z±(s) := lim
t→±∞

k(t, s) η(s)

ϕ(t)

and

Mj(s) := sup
t∈R

∣∣∣∣∂j(k/ϕ)

∂tj
(t, s) η(s)

∣∣∣∣ ,
these functions must satisfy that |z±| φr, Mj φr ∈ L1(R) for all r > 0.

(C4) p ∈ C̃nϕ.

(C5) α(k(·, s) η(s)) ≥ 0 for a. e. s ∈ R and α(p) ≥ 0.

(C6)

α(Tu) ≥
∫ ∞
−∞

α(k(·, s) η(s)) f(s, u(s)) d s+ α(p) for all u ∈ Kα.
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(C7) There exist two continuous functionals β, γ : C̃nϕ → R satisfying that, for
u, v ∈ Kα and λ ∈ [0,∞),

β(λu) = λβ(u), β(Tu) ≤
∫ ∞
−∞

β (k(·, s) η(s)) f(s, u(s)) d s+ β(p)

and

γ(u+ v) ≥ γ(u) + γ(v), γ(λu) ≥ λ γ(u),

γ(Tu) ≥
∫ ∞
−∞

γ (k(·, s) η(s)) f(s, u(s)) d s+ γ(p).

Moreover, for all s ∈ R, β(k(·, s) η(s)), γ(k(·, s) η(s)) ∈ L1(R) must be
positive.

(C8) There exists ξ ∈ Kα \ {0} such that γ(ξ) ≥ 0.

(C9) For every ρ > 0 there exist either b(ρ) > 0 such that β(u) ≤ b(ρ) for every
u ∈ Kα satisfying γ(u) ≤ ρ or c(ρ) > 0 such that γ(u) ≤ c(ρ) for every
u ∈ Kα satisfying β(u) ≤ ρ.

Theorem 8.4.1. Assume that hypotheses (C1)–(C6) hold. Then T maps (C̃nϕ, ‖ · ‖ϕ)
to itself, is continuous and compact and maps Kα to Kα.

Proof. We will divide the proof into several steps.
Step 1: T maps (C̃nϕ, ‖ · ‖ϕ) to (C̃nϕ, ‖ · ‖ϕ):

Given u ∈ C̃nϕ, we will see that Tu ∈ C̃nϕ.
Let j ∈ {0, . . . , n}. By condition (C1), we can use Leibniz’s Integral Rule to get

∂j T̃ u

∂tj
(t)=

∂j(Tu/ϕ)

∂tj
(t)=

∫ ∞
−∞

∂j (k/ϕ)

∂tj
(t, s) η(s) f(s, u(s)) d s+

∂j(p/ϕ)

∂tj
(t). (8.4.2)

On the other hand, from condition (C1), given ε ∈ R+, there exists some δ ∈ R+

such that for t1, t2 ∈ R, |t1 − t2| < δ it is satisfied that∣∣∣∣∣∂j k̃∂tj (t1, s) η(s)− ∂j k̃

∂tj
(t2, s) η(s)

∣∣∣∣∣
=

∣∣∣∣∂j(k/ϕ)

∂tj
(t1, s) η(s)− ∂j(k/ϕ)

∂tj
(t2, s) η(s)

∣∣∣∣ < εωj(s),
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and since p ∈ C̃nϕ,∣∣∣∣∂j p̃∂tj
(t1)− ∂j p̃

∂tj
(t2)

∣∣∣∣ =

∣∣∣∣∂j(p/ϕ)

∂tj
(t1)− ∂j(p/ϕ)

∂tj
(t2)

∣∣∣∣ < ε.

Therefore, from (C2),∣∣∣∣∣∂j T̃ u∂tj
(t1)− ∂j T̃ u

∂tj
(t2)

∣∣∣∣∣
≤
∫ ∞
−∞

∣∣∣∣∂j(k/ϕ)

∂tj
(t1, s) η(s)− ∂j(k/ϕ)

∂tj
(t2, s) η(s)

∣∣∣∣ f(s, u(s)) d s

+

∣∣∣∣∂j(p/ϕ)

∂tj
(t1)− ∂j(p/ϕ)

∂tj
(t2)

∣∣∣∣
≤ ε
(∫ ∞
−∞

ωj(s) f(s, u(s)) d s+ 1

)
≤ ε

(∫ ∞
−∞

ωj(s)φ‖u‖ϕ(s) d s+ 1

)
,

(8.4.3)

where we have used the fact that

f(s, u(s)) = f

(
s,
u(s)

ϕ(s)
ϕ(s)

)
≤ φ‖u‖ϕ(s), a. e. s ∈ R.

Since ωj φ‖u‖ϕ ∈ L1(R), the previous expression is upperly bounded by ε c for some

positive constant c. Hence, ∂
j T̃ u
∂tj

is continuous in R, that is, T̃ u ∈ Cn(R,R).
Now we will see that there exists (and is a real number) the limit of T̃ u when t

goes to ±∞. First, note that

lim
t→±∞

T̃ u(t) = lim
t→±∞

Tu(t)

ϕ(t)

= lim
t→±∞

1

ϕ(t)

∫ ∞
−∞

k(t, s) η(s) f(s, u(s)) d s+ lim
t→±∞

p(t)

ϕ(t)
.

Since p, k(·, s) η(s) ∈ C̃nϕ for all s ∈ R, there exist

lim
t→±∞

p(t)

ϕ(t)
∈ R and lim

t→±∞

k(t, s) η(s)

ϕ(t)
= z±(s) ∈ R.

On the other hand,∣∣∣∣k(t, s) η(s)

ϕ(t)
f(s, u(s))

∣∣∣∣ ≤M0(s) f(s, u(s)) ≤M0(s)φ‖u‖ϕ(s) for all t ∈ R
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and, from (C3),M0 φ‖u‖ϕ ∈ L1(R). Thus, from Lebesgue’s Dominated Convergence
Theorem,

lim
t→±∞

1

ϕ(t)

∫ ∞
−∞

k(t, s) η(s) f(s, u(s)) d s =

∫ ∞
−∞

lim
t→±∞

k(t, s) η(s)

ϕ(t)
f(s, u(s)) d s

=

∫ ∞
−∞

z±(s) f(s, u(s)) d s

and, since∣∣∣∣∫ ∞
−∞

z±(s) f(s, u(s)) d s

∣∣∣∣ ≤ ∫ ∞
−∞

∣∣z±(s)
∣∣ f(s, u(s)) d s

≤
∫ ∞
−∞

∣∣z±(s)
∣∣ φ‖u‖ϕ(s) d s <∞,

we deduce that there exists lim
t→±∞

Tu(t)
ϕ(t) ∈ R.

Thus, since T̃ u = Tu
ϕ ∈ Cn(R,R) and the previous limit exists, taking into

account Remark 8.3.3, it is clear that Tu is bounded in ‖ · ‖ϕ and, consequently,
Tu ∈ C̃nϕ.

Step 2: Continuity:
Let {un}n∈N ⊂ C̃nϕ be a sequence which converges to u in C̃nϕ. Then, there exists

some R ∈ R such that ‖un‖ϕ ≤ R for all n ∈ N.
Moreover, lim

n→∞
‖un − u‖ϕ = 0 implies that lim

n→∞

∥∥un
ϕ −

u
ϕ

∥∥
∞ = 0, from where

we deduce that
un(s)

ϕ(s)
→ u(s)

ϕ(s)
, for a. e. s ∈ R.

Therefore, un(s) → u(s) for a. e. s ∈ R and we have, by virtue of (C2), that
f(s, un(s))→ f(s, u(s)) for a. e. s ∈ R.

From (8.4.2), it is clear that, for all t ∈ R and j ∈ {0, . . . , n},∣∣∣∣∣∂j T̃ un∂tj
(t)− ∂j T̃ u

∂tj
(t)

∣∣∣∣∣≤
∫ ∞
−∞

∣∣∣∣∂j (k/ϕ)

∂tj
(t, s) η(s)

∣∣∣∣ |f(s, un(s))−f(s, u(s))|d s.

Now, using (C2) and (C3),∣∣∣∣∣∂j T̃ un∂tj
(t)− ∂j T̃ u

∂tj
(t)

∣∣∣∣∣ ≤
∫ ∞
−∞

Mj(s) |f(s, un(s))− f(s, u(s))|d s

≤ 2

∫ ∞
−∞

Mj(s)φR(s) d s <∞.
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Now we deduce, by application of Lebesgue’s Dominated Convergence Theorem,
that

lim
n→∞

∥∥∥∥∥∂j T̃ un∂tj
− ∂j T̃ u

∂tj

∥∥∥∥∥
∞

≤ lim
n→∞

∫ ∞
−∞

Mj(s) |f(s, un(s))− f(s, u(s))|d s

=

∫ ∞
−∞

lim
n→∞

Mj(s) |f(s, un(s))− f(s, u(s))|d s = 0.

Therefore, we deduce that Tun → Tu in C̃nϕ. Hence, operator T is continuous.

Step 3: Compactness:
Let B ⊂ C̃nϕ be a bounded set, that is, there exists some R > 0 such that

‖u‖ϕ ≤ R for all u ∈ B.
First, we will see that T (B) is uniformly bounded. Using the General Leibniz’s

Rule (for differentiation), it is clear that

∂j T̃ u

∂tj
=
∂j(Tu/ϕ)

∂tj
=

j∑
l=0

(
j

l

)
∂lTu

∂tl
∂j−l

∂tj−l
1

ϕ
.

Moreover, from Leibniz’s Integral Rule,

∂lTu

∂tl
(t) =

∫ ∞
−∞

∂lk

∂tl
(t, s) η(s) f(s, u(s)) d s+

∂lp

∂tl
(t), t ∈ R.

Thus,∥∥∥∥∥∂j T̃ u∂tj

∥∥∥∥∥
∞

=

∥∥∥∥∥
j∑
l=0

(
j

l

)
∂lTu

∂tl
∂j−l

∂tj−l
1

ϕ

∥∥∥∥∥
∞

≤
j∑
l=0

(
j

l

)∥∥∥∥∂lTu∂tl
∂j−l

∂tj−l
1

ϕ

∥∥∥∥
∞

=

j∑
l=0

(
j

l

)∥∥∥∥ ∂j−l∂tj−l
1

ϕ(·)

(∫ ∞
−∞

∂lk

∂tl
(·, s) η(s)f(s, u(s)) d s+

∂lp

∂tl

)∥∥∥∥
∞

≤
j∑
l=0

(
j

l

)(∥∥∥∥ ∂j−l∂tj−l
1

ϕ(·)

∫ ∞
−∞

∂lk

∂tl
(·, s) η(s)f(s, u(s)) d s

∥∥∥∥
∞
+

∥∥∥∥ ∂j−l∂tj−l
1

ϕ

∂lp

∂tl

∥∥∥∥
∞

)
.

(8.4.4)
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It is satisfied that ∣∣∣∣ ∂j−l∂tj−l
1

ϕ
(t)

∫ ∞
−∞

∂lk

∂tl
(t, s)η(s)f(s, u(s)) d s

∣∣∣∣
≤
∣∣∣∣ ∂j−l∂tj−l

1

ϕ
(t)

∣∣∣∣ ∫ ∞
−∞

∣∣∣∣∂lk∂tl (t, s) η(s)

∣∣∣∣ f(s, u(s)) d s

≤
∣∣∣∣ ∂j−l∂tj−l

1

ϕ
(t)

∣∣∣∣ ∫ ∞
−∞

∣∣∣∣∂lk∂tl (t, s) η(s)

∣∣∣∣ φR(s) d s,

(8.4.5)

and so, from (8.4.4) and (8.4.5) and using (C3) and (C4),∥∥∥∥∥∂j T̃ u∂tj

∥∥∥∥∥
∞

≤
j∑
l=0

(
j

l

)(∥∥∥∥∂j−l∂tj−l
1

ϕ(·)

∫ ∞
−∞

∣∣∣∣∂lk∂tl (·, s)η(s)

∣∣∣∣φR(s) d s

∥∥∥∥
∞
+

∥∥∥∥∂j−l∂tj−l
1

ϕ

∂lp

∂tl

∥∥∥∥
∞

)
<∞.

So, we have found an upper bound which does not depend on u. Therefore it is clear
that the set T (B) is uniformly bounded.

On the other hand, taking into account the upper bound obtained in (8.4.3), we
have that given ε > 0 there exists δ > 0 such that if t1, t2 ∈ R, |t1 − t2| < δ, then,
for j = 0, . . . , n,∣∣∣∣∣∂j T̃ u∂tj

(t1)− ∂j T̃ u

∂tj
(t2)

∣∣∣∣∣ ≤ ε
(∫ ∞
−∞

wj(s) f(s, u(s)) d s+ 1

)
≤ ε

(∫ ∞
−∞

wj(s)φR(s) d s+ 1

)
.

Then, since from (C3) wj φR ∈ L1(R), we can conclude that there exists some
constant c such that∣∣∣∣∣∂j T̃ u∂tj

(t1)− ∂j T̃ u

∂tj
(t2)

∣∣∣∣∣ < ε c, for all u ∈ B.

This implies that T (B) is equicontinuous.
In conclusion, we derive, by application of Theorem 8.3.2, that T (B) is relatively

compact in C̃nϕ. Therefore, T is a compact operator.
Step 4: T maps Kα to Kα:
It is an immediate consequence of conditions (C5) and (C6).

Now we will give some conditions under which we can assure that the index of
some subsets of Kα is 1 or 0. We will consider the following sets:

Kβ, ρ
α := {u ∈ Kα : β(u) < ρ} ,
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Kγ, ρ
α := {u ∈ Kα : γ(u) < ρ} .

Now, hypothesis (C9) implies that either there exists a function b : R+ → R
given by

b(ρ) := sup {β(u) : u ∈ Kα, γ(u) < ρ} ,

or there exists c : R+ → R such that

c(ρ) := sup {γ(u) : u ∈ Kα, β(u) < ρ} .

With these definitions, Kβ, ρ
α ⊂ K

γ, c(ρ)
α and Kγ, ρ

α ⊂ K
β, b(ρ)
α , in case that the

aforementioned functions exist.
To prove that the index of some of these subsets is 1 or 0, we will use the sufficient

conditions given in Lemma 1.2.7.

Lemma 8.4.2. Assume that conditions (C1)–(C7) hold. Moreover let there exist
ρ > 0 such that

0 < fρ
∫ ∞
−∞

β (k(·, s) η(s)) d s+
β(p)

ρ
< 1, (I1

ρ)

where

fρ = sup

{
f(t, u(t))

ρ
: t ∈ R, u ∈ Kα, β(u) = ρ

}
.

Then iKα(T,Kβ, ρ
α ) = 1.

Proof. We will prove that Tu 6= µu for all u ∈ ∂Kβ, ρ
α and for every µ ≥ 1.

Suppose, on the contrary, that there exist some u ∈ ∂Kβ, ρ
α and µ ≥ 1 such that

µu(t) =

∫ ∞
−∞

k(t, s) η(s) f(s, u(s)) d s+ p(t).

Then, taking β on both sides and using (C7), we get

µρ =µβ(u) = β(Tu) ≤
∫ ∞
−∞

β(k(·, s) η(s)) f(s, u(s)) d s+ β(p)

≤ ρ
(
fρ
∫ ∞
−∞

β (k(·, s) η(s)) d s+
β(p)

ρ

)
< ρ,

which is a contradiction. Therefore, from Lemma 1.2.7, we conclude the veracity of
the result.
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Lemma 8.4.3. Assume that conditions (C1)–(C6) and (C8) hold. Moreover, let there
exist ρ > 0 such that

Kγ, ρ
α is bounded and fρ

∫ ∞
−∞

γ(k(·, s) η(s)) d s+
γ(p)

ρ
> 1, (I0

ρ)

where

fρ = inf

{
f(t, u(t))

ρ
: t ∈ R, u ∈ Kα, γ(u) = ρ

}
.

Then iKα(T,Kγ, ρ
α ) = 0.

Proof. We will prove that there exists e ∈ Kγ, ρ
α \ {0} such that u 6= Tu+ λ e for all

u ∈ ∂Kγ, ρ
α and all λ > 0.

Let us take e = ξ in (C8) and suppose, on the contrary, that there exist some
u ∈ ∂Kγ, ρ

α and λ > 0 such that

u(t) =

∫ ∞
−∞

k(t, s) η(s) f(s, u(s)) d s+ p(t) + λ e(t).

Now, taking γ on both sides and using (C7) and (C8),

ρ = γ(u) = γ(Tu+ λ e) ≥ γ(Tu) + λ γ(e) ≥ γ(Tu)

≥
∫ ∞
−∞

γ (k(·, s) η(s)) f(s, u(s)) d s+ γ(p)

≥ ρ
(
fρ

∫ ∞
−∞

γ (k(·, s) η(s)) d s+
γ(p)

ρ

)
> ρ,

which is a contradiction. The result follows from Lemma 1.2.7.

From previous lemmas, it is possible to formulate the following theorem. In this
case, we establish conditions to ensure the existence of one or two solutions of the
integral equation (8.4.1). However, similar results can be formulated to ensure the
existence of three or more solutions.

Theorem 8.4.4. Assume that conditions (C1)–(C9) hold. The integral equation
(8.4.1) has at least one nontrivial solution in Kα if one of the following conditions
holds:

(S1) There exist b given in condition (C9) and ρ1, ρ2 ∈ (0,∞) with ρ2 > b(ρ1)
such that (I0

ρ1) and (I1
ρ2) hold.

(S2) There exist c given in condition (C9) and ρ1, ρ2 ∈ (0,∞) with ρ2 > c(ρ1)
such that (I1

ρ1) and (I0
ρ2) hold.
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The integral equation (8.4.1) has at least two nontrivial solutions in Kα if one of the
following conditions holds:

(S3) There exist both b and c in condition (C9) and ρ1, ρ2, ρ3 ∈ (0,∞) with ρ2 >
b(ρ1) and ρ3 > c(ρ2) such that (I0

ρ1), (I1
ρ2) and (I0

ρ3) hold.

(S4) There exist both b and c in condition (C9) and ρ1, ρ2, ρ3 ∈ (0,∞) with ρ2 >
c(ρ1) and ρ3 > b(ρ2) such that (I1

ρ1), (I0
ρ2) and (I1

ρ3) hold.

The proof of previous theorem is immediate from Lemmas 8.4.2 and 8.4.3, toget-
her with the general properties of fixed point index given in Lemma 1.2.7.

Remark 8.4.5. We note that the previous results could also be formulated for either
C̃nϕ([a,∞)) or C̃nϕ((−∞, a]) for any a ∈ R.

8.4.1. An Example: Asymptotic Behavior of a Self Propelled Projectile

We will finally apply the theory developed in this section to solve a particular
case of the problem of the self propelled projectile which has been formulated in
Section 8.2, namely

u′′(t) = − gR2

(u(t) +R)2
+ h(t, u(t))− ρ(u(t))u′(t), t ∈ [0,∞),

u(0) = 0, u′(0) = v0.

(8.4.6)

As stated in Section 8.2, we will ignore the friction term (the term depending on
u′) because it is only related to atmospheric drag and therefore does not affect the
asymptotic behavior.

Hence, we will study the problem{
u′′(t) = f(t, u(t)), t ∈ [0,∞);

u(0) = 0, u′(0) = v0,
(8.4.7)

with f : [0,∞)× [0,∞)→ R defined as

f(t, y) = − g R2

(y +R)2
+ h(t, y),

where h : [0,∞)× [0,∞)→ R represents the propulsion of the projectile.
Given the domain of f and h and taking into account Remark 8.4.5, we will work

on the interval [0,∞).
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Rewriting (8.4.7) as an integral problem, we know that the solutions of (8.4.7)
coincide with the fixed points of the following integral operator,

Tu(t) = p(t) +

∫ ∞
0

k(t, s) f(s, u(s)) d s, (8.4.8)

where
p(t) = v0 t

and

k(t, s) =

{
t− s, 0 ≤ s ≤ t,

0, otherwise,

is the corresponding Green’s function. We note that in this case the Green’s function
is nonnegative on [0,∞)× [0,∞).

We will take

h(s, y) =
g R2

(y +R)2
+ y e−s

for s, y ∈ [0,∞).
To ensure the constant sign of f , we extend h (and thus f ) in the following way:

h(s, y) =
g R2

(y +R)2
for y < 0.

We note that this extension does not have a physical meaning, as we know that the va-
riable y will never be negative in reality, but it is considered to ensure the applicability
of the results in this section in order to solve the problem.

We will consider
ϕ(t) = t+ 1,

and work in the space C̃ϕ([0,∞)). Our cone

Kα =
{
u ∈ C̃ϕ([0,∞)) : α(u) ≥ 0

}
will be defined by the functional

α : C̃ϕ([0,∞)) −→ R

u 7−→ α(u) =

∫ ∞
0

u(t)

ϕ2(t)
d t− ‖u‖ϕ3 ,

with ϕ2(t) = C et for some constant C > 0, which will be calculated later, and
ϕ3(t) = et.
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The functional α is well-defined because if u ∈ C̃ϕ([0,∞)), then it holds that
u(t) = (t+ 1) ũ(t), with ũ ∈ C([0,∞],R), which implies that ũ is uniformly boun-
ded for some constant N . Then,∣∣∣∣∫ ∞

0

u(t)

C et
d t

∣∣∣∣ =

∣∣∣∣∫ ∞
0

(t+ 1) ũ(t)

C et
d t

∣∣∣∣ ≤ ∫ ∞
0

t |ũ(t)|
C et

d t+

∫ ∞
0

|ũ(t)|
C et

d t

≤ N
(∫ ∞

0

t

C et
d t+

∫ ∞
0

1

C et
d t

)
=

2N

C
,

and

sup
t∈[0,∞)

|u(t)|
et
≤ sup

t∈[0,∞)

|u(t)|
t+ 1

= ‖u‖ϕ,

so α(u) ∈ R for all u ∈ C̃ϕ([0,∞)).
Moreover, it is easy to check that α satisfies properties (P1)–(P3) and therefore

the cone Kα is well-defined:

(P1) For all u, v ∈ C̃ϕ([0,∞)), it holds that

α(u+ v) =

∫ ∞
0

u(t) + v(t)

ϕ2(t)
d t− ‖u+ v‖ϕ3

≥
∫ ∞

0

u(t)

ϕ2(t)
d t+

∫ ∞
0

v(t)

ϕ2(t)
d t− ‖u‖ϕ3 − ‖v‖ϕ3

= α(u) + α(v).

(P2) For all u ∈ C̃ϕ([0,∞)) and λ ≥ 0,

α(λu) =

∫ ∞
0

λu(t)

ϕ2(t)
d t− ‖λu‖ϕ3 = λα(u).

(P3) If

α(u) =

∫ ∞
0

u(t)

ϕ2(t)
d t− ‖u‖ϕ3 ≥ 0

and

α(−u) =

∫ ∞
0

−u(t)

ϕ2(t)
d t− ‖u‖ϕ3 ≥ 0,

then−2 ‖u‖ϕ3 ≥ 0. This implies that ‖u‖ϕ3 = 0, which is equivalent to u ≡ 0.

We will see now that hypotheses (C1)–(C9) for n = 0 are satisfied:
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(C1) In this case η ≡ 1 and k(t, ·) η(·) ∈ L1([0,∞)) for every t ∈ [0,∞); indeed∫ ∞
0
|k(t, s) η(s)| d s =

∫ t

0
(t− s) d s =

t2

2
.

Moreover, k(·, s) η(s) ∈ C̃ϕ([0,∞)) for every s ∈ [0,∞). This is deduced
from the fact that k(·, s) η(s) ∈ C([0,∞)) and there exist both limits

lim
t→∞

k(t, s) η(s)

ϕ(t)
= lim

t→∞

t− s
t+ 1

= 1

and

lim
t→0

k(t, s) η(s)

ϕ(t)
= 0.

Finally, we will see that last condition in (C1) is satisfied for ω0(s) = 1 + s.

Fix ε > 0. Since 1
ϕ is a uniformly continuous function, there exists δ < ε such

that for |t1 − t2| < δ,
∣∣∣ 1
t1+1 −

1
t2+1

∣∣∣ < ε. We will compute now the difference∣∣∣k(t1,s)
ϕ(t1) −

k(t2,s)
ϕ(t2)

∣∣∣. Fix s ∈ [0,∞),

• If t1, t2 > s, then∣∣∣∣k(t1, s)

ϕ(t1)
− k(t2, s)

ϕ(t2)

∣∣∣∣ =

∣∣∣∣ t1 − st1 + 1
− t2 − s
t2 + 1

∣∣∣∣ =

∣∣∣∣−1− s
t1 + 1

− −1− s
t2 + 1

∣∣∣∣
= (1 + s)

∣∣∣∣ 1

t1 + 1
− 1

t2 + 1

∣∣∣∣ < εω0(s).

• If t1 > s and t2 < s, then∣∣∣∣k(t1, s)

ϕ(t1)
− k(t2, s)

ϕ(t2)

∣∣∣∣ =

∣∣∣∣ t1 − st1 + 1

∣∣∣∣ < ∣∣∣∣ t1 − t2t1 + 1

∣∣∣∣ < ε

t1 + 1
< ε < εω0(s).

• If t1, t2 < s, then ∣∣∣∣k(t1, s)

ϕ(t1)
− k(t2, s)

ϕ(t2)

∣∣∣∣ = 0.

(C2) By definition of h, we have that f(t, y) = 0 for y < 0 and f(t, y) = y e−t ≥ 0
for y ≥ 0. Clearly, f(·, y) is measurable for each fixed y ∈ R and f(t, ·) is
continuous for a. e. t ∈ [0,∞). Finally, for each r > 0,

f(t, y ϕ(t)) = 0, for all y ∈ [−r, 0], t ∈ [0,∞)
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and

f(t, y ϕ(t)) = y ϕ(t) e−t ≤ r ϕ(t) e−t, for all y ∈ [0, r], t ∈ [0,∞).

Therefore condition (C2) is satisfied if we take φr(t) = r ϕ(t) e−t.

(C3) For a fixed r > 0, we have that

1

ϕ(t)

∫ ∞
0
|k(t, s) η(s)|φr(s) d s =

1

t+ 1

∫ t

0
(t− s) r (s+ 1) e−s d s

=
r

t+ 1
(−3 + 2 t+ e−t(3 + t)),

so
1

ϕ(t)

∫ ∞
0
|k(t, s) η(s)|φr(s) d s ∈ L∞([0,∞)).

Moreover, ∫ ∞
0

ω0(s)φr(s) d s =

∫ ∞
0

r (s+ 1)2 e−s d s = 5 r,

that is, ω0 φr ∈ L1([0,∞)).

Finally, from the limits calculated in (C1) and the expression of Green’s function,
we have that z+(s) = 1, z−(s) = 0 and M0(s) = 1, so it is clear that
|z+| φr, |z−| φr, M0 φr ∈ L1([0,∞)).

(C4) It is clear that p(t) = v0 t ∈ C̃ϕ([0,∞)) since p ∈ C([0,∞)) and there exist
both

lim
t→∞

p(t)

ϕ(t)
= v0

and

lim
t→0

p(t)

ϕ(t)
= 0.

(C5) We have to prove that

α(k(·, s)) =

∫ ∞
0

k(τ, s)

ϕ2(τ)
d τ − ‖k(·, s)‖ϕ3 ≥ 0 for a. e. s ∈ [0,∞).

We have that ∫ ∞
0

k(τ, s)

ϕ2(τ)
d τ =

∫ ∞
s

τ − s
C eτ

d τ =
e−s

C
.
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On the other hand, fixed s, we have that∣∣∣∣k(t, s)

et

∣∣∣∣ = 0, t ≤ s,

and ∣∣∣∣k(t, s)

et

∣∣∣∣ =
t− s
et

= e−s
t− s
et−s

≤ e−s e−1, t ≥ s.

Therefore, it is enough to take C ≤ e to ensure that α(k(·, s)) ≥ 0.

On the other hand,

α(p) =

∫ ∞
0

p(t)

ϕ2(t)
d t−‖p‖ϕ3 =

∫ ∞
0

v0 t

C et
d t− sup

t∈[0,∞)

∣∣∣∣v0 t

et

∣∣∣∣ =
v0

C
−v0 e

−1.

Therefore, α(p) ≥ 0 if and only if C ≤ e.

(C6) By definition,

α(Tu) =

∫ ∞
0

Tu(t)

ϕ2(t)
d t− ‖Tu‖ϕ3 .

We have that∫ ∞
0

Tu(t)

ϕ2(t)
d t =

∫ ∞
0

(∫ ∞
0

k(t, s)

ϕ2(t)
f(s, u(s)) d s+

p(t)

ϕ2(t)

)
d t

=

∫ ∞
0

(∫ ∞
0

k(t, s)

ϕ2(t)
d t

)
f(s, u(s)) d s+

∫ ∞
0

p(t)

ϕ2(t)
d t,

and

‖Tu‖ϕ3 =

∥∥∥∥∫ ∞
0

k(·, s) f(s, u(s)) d s+ p

∥∥∥∥
ϕ3

≤
∥∥∥∥∫ ∞

0
k(·, s) f(s, u(s)) d s

∥∥∥∥
ϕ3

+ ‖p‖ϕ3

≤
∫ ∞

0
‖k(·, s)‖ϕ3 f(s, u(s)) d s+ ‖p‖ϕ3 ,

and, consequently,

α(Tu) ≥
∫ ∞

0

(∫ ∞
0

k(t, s)

ϕ2(t)
d t

)
f(s, u(s)) d s

−
∫ ∞

0
‖k(·, s)‖ϕ3 f(s, u(s)) d s+

∫ ∞
0

p(t)

ϕ2(t)
d t− ‖p‖ϕ3

=

∫ ∞
0

α(k(·, s)) f(s, u(s)) d s+ α(p).
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(C7) We will define β, γ : C̃ϕ([0,∞))→ R in the following way:

β(u) = ‖u‖ϕ3 , with ϕ3(t) = et,

and

γ(u) =

∫ ∞
0

u(t)

et
d t.

Analogously to α, functionals β and γ are well-defined on C̃ϕ([0,∞)).

Now, we will show that β and γ satisfy all the properties in condition (C7). It
is obvious that β(λu) = λβ(u) for all λ ∈ [0,∞) and u ∈ Kα.

Moreover,

β(Tu) = ‖Tu‖ϕ3
≤
∫ ∞

0
‖k(·, s)‖ϕ3 f(s, u(s)) + ‖p‖ϕ3

=

∫ ∞
0

β(k(·, s)) f(s, u(s)) + β(p).

Finally, it is clear that β(k(·, s)) > 0 and, since

β(k(·, s)) = sup
t∈[s,∞)

t− s
et

= e−(s+1),

it occurs that

0 <

∫ ∞
0

β(k(·, s)) d s =

∫ ∞
0

e−(s+1) d s = e−1,

that is, β(k(·, s)) ∈ L1([0,∞)).

With regard to γ, it is immediate that γ is linear.

Also,

γ(Tu) =

∫ ∞
0

Tu(t)

et
d t =

∫ ∞
0

∫ ∞
0

k(t, s)

et
f(s, u(s)) d s d t+

∫ ∞
0

p(t)

et
d t

=

∫ ∞
0

(∫ ∞
0

k(t, s)

et
d t

)
f(s, u(s)) d s+ γ(p)

=

∫ ∞
0

γ(k(·, s)) f(s, u(s)) d s+ γ(p).

Finally,

γ(k(·, s)) =

∫ ∞
s

t− s
et

d t = e−s > 0, s ∈ [0,∞),
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and ∫ ∞
0

γ(k(·, s)) d s =

∫ ∞
0

e−s d s = 1,

that is, γ(k(·, s)) ∈ L1([0,∞)).

(C8) By condition (C5) we know that p ∈ Kα \ {0}. Thus, since

γ(p) =

∫ ∞
0

p(t)

et
d t =

∫ ∞
0

v0 t

et
d t = v0 > 0,

it is enough to take ξ = p.

(C9) Every u ∈ Kα satisfies that β(u) ≤ 1
C γ(u), so it is enough to define b(ρ) = ρ

C .

Note that in this case it is not possible to define a function c such that γ(u) ≤ c(ρ)
for every u ∈ Kα satisfying β(u) ≤ ρ.

Now, we will see that there exist some values of ρ for which
(
I0
ρ

)
and

(
I1
ρ

)
are

satisfied.
Let’s take u ∈ Kα such that β(u) = sup

t∈[0,∞)

∣∣∣u(t)
et

∣∣∣ = ρ. This implies that

fρ = sup

{
u(t) e−t

ρ
: t ∈ [0,∞), u ∈ Kα, β(u) = ρ, u(t) ≥ 0

}
=

1

ρ
sup

{
u(t)

et
: t ∈ [0,∞), u ∈ Kα, β(u) = ρ, u(t) ≥ 0

}
= 1.

Consequently,

fρ
∫ ∞

0
β(k(·, s)) d s+

β(p)

ρ
= e−1 +

v0 e
−1

ρ
,

and
(
I1
ρ

)
is satisfied if and only if ρ is such that e−1 + v0 e−1

ρ < 1, that is, if and only
if

ρ >
e−1

1− e−1
v0 ≈ 0.58197 . . . · v0.

On the other hand, fρ ≥ 0 and so

fρ

∫ ∞
0

γ(k(·, s)) d s+
γ(p)

ρ
≥ γ(p)

ρ
=
v0

ρ
.

Therefore,
(
I0
ρ

)
is satisfied for all ρ < v0.

Finally, we will see that there exist ρ1, ρ2 ∈ (0,∞) with ρ2 > b(ρ1) such that(
I0
ρ1

)
and

(
I1
ρ2

)
hold.
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We have proved that condition (C5) is satisfied for all C ≤ e. Now, if we choose
C ≥ e− 1 and ρ1, ρ2 satisfying that

ρ1 < v0 and ρ2 > v0
1

e− 1
,

then it is clear that
(
I0
ρ1

)
and

(
I1
ρ2

)
hold and

b(ρ1) <
v0

C
≤ v0

e− 1
< ρ2.

Therefore, we conclude that problem (8.4.7) has at least a nontrivial solution in
Kα.

We point out that this solution is in the space C̃ϕ([0,∞)), which implies that its
asymptotic behavior is the same than ϕ(t) = t + 1. This way, we are able to ensure
that if the propulsion of the projectile is given by the previously defined function h,
then its trajectory will be asymptotically linear (that is, the same than in the case
without propulsion).

8.5. Existence of Solutions via Spectral Theory

In this section we complement the findings obtained in Section 8.4 by approa-
ching the problem in a different way. This method will be based on the definition of
some auxiliary linear operators. Then, if some limits involving the nonlinearity f and
the spectral radius of the auxiliary operators satisfy some suitable properties, we will
be able to find fixed points of the original integral operator.

This approach has been used successfully previously, as we can see in the works
of Infante et al. ([79]), Webb and Lan ([151]) or even in the case of linearly bounded
nonlinear operators as it is shown in [30].

The main advantage of this method is that, while in the previous section we had
fairly restrictive conditions on the nonlinearity f , here we relax in a significant way
those restrictions.

There is of course a price to pay for the advantage regarding the nonlinearity,
and is that the conditions on the kernel k occurring in (8.4.1) are more restrictive. In
particular, one can check that the results in the present section could not be applied,
for instance, to the problem studied in Subsection 8.4.1 as its kernel does not satisfied
condition (C̃2).

At the same time, we will show in Subsection 8.5.1 an example which is solved
with the method developed in this section but does not satisfy the hypotheses required
in Section 8.4.

This will prove that, as it has been mentioned in the introduction of the chapter,
our two methods are not comparable but complementary.

234



8.5 Existence of Solutions via Spectral Theory

On the other hand, we note that, for the sake of simplicity, we will not include
in this section the function p occurring in (8.4.1), that is, we will work with the
following integral operator

Tu(t) =

∫ ∞
−∞

k(t, s) η(s) f(s, u(s)) d s. (8.5.1)

However, we point out that the term p could be included with minor adaptations,
following the hypotheses for p given in Section 8.4.

Finally, as in Section 8.4, we will consider the abstract cone

Kα =
{
u ∈ C̃nϕ : α(u) ≥ 0

}
,

where α : C̃nϕ → R is a functional satisfying (P1)–(P3).

Remark 8.5.1. If the coneK is defined by a continuous functional α (as it will occur
with the cones considered in this chapter), then v an element of the cone will belong
to its interior if and only if α(v) > 0.

In order to state our eigenvalue comparison results, we consider the following
linear operator on C̃nϕ:

L1 u(t) :=

∫ ∞
−∞
|k(t, s) η(s)|u(s) d s, t ∈ R.

Moreover, we will denote by P the cone of nonnegative functions in C̃nϕ, that is

P :=
{
u ∈ C̃nϕ : u ≥ 0 on R

}
.

In this section we will assume the following hypotheses:

(C̃1) The kernel k : R2 → R, is such that k(·, s) η(s) ∈ C̃nϕ for every s ∈ R.
Moreover:

• If n = 0, then for every ε > 0, there exist δ > 0 and a measurable
function ω0 such that if |t1 − t2| < δ then

(i) ∣∣∣∣ k(t1, s) η(s)

ϕ(t1)
− k(t2, s) η(s)

ϕ(t2)

∣∣∣∣ < εω0(s)

and

(ii) ∣∣∣∣ (k(t1, s) η(s))+

ϕ(t1)
− (k(t2, s) η(s))+

ϕ(t2)

∣∣∣∣ < εω0(s),
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for a. e. s ∈ R.
Here, as usual,

(k(t, s) η(s))+ = max {k(t, s) η(s), 0} .

Moreover, we note that (i) implies that∣∣∣∣ |k(t1, s) η(s)|
ϕ(t1)

− |k(t2, s) η(s)|
ϕ(t2)

∣∣∣∣ < εω0(s),

for a. e. s ∈ R.

• If n > 0, k(t, s) η(s) ≥ 0 and for every ε > 0 and j = 0, . . . , n, there
exist δ > 0 and a measurable function ωj such that if |t1 − t2| < δ then∣∣∣∣∂j(k/ϕ)

∂tj
(t1, s) η(s)− ∂j(k/ϕ)

∂tj
(t2, s) η(s)

∣∣∣∣ < εωj(s)

for a. e. s ∈ R.

(C̃2) It holds that ωj ϕ, ∂
jk
∂tj

(t, ·) η(·)ϕ(·) ∈ L1(R) for every t ∈ R, j = 0, . . . , n;
and

∂j−l

∂tj−l
1

ϕ

∫ ∞
−∞

∣∣∣∣∂lk∂tl (·, s) η(s)

∣∣∣∣ ϕ(s) d s ∈ L∞(R),

for all j = 0, . . . , n and l = 0, . . . , j.

Moreover, defining

z(±)(s) := lim
t→±∞

|k(t, s) η(s)|
ϕ(t)

and

Mj(s) := sup
t∈R

∣∣∣∣∂j(k/ϕ)

∂tj
(t, s) η(s)

∣∣∣∣ ,
it is satisfied that z(±) ϕ, Mj ϕ ∈ L1(R), for j = 0, . . . , n.

(C̃3) f : R× R→ [0,+∞) satisfies a sort of L∞-Carathéodory conditions, that is:

• f(·, y) is measurable for each fixed y ∈ R.

• f(t, ·) is continuous for a. e. t ∈ R.

• For each r > 0, there exists φr ∈ L∞(R) such that

f(t, x ϕ(t))

ϕ(t)
≤ φr(t),

for all x ∈ [−r, r] and a. e. t ∈ R.
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(C̃4) α(|k(·, s) η(s)|) ≥ 0 for a. e. s ∈ R.

(C̃5) α(|k(·, s) η(s)|)ϕ(s) ∈ L1(R) and

α(L1u) ≥
∫ ∞
−∞

α(|k(·, s) η(s)|)u(s) d s for all u ∈ P.

(C̃6) There exists A ⊂ R such that A is a finite union of compact intervals and
k(t, s) η(s) ≥ 0, k(·, s) η(s) 6≡ 0 for every t ∈ A and a. e. s ∈ R. Moreover, it
holds that

1

M̃(A)
=

1

M̃
:= inf

t∈A

∫
A
k(t, s)η(s) d s > 0.

We will also define the following auxiliary linear operator on C̃nϕ:

L2 u(t) :=

∫
A

(k(t, s) η(s))+ u(s) d s, t ∈ R.

With regard to operator L2, we will consider the following assumptions:

(C̃7) α((k(·, s)η(s))+) ≥ 0 for a. e. s ∈ R.

(C̃8) α ((k(·, s) η(s))+) ϕ(s) ∈ L1(A) and

α (L2u) ≥
∫
A
α
(
(k(·, s) η(s))+

)
u(s) d s for all u ∈ P.

Finally, to ensure that operator T maps the cone Kα into itself, we need to ask
for the following conditions:

(C̃9) α(k(·, s)η(s)) ≥ 0 for a. e. s ∈ R.

(C̃10) α (k(·, s) η(s)) ϕ(s) ∈ L1(R) for a. e. s ∈ R and

α (Tu) ≥
∫ ∞
−∞

α (k(·, s) η(s)) f(s, u(s)) d s for all u ∈ Kα.

Theorem 8.5.2. If (C̃1), (C̃2), (C̃4) and (C̃5) hold, then operator L1 is continuous,
compact and maps P into P ∩Kα.

Proof. We will distinguish two different cases:
CASE I: n = 0:
We will divide the proof into several steps.
Step 1: L1 maps (C̃ϕ, ‖ · ‖ϕ) to (C̃ϕ, ‖ · ‖ϕ):
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Given u ∈ C̃ϕ, we will see that L1u ∈ C̃ϕ.
From (C̃1), (i), given ε ∈ R+, there exists some δ ∈ R+ such that for t1, t2 ∈ R,

|t1 − t2| < δ it is satisfied that∣∣∣L̃1u(t1)− L̃1u(t2)
∣∣∣ ≤∫ ∞

−∞

∣∣∣∣ |k(t1, s) η(s)|
ϕ(t1)

− |k(t2, s) η(s)|
ϕ(t2)

∣∣∣∣ |u(s)| d s

≤ ε
∫ ∞
−∞

ω0(s) |u(s)| d s

= ε

∫ ∞
−∞

ω0(s)
|u(s)|
ϕ(s)

ϕ(s) d s

≤ ε ‖u‖ϕ
∫ ∞
−∞

ω0(s)ϕ(s) d s

(8.5.2)

and since, by (C̃2), ω0 ϕ ∈ L1(R), the previous expression is bounded from above
by ε ‖u‖ϕ c for some positive constant c. Hence, L̃1u is continuous in R.

Now we will prove that there exists lim
t→±∞

L̃1u(t) ∈ R. Indeed,

lim
t→±∞

L̃1u(t) = lim
t→±∞

L1u(t)

ϕ(t)
= lim

t→±∞

1

ϕ(t)

∫ ∞
−∞
|k(t, s) η(s)|u(s) d s.

Since k(·, s) η(s) ∈ C̃ϕ, then, for all s ∈ R, there exists

lim
t→±∞

|k(t, s) η(s)|
ϕ(t)

=: z(±)(s) ∈ R.

On the other hand, for all t ∈ R and a. e. s ∈ R,∣∣∣∣ |k(t, s) η(s)|
ϕ(t)

u(s)

∣∣∣∣ ≤M0(s) |u(s)| = M0(s)
|u(s)|
ϕ(s)

ϕ(s) ≤ ‖u‖ϕM0(s)ϕ(s)

and, from (C̃2), M0 ϕ ∈ L1(R). Thus, from Lebesgue’s Dominated Convergence
Theorem,

lim
t→±∞

1

ϕ(t)

∫ ∞
−∞
|k(t, s) η(s)|u(s) d s =

∫ ∞
−∞

lim
t→±∞

|k(t, s) η(s)|
ϕ(t)

u(s) d s

=

∫ ∞
−∞

z(±)(s)u(s) d s,

and, since, ∣∣∣∣∫ ∞
−∞

z(±)(s)u(s) d s

∣∣∣∣ ≤ ∫ ∞
−∞

z(±)(s) |u(s)| d s

≤ ‖u‖ϕ
∫ ∞
−∞

z(±)(s)ϕ(s) d s ∈ R,
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we deduce that z(±) u ∈ L1(R). Therefore there exists lim
t→±∞

L1u(t)
ϕ(t) ∈ R. Conse-

quently, L1u ∈ C̃ϕ.
Step 2: Continuity:
It is obvious from the linearity and boundedness of operator L1.
Step 3: Compactness:
Let B ⊂ C̃ϕ be a bounded set, that is, there exists some R > 0 such that

‖u‖ϕ ≤ R for all u ∈ B.
Then,

‖L1u‖ϕ =
∥∥∥L̃1u

∥∥∥
∞

=

∥∥∥∥L1u

ϕ

∥∥∥∥
∞

=

∥∥∥∥ 1

ϕ(·)

∫ ∞
−∞
|k(·, s) η(s)|u(s) d s

∥∥∥∥
∞

≤‖u‖ϕ
∥∥∥∥ 1

ϕ(·)

∫ ∞
−∞
|k(·, s) η(s)| ϕ(s) d s

∥∥∥∥
∞

≤R
∥∥∥∥ 1

ϕ(·)

∫ ∞
−∞
|k(·, s) η(s)| ϕ(s) d s

∥∥∥∥
∞
<∞,

(8.5.3)

and we have obtained an upper bound which does not depend on u. Therefore it is
clear that the set L1(B) is uniformly bounded.

On the other hand, taking into account the upper bound found in (8.5.2), we have
that if t1, t2 ∈ R are such that |t1 − t2| < δ then∣∣∣L̃1u(t1)− L̃1u(t2)

∣∣∣ ≤ ε ‖u‖ϕ ∫ ∞
−∞

ω0(s)ϕ(s) d s ≤ εR
∫ ∞
−∞

ω0(s)ϕ(s) d s,

and, since ω0 ϕ ∈ L1(R), we conclude that L1(B) is equicontinuous.
In conclusion, we derive, by application of Ascoli-Arzela’s Theorem (Theorem 8.3.2),

that L1(B) is relatively compact in C̃ϕ and therefore L1 is a compact operator.
Step 4: L1 maps P to P ∩Kα:
Since L1 has a positive integral kernel, it clearly maps P into P . Finally, it maps

P into P ∩Kα as a direct consequence of hypotheses (C̃4) and (C̃5).

CASE II: n 6= 0:
We note that in this case we have the additional hypothesis that k(·, s) η(s) is

nonnegative for all s ∈ R. As a consequence, we will omit the absolute value in the
definition of L1u.

As in Case I, we will divide the proof into four steps.
Step 1: L1 maps (C̃nϕ, ‖ · ‖ϕ) to (C̃nϕ, ‖ · ‖ϕ):

Let u ∈ C̃nϕ.
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Since k(·,s) η(s)
ϕ(·) is integrable for every s ∈ R, we can use Leibniz’s Integral Rule

to get

∂jL̃1u

∂tj
(t) =

∂j(L1u/ϕ)

∂tj
(t) =

∫ ∞
−∞

∂j(k/ϕ)

∂tj
(t, s) η(s)u(s) d s.

On the other hand, from (C̃1), given ε ∈ R+, there exists some δ ∈ R+ such that
for t1, t2 ∈ R, |t1 − t2| < δ it is satisfied that∣∣∣∣∣∂jL̃1u

∂tj
(t1)− ∂jL̃1u

∂tj
(t2)

∣∣∣∣∣
≤
∫ ∞
−∞

∣∣∣∣∂j(k/ϕ)

∂tj
(t1, s) η(s)− ∂j(k/ϕ)

∂tj
(t2, s) η(s)

∣∣∣∣ |u(s)| d s

≤ ε
∫ ∞
−∞

ωj(s) |u(s)| d s ≤ ε ‖u‖ϕ
∫ ∞
−∞

ωj(s)ϕ(s) d s.

(8.5.4)

Since ωj ϕ ∈ L1(R), the previous expression is bounded from above by ε ‖u‖ϕ c for

some positive constant c. Hence, ∂
jL̃1u
∂tj

is continuous in R for j = 0, . . . , n, that is,
L̃1u ∈ Cn(R,R).

Analogously to Case I, it can be proved that there exists lim
t→±∞

L̃1u(t) and, con-

sequently, L1u ∈ C̃nϕ.

Step 2: Continuity:
Again, it is obvious from the linearity and boundedness of operator L1.

Step 3: Compactness:
Let B ⊂ C̃nϕ be a bounded set, that is, there exists R > 0 such that ‖u‖ϕ ≤ R for

all u ∈ B.
We will prove that L1(B) is uniformly bounded.
Using the General Leibniz’s Rule (for differentiation), it is clear that

∂jL̃1u

∂tj
=
∂j(L1u/ϕ)

∂tj
=

j∑
l=0

(
j

l

)
∂lL1u

∂tl
∂j−l

∂tj−l
1

ϕ
.

Moreover, from Leibniz’s Integral Rule,

∂lL1u

∂tl
(t) =

∫ ∞
−∞

∂lk

∂tl
(t, s) η(s)u(s) d s.
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Thus,∥∥∥∥∥∂jL̃1u

∂tj

∥∥∥∥∥
∞

=

∥∥∥∥∥
j∑
l=0

(
j

l

)
∂lL1u

∂tl
∂j−l

∂tj−l
1

ϕ

∥∥∥∥∥
∞

≤
j∑
l=0

(
j

l

)∥∥∥∥∂lL1u

∂tl
∂j−l

∂tj−l
1

ϕ

∥∥∥∥
∞

=

j∑
l=0

(
j

l

)∥∥∥∥ ∂j−l∂tj−l
1

ϕ(·)

∫ ∞
−∞

∂lk

∂tl
(·, s) η(s)u(s) d s

∥∥∥∥
∞
.

It is satisfied that ∣∣∣∣ ∂j−l∂tj−l
1

ϕ
(t)

∫ ∞
−∞

∂lk

∂tl
(t, s) η(s)u(s) d s

∣∣∣∣
≤
∣∣∣∣ ∂j−l∂tj−l

1

ϕ
(t)

∣∣∣∣ ∫ ∞
−∞

∣∣∣∣∂lk∂tl (t, s) η(s)

∣∣∣∣ |u(s)| d s

≤R
∣∣∣∣ ∂j−l∂tj−l

1

ϕ
(t)

∣∣∣∣ ∫ ∞
−∞

∣∣∣∣∂lk∂tl (t, s) η(s)

∣∣∣∣ ϕ(s) d s,

and so, from two previous inequalities and taking into account condition (C̃2), we
deduce that∥∥∥∥∥∂jL̃1u

∂tj

∥∥∥∥∥
∞

≤ R
j∑
l=0

(
j

l

)∥∥∥∥ ∂j−l∂tj−l
1

ϕ(·)

∫ ∞
−∞

∣∣∣∣∂lk∂tl (·, s) η(s)

∣∣∣∣ϕ(s) d s

∥∥∥∥
∞
<∞.

The rest of the proof is analogous to Case I but using equation (8.5.4) instead of
(8.5.2).

Step 4: L1 maps P to P ∩Kα:
The proof is the same than in Case I.

Theorem 8.5.3. If (C̃1), (C̃2), (C̃6), (C̃7) and (C̃8) hold, then operator L2 is conti-
nuous, compact and maps P into P ∩Kα.

Proof. We will distinguish two different cases:
CASE I: n = 0:
Step 1: L2 maps (C̃ϕ, ‖ · ‖ϕ) to (C̃ϕ, ‖ · ‖ϕ):
Let u ∈ C̃ϕ.
Since k(·, s) η(s) ∈ C̃ϕ for all s ∈ R, it is clear that(

k(·, s) η(s)

ϕ(·)

)+

≡ (k(·, s) η(s))+

ϕ(·)
∈ C(R) for all s ∈ R.
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Reasoning analogously to the proof for L1, from (C̃1), (ii), given ε ∈ R+, there
exists some δ ∈ R+ such that for t1, t2 ∈ R, |t1 − t2| < δ it is satisfied that∣∣∣L̃2u(t1)− L̃2u(t2)

∣∣∣ ≤ ε ‖u‖ϕ ∫
A
ω0(s)ϕ(s) d s (8.5.5)

and, since ω0 ϕ ∈ L1(R), it can be deduced that L̃2u is continuous in R.
Now we will see that there exists lim

t→±∞
L̃2u(t) ∈ R. We have that

lim
t→±∞

L̃2u(t) = lim
t→±∞

L2u(t)

ϕ(t)
= lim

t→±∞

1

ϕ(t)

∫
A

(k(t, s) η(s))+ u(s) d s.

Reasoning as before, since k(·, s) η(s) ∈ C̃ϕ, then (k(·, s) η(s))+ ∈ C̃ϕ and so, for
all s ∈ R, it is ensured the existence of

0 ≤ lim
t→±∞

(k(t, s) η(s))+

ϕ(t)
≤ lim

t→±∞

|k(t, s) η(s)|
ϕ(t)

= z(±)(s) ∈ R.

On the other hand,∣∣∣∣(k(t, s) η(s))+

ϕ(t)
u(s)

∣∣∣∣ ≤ ∣∣∣∣ |k(t, s) η(s)|
ϕ(t)

|u(s)|
∣∣∣∣ ≤M0(s) |u(s)| = M0(s)

|u(s)|
ϕ(s)

ϕ(s)

≤ ‖u‖ϕM0(s)ϕ(s)

for all t ∈ R. From (C̃2), M0 ϕ ∈ L1(R) and so M0 ϕ ∈ L1(A). Thus, from
Lebesgue’s Dominated Convergence Theorem,

lim
t→±∞

1

ϕ(t)

∫
A

(k(t, s) η(s))+ u(s) d s =

∫
A

lim
t→±∞

(k(t, s) η(s))+

ϕ(t)
u(s) d s,

and since∣∣∣∣∫
A

lim
t→±∞

(k(t, s) η(s))+

ϕ(t)
u(s) d s

∣∣∣∣ ≤ ∫
A
z(±)(s) |u(s)| d s

≤ ‖u‖ϕ
∫
A
z(±)(s)ϕ(s) d s ∈ R,

and z(±) ϕ ∈ L1(A), it can be concluded that there exists lim
t→±∞

L2u(t)
ϕ(t) and, conse-

quently, L2u ∈ C̃ϕ.
Step 2: Continuity:
It is obvious from the linearity and boundedness of operator L2.
Step 3: Compactness:
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The proof is analogous to the one for operator L1 (Theorem 8.5.2) by considering
inequalities We have the following inequalities∥∥∥L̃2u

∥∥∥
∞

=

∥∥∥∥L2u

ϕ

∥∥∥∥
∞

=

∥∥∥∥ 1

ϕ(·)

∫
A

(k(·, s) η(s))+ u(s) d s

∥∥∥∥
∞

≤‖u‖ϕ
∥∥∥∥ 1

ϕ(·)

∫
A

(k(·, s) η(s))+ ϕ(s) d s

∥∥∥∥
∞

≤‖u‖ϕ
∥∥∥∥ 1

ϕ(·)

∫
A
|k(·, s) η(s)| ϕ(s) d s

∥∥∥∥
∞

≤‖u‖ϕ
∥∥∥∥ 1

ϕ(·)

∫ ∞
−∞
|k(·, s) η(s)| ϕ(s) d s

∥∥∥∥
∞
,

and (8.5.5) instead of (8.5.3) and (8.5.2), respectively.
Step 4: L2 maps P to P ∩Kα:
Since L2 has a positive integral kernel, it clearly maps P into P . Finally, it maps

P into P ∩Kα as a direct consequence of hypothesis (C̃7) and (C̃8).

CASE II: n 6= 0:
The proof is analogous to the one made for operator L1, with some small changes

in the line of those introduced in Case I.

Analogously to the two previous theorems, it can be proved that operator T satis-
fies the following properties.

Theorem 8.5.4. If (C̃1)–(C̃3), (C̃9) and (C̃10) hold, then operator T is continuous,
compact and maps Kα into Kα.

Proof. The proof, except for the continuity, is completely analogous to previous the-
orems but using the following inequality

f(s, u(s)) = f

(
s,
u(s)

ϕ(s)
ϕ(s)

)
≤ φ‖u‖ϕ(s)ϕ(s) ≤

∥∥φ‖u‖ϕ∥∥∞ ϕ(s),

instead of u(s) ≤ ‖u‖ϕ ϕ(s).
Continuity:
Since T is not a linear operator, continuity can not be deduced from boundedness,

contrary to what we did in previous theorems. Therefore, we shall prove that operator
T is continuous in a different way.

Let {un}n∈N ⊂ C̃ϕ be a sequence which converges to u in C̃ϕ. Then, there exists
some R ∈ R such that ‖un‖ϕ ≤ R for all n ∈ N and so it holds that

f(s, un(s)) = f

(
s,
un(s)

ϕ(s)
ϕ(s)

)
≤ φR(s)ϕ(s) ≤ ‖φR‖∞ ϕ(s),
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where we have used condition (C̃3).
Moreover, from (C̃3), it holds that f(s, un(s))→ f(s, u(s)) for a. e. s ∈ R.
From (8.4.2), it is clear that, for all t ∈ R and j ∈ {0, . . . , n},∣∣∣∣∣∂j T̃ un∂tj

(t)− ∂j T̃ u

∂tj
(t)

∣∣∣∣∣≤
∫ ∞
−∞

∣∣∣∣∂j (k/ϕ)

∂tj
(t, s) η(s)

∣∣∣∣ |f(s, un(s))−f(s, u(s))| d s

and, using (C̃2),∣∣∣∣∣∂j T̃ un∂tj
(t)− ∂j T̃ u

∂tj
(t)

∣∣∣∣∣ ≤
∫ ∞
−∞

Mj(s) |f(s, un(s))− f(s, u(s))|d s

≤ 2 ‖φR‖∞
∫ ∞
−∞

Mj(s)ϕ(s) d s <∞.

Now we deduce, by application of Lebesgue’s Dominated Convergence Theorem,
that

lim
n→∞

∥∥∥∥∥∂j T̃ un∂tj
− ∂j T̃ u

∂tj

∥∥∥∥∥
∞

≤ lim
n→∞

∫ ∞
−∞

Mj(s) |f(s, un(s))− f(s, u(s))|d s

=

∫ ∞
−∞

lim
n→∞

Mj(s) |f(s, un(s))− f(s, u(s))|d s = 0.

Therefore, we deduce that Tun → Tu in C̃nϕ and so T is continuous.

The following theorem proves that the spectral radius (see Definition 1.3.2) of
both operators L1 and L2 are positive and their related eigenfunctions have constant
sign. This result is analogous to [79, Theorem 4.5] and is proven using the facts
that the considered operators leave P invariant and that P is a total cone (see Defini-
tion 1.2.5), combined with Krein-Rutman Theorem (Theorem 1.3.3).

Theorem 8.5.5. Assume that conditions (C̃1), (C̃2) and (C̃4)–(C̃8) hold. Then, it
holds that r(L1) > 0 is an eigenvalue of L1 with an eigenfunction in P \ {0}.

Analogously, r(L2) > 0 is an eigenvalue of L2 with an eigenfunction in P \ {0}.

Proof. We will prove the result for L1. Consider v ∈ P such that v ≡ 1 in A. Then,
for t ∈ A,

L1v(t) =

∫ ∞
−∞
|k(t, s) η(s)| v(s) d s ≥

∫
A
|k(t, s) η(s)| v(s) d s

=

∫
A
k(t, s) η(s) d s ≥ 1

M̃
,
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with 1/M̃ given in (C̃6).
Then, there exists some open and bounded set B, with A ⊂ B such that when

t ∈ B, ∫
A
|k(t, s) η(s)| d s ≥ 1

2 M̃
.

Now, defining u(t) = 1 for t ∈ A and u(t) = 0 when t /∈ B, from Whitney’s
Extension Theorem (see [153, Theorem I]), u can be extended to R (and this exten-
sion will be also denoted by u) as a function of class n. Moreover, from the proof
of Whitney’s Extension Theorem, it is possible to deduce that this extension will be
nonnegative and upperly bounded by 1.

Finally, since u(t) = 0 when t /∈ B and B is a bounded set, then it is clear that
lim

t→±∞
u(t) = 0 and u ∈ C̃nϕ, with independence of the choice of ϕ.

Therefore, for t ∈ B, it holds that

L1u(t) =

∫ ∞
−∞
|k(t, s) η(s)|u(s) d s ≥

∫
A
|k(t, s) η(s)|u(s) d s

=

∫
A
|k(t, s) η(s)| d s ≥ 1

2 M̃
≥ 1

2 M̃
u(t),

and for t /∈ B,

L1u(t) =

∫ ∞
−∞
|k(t, s) η(s)|u(s) d s ≥ 0 =

1

2 M̃
u(t).

Thus, as a consequence of Theorem 1.3.6, we conclude that

r(L1) ≥ 1

2 M̃
> 0.

Finally, since P is a total cone and L1 maps P into P , Krein-Rutman Theorem
(Theorem 1.3.3) ensures that r(L1) is an eigenvalue with a related eigenfunction
φ ∈ P \ {0}.

Remark 8.5.6. As a consequence of Theorems 8.5.2 and 8.5.5, we know that the
eigenfunctions mentioned above are in P ∩Kα.

We will define now the following operator on Cn(A,R)

L̄u(t) :=

∫
A
k(t, s) η(s)u(s) d s, t ∈ A,

and consider the cone PA of positive functions in Cn(A,R).
As with previous operators, we will prove that L̄ satisfies the following properties.
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Theorem 8.5.7. Assume that conditions (C̃1), (C̃2) and (C̃6)–(C̃8) hold. Then, the
operator L̄ is compact and maps PA into PA.

Proof. Let f ∈ Cn(A,R) and B ⊂ R an open and bounded set such that A ⊂ B.
Define now g(t) = f(t) for t ∈ A and g(t) = 0 for t ∈ R\B. Then, from Whitney’s
Extension Theorem (see [153, Theorem I]), g can be extended to R as a function of
class n, that is, there exists an extension of f to R as a function of class n such that
this extension vanishes for t ∈ R \ B. Obviously, this extension of f belongs to
Cnϕ(R).

Now, denote by i the function which maps a function in Cn(A,R) to the afo-
rementioned extension in Cnϕ(R) and by π the map which takes every function in
Cnϕ(R) to its restriction to the set A (which clearly belongs to Cn(A,R)). We obtain
the following diagram:

Cnϕ(R) Cnϕ(R)

Cn(A,R) Cn(A,R)

L2

L̄
i π

Let us show now that it is commutative. Consider f ∈ Cn(A,R). It holds that

(π ◦ L2 ◦ i)(f)(t) = π

(∫
A

(k(t, s) η(s))+ i(f)(s) d s

)
= π

(∫
A

(k(t, s) η(s))+ f(s) d s

)
=

∫
A
k(t, s) η(s) f(s) d s = L̄(f)(t), t ∈ A.

Now, since L2 is compact and both i and π are continuous, we deduce that L̄ is a
compact operator.

Finally, from (C̃6) it is clear that L̄ maps PA into PA.

Remark 8.5.8. We point out that, in the previous proof, Whitney’s extension theorem
can be used as a consequence of the fact that A is a finite union of compact intervals.

Theorem 8.5.9. It holds that r(L̄) > 0 and it is an eigenvalue of L̄ with an eigen-
function in PA.

Proof. Let ψ be the eigenfunction related to L2 whose existence is proved in Theo-
rem 8.5.5. Then, if we consider its restriction to A, ψ|A, it is clear that for t ∈ A

L̄ψ|A(t) = L2ψ(t) = r(L2)ψ(t) = r(L2)ψ|A(t),
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and so from Theorems 1.3.6 and 8.5.5, we deduce that r(L̄) ≥ r(L2) > 0.

We define the following numbers in the extended real line:

f0 = lim
x→0

sup
t∈R

f(t, x ϕ(t))

ϕ(t)

|x|
, f0 = lim

x→0

inf
t∈A

f(t, x ϕ(t))

ϕ(t)

|x|
,

f∞ = lim
|x|→+∞

sup
t∈R

f(t, x ϕ(t))

ϕ(t)

|x|
, f∞ = lim

|x|→+∞

inf
t∈A

f(t, x ϕ(t))

ϕ(t)

|x|
.

Next, we will give a result in which we will prove that, under suitable conditions,
the index of some subsets is 1 or 0. Before that, we shall give the following definition
that will be implicitly used in Theorem 8.5.11.

Definition 8.5.10. Let,X,Y, Z be topological spaces, Y Hausdorff. Let f : X → Y ,
g : X → Z. Let z0 ∈ g(X)′. We say that L is the limit of f when g(x) tends to z0

if for every neighborhood NY of L there exists a neighborhood NZ of z0 such that
f
(
g−1 (NZ\{z0})

)
⊂ NY . We write

lim
g(x)→z0

f(x) = L.

A particular case of this definition would be the notion of limit in the case of the
topology occurring when studying Stieltjes derivatives with respect to a function g
(cf. [59, 120]).

Now, in order to prove the following theorem, we adapt some of the proofs of
[151, Theorems 3.2-3.5] to this new context. In particular, to prove that the index
of some subsets of a cone is 1 or 0, we will use the sufficient conditions given in
Lemma 1.2.7.

Theorem 8.5.11. Assume that hypotheses (C̃1)–(C̃10) hold. Assume also that there
exists β : Cnϕ → [0,∞) such that

lim
β(u)→0

‖u‖ϕ = 0, lim
β(u)→+∞

‖u‖ϕ = +∞,

and
β(u) 6= 0⇒ u 6≡ 0.

Consider Kβ, ρ
α := {u ∈ Kα : β(u) < ρ}. Then, the following assertions hold:

(1) If 0 ≤ f0 < µ(L1), then there exists ρ0 > 0 such that iKα(T,Kβ, ρ
α ) = 1 for

each ρ ∈ (0, ρ0].
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(2) If 0 ≤ f∞ < µ(L1), then there exists R0 > 0 such that iKα(T,Kβ,R
α ) = 1 for

each R > R0.

(3) If µ (L2) < f0 ≤ ∞, then there exists ρ0 > 0 such that Kβ, ρ
α is bounded and

iKα(T,Kβ, ρ
α ) = 0 for each ρ ∈ (0, ρ0].

(4) If µ (L2) < f∞ ≤ ∞ and there exists R1 > 0 such that Kβ,R
α is bounded for

all R ≥ R1, then iKα(T,Kβ,R
α ) = 0 for each R ≥ R1.

We recall that µ denotes the characteristic value of a bounded linear operator (see
Definition 1.3.2).

Proof. (1) Let τ > 0 be such that f0 < µ(L1)−τ =: ξ. Then there exists ρ̃0 ∈ (0, 1)
such that, for all x ∈ [−ρ̃0, ρ̃0] and almost every t ∈ R, we have

f(t, x ϕ(t)) ≤ ξ |x|ϕ(t).

Also, since lim
β(u)→0

‖u‖ϕ = 0, there is ρ0 < ρ̃0 such that

‖u‖ϕ < ρ̃0 for u ∈ Kβ, ρ0
α .

Let ρ ∈ (0, ρ0]. We will prove that Tu 6= λu for u ∈ ∂Kβ, ρ
α and λ ≥ 1, which

implies that iK(T,Kβ, ρ
α ) = 1. In fact, if we assume otherwise, then there exist

u ∈ ∂Kβ, ρ
α (that is, β(u) = ρ and therefore, u 6≡ 0) and λ ≥ 1 such that λu = Tu.

Therefore, for t ∈ R,

|u(t)| ≤λ |u(t)| = |Tu(t)| =
∣∣∣∣∫ ∞
−∞

k(t, s) η(s) f(s, u(s)) d s

∣∣∣∣
≤
∫ ∞
−∞
|k(t, s) η(s)| f

(
s,
u(s)

ϕ(s)
ϕ(s)

)
d s ≤ ξ

∫ ∞
−∞
|k(t, s) η(s)| |u(s)| d s

= ξ (L1|u|) (t).

We conclude that |u| ≤ ξL1|u|. Thus, as L1 is a nondecreasing operator, iterating,
we have that

|u| ≤ ξ L1|u| ≤ ξ L1 (ξ L1|u|) = ξ2 L2
1|u| ≤ · · · ≤ ξn Ln1 |u|.

That is,
‖u‖ϕ ≤ ξn ‖Ln1 |u| ‖ϕ

and, hence,

1 ≤ ξn ‖L
n
1 |u| ‖ϕ
‖u‖ϕ

≤ ξn ‖Ln1‖ϕ,
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where ‖Ln1‖ϕ denotes the norm of the operator, namely

‖Ln1‖ϕ = sup
u6≡0

‖Ln1u ‖ϕ
‖u‖ϕ

.

Taking the n-th square root and the limit when n→∞, we get

1 ≤ ξ (‖Ln1‖ϕ)
1
n −−−→

n→∞
ξ r(L1),

which is a contradiction.

(2) Let τ ∈ R+ such that f∞ < µ(L1)− τ =: ξ. Then there exists R1 > 0 such
that for every |x| ≥ R1 and almost every t ∈ R

f(t, x ϕ(t)) ≤ ξ |x|ϕ(t).

Also, by (C̃3) there exists φR1 ∈ L∞(R) such that

f(t, x ϕ(t))

ϕ(t)
≤ φR1(t),

for all x ∈ [−R1, R1] and a. e. t ∈ R. Hence,

f(t, x ϕ(t)) ≤ ξ |x|ϕ(t) + ϕ(t)φR1(t) for all x ∈ R and a. e. t ∈ R. (8.5.6)

Moreover, since ξ < 1
r(L1) we deduce that

r(ξ L1) = ξ r(L1) < 1.

Thus, if we denote by Id the identity operator, since ξ L1 has spectral radius less than
one, Id−ξ L1 is invertible. Furthermore, by the Neumann series expression,

(Id−ξ L1)−1 =

∞∑
k=0

(ξ L1)k

and therefore, (Id−ξ L1)−1 maps P into P ∩Kα, since L1 does.
Since φR1 ∈ L∞(R),

C(t) :=

∫ ∞
−∞
|k(t, s) η(s)|ϕ(s)φR1(s) d s ≤ ‖φR1‖∞

∫ ∞
−∞
|k(t, s) η(s)|ϕ(s) d s,

and so, from (C̃2), it is clear that C ∈ C̃nϕ. Furthermore, since C(t) ≥ 0 for all t ∈ R,
C ∈ P . Therefore (Id−ξ L1)−1C ∈ P ∩Kα and

R0 := ‖(Id−ξ L1)−1C‖ϕ < +∞.

249



Existence of Solutions of Integral Equations with Asymptotic Conditions

Because lim
β(u)→+∞

‖u‖ϕ = +∞, there exists R2 > R0 such that

‖u‖ϕ > R0 for every u ∈ ∂Kβ,R
α with R > R2.

Now we prove that for each R > R2, Tu 6= λu for all u ∈ ∂Kβ,R
α and λ ≥ 1, which

implies, from Lemma 1.2.7, that iK(T,Kβ,R
α ) = 1. Assume, otherwise, that there

exist u ∈ ∂Kβ,R
α and λ ≥ 1 such that λu = Tu. Taking into account the inequality

(8.5.6), we have, for t ∈ R,

|u(t)| ≤ λ |u(t)| = |Tu(t)| =
∣∣∣∣∫ ∞
−∞

k(t, s) η(s) f(s, u(s)) d s

∣∣∣∣
≤
∫ ∞
−∞
|k(t, s) η(s)| f

(
s,
u(s)

ϕ(s)
ϕ(s)

)
d s

≤
∫ ∞
−∞
|k(t, s) η(s)|

[
ξ

∣∣∣∣u(s)

ϕ(s)

∣∣∣∣ϕ(s) + ϕ(s)φR1(s)

]
d s

≤ ξ
∫ ∞
−∞
|k(t, s) η(s)| |u(s)| d s+ C(t) = ξ L1|u|(t) + C(t),

which implies that
(Id−ξ L1)|u|(t) ≤ C(t).

Since (Id−ξ L1)−1 is nonnegative (and, therefore, nondecreasing), we have that

|u(t)| ≤ (Id−ξ L1)−1C(t)

and, consequently,
‖u‖ϕ ≤ ‖(Id−ξ L1)−1C‖ϕ = R0.

Therefore, we have that ‖u‖ϕ ≤ R0, which is a contradiction.

(3) There exists ρ0 > 0 such that for all x ∈ (0, ρ0] and all t ∈ A we have that

f(t, x ϕ(t)) ≥ µ (L2)xϕ(t).

Since lim
β(u)→0

‖u‖ϕ = 0, there exists ρ1 ∈ (0, ρ0] such that

‖u‖ϕ < ρ0 for every u ∈ Kβ, ρ
α , ρ ∈ (0, ρ1].

Let ρ ∈ (0, ρ1] be fixed. Let us prove that u 6= Tu + λϕ1 for all u in ∂Kβ, ρ
α and

λ ≥ 0, where ϕ1 ∈ Kα ∩ P is the eigenfunction of L2 with ‖ϕ1‖ = 1 correspon-
ding to the eigenvalue 1/µ (L2), whose existence is proved in Theorem 8.5.5. From
Lemma 1.2.7, this implies that iK(T,Kβ, ρ

α ) = 0.
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Assume, on the contrary, that there exist u ∈ ∂Kβ, ρ
α and λ ≥ 0 such that

u = Tu+ λϕ1. We distinguish two cases.
Firstly, we discuss the case λ > 0. We have, for t ∈ A in the conditions of (C̃6),

that

u(t) =

∫ ∞
−∞

k(t, s) η(s) f(s, u(s)) d s+ λϕ1(t)

≥
∫
A
k(t, s) η(s) f

(
s,
u(s)

ϕ(s)
ϕ(s)

)
d s+ λϕ1(t)

≥µ (L2)

∫
A
k(t, s) η(s)u(s) d s+ λϕ1(t) = µ (L2)L2u(t) + λϕ1(t).

Note that the equality u = Tu + λϕ1 implies that u(t) ≥ 0 for t ∈ A. Therefore,
µ(L2)L2u(t) ≥ 0 for t ∈ A and we deduce, from previous inequalities, that

u(t) ≥ λϕ1(t) for t ∈ A.

Hence, for t ∈ A,

L2u(t) ≥ λL2ϕ1(t) =
λ

µ (L2)
ϕ1(t),

in such a way that we obtain

u(t) ≥ µ (L2)L2u(t) + λϕ1(t) ≥ 2λϕ1(t), for t ∈ A.

By iteration, we deduce that, for t ∈ A, we get

u(t) ≥ nλϕ1(t) for every n ∈ N,

a contradiction because u(t) is finite and ϕ1|A 6≡ 0.
Now we consider the case λ = 0. Let ε > 0 be such that for all x ∈ (0, ρ0] and

almost every t ∈ A we have

f(t, x ϕ(t)) ≥ (µ (L2) + ε)xϕ(t).

We have, for t ∈ A,

u(t) =

∫ ∞
−∞

k(t, s) η(s) f(s, u(s)) d s ≥
∫
A

(k(t, s) η(s))+ f(s, u(s)) d s

≥ (µ (L2) + ε)

∫
A

(k(t, s) η(s))+ u(s) d s = (µ (L2) + ε)L2u(t).
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From previous expression together with (C̃6), it is immediately deduced that
u(t) > 0 for t ∈ A.

Since L2ϕ1(t) = r (L2)ϕ1(t) for t ∈ R, we have, for t ∈ A,

L̄ϕ1(t) = L2ϕ1(t) = r (L2)ϕ1(t),

and we obtain r(L̄) ≥ r (L2).
On the other hand, we have, for t ∈ A,

u(t) ≥ (µ (L2) + ε)L2u(t) = (µ (L2) + ε) L̄u(t),

where u(t) > 0. Thus, using Theorem 1.3.7, we have

r(L̄) ≤ 1

µ (L2) + ε

and therefore
r (L2) ≤ 1

µ (L2) + ε
.

This gives µ (L2) + ε ≤ µ (L2), which is a contradiction.

(4) Let R1 > 0 be such that

f(t, x ϕ(t)) > µ (L2) xϕ(t)

for all x > R1 and all t ∈ A.
Moreover, since limβ(u)→+∞ ‖u‖ϕ = +∞, there exists R2 such that

‖u‖ϕ > R1 for every u ∈ ∂Kβ,R
α , for R > R2.

Let R ≥ R2. Now, proceeding as in the proof of Statement (3), it is easy to
prove that u 6= Tu + λϕ1 for all u in ∂Kβ,R

α and λ ≥ 0, which implies that
iK(T,Kβ,R

α ) = 0.

The next theorem, following the line of [152], applies the index results in The-
orem 8.5.11 in order to prove the existence of nontrivial solutions for the equation
(8.5.1).

Theorem 8.5.12. Assume that conditions (C̃1)–(C̃10) hold. Suppose also that one of
the following conditions is satisfied

(T1) 0 ≤ f0 < µ(L1) and µ (L2) < f∞ ≤ ∞.

(T2) 0 ≤ f∞ < µ(L1) and µ (L2) < f0 ≤ ∞.
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8.5 Existence of Solutions via Spectral Theory

Then the integral equation (8.5.1) has at least one nontrivial solution in Kα.

Proof. We will prove (T1), being (T2) analogous.
Take β(u) = ‖u‖ϕ. Clearly β is in the conditions of Theorem 8.5.11. Then, the

existence of ρ0 > 0 and R1 > 0 such that iKα(T,Kβ,ρ
α ) = 1 for each ρ ∈ (0, ρ0] and

iKα(T,Kβ,R
α ) = 0 for each R ≥ R1 is ensured.

Therefore, if we choose ρ ≤ ρ0 and R ≥ R1 such that ρ < R, we have that
Kβ,ρ
α ⊂ Kβ,R

α , and from (3) and (4) in Lemma 1.2.7 we deduce that T has a fixed
point in Kβ,R

α \Kβ,ρ
α .

The following lemma establishes some relations between the characteristic values
of some of the considered operators.

Lemma 8.5.13. It holds that M̃(A) ≥ µ (L2) ≥ µ(L1).

Proof. First, we prove that µ (L2) ≥ µ(L1). Let φ ∈ C̃nϕ \ {0} be an eigenfunction
of L1 related to the eigenvalue r(L1). We have that

r(L1)φ(t) = L1φ(t) =

∫ ∞
−∞
|k(t, s) η(s)|φ(s) d s ≥

∫
A
|k(t, s) η(s)|φ(s) d s

≥
∫
A

(k(t, s) η(s))+ φ(s) d s = L2φ(t).

Thus, Theorem 1.3.7 implies that r (L2) ≤ r(L1) or, equivalently, µ (L2) ≥ µ(L1).
Now we prove M̃(A) ≥ µ (L2). Let φ ∈ P ∩ Kα be a corresponding eigen-

function of norm 1 of 1/µ (L2) for the operator L2, that is φ = µ (L2)L2(φ) and
‖φ‖ = 1. Then, for t ∈ A, we have that

φ(t) = µ (L2)

∫
A
k(t, s) η(s)φ(s) d s ≥ µ (L2) min

t∈A
φ(t)

∫
A
k(t, s) η(s) d s.

Taking the minimum over A, we obtain

min
t∈A

φ(t) ≥ µ (L2) min
t∈A

φ(t)
1

M̃(A)
,

that is, M̃(A) ≥ µ (L2).

Remark 8.5.14. We note that all the previous results could also be formulated for
the spaces C̃nϕ([a,+∞)) or C̃nϕ((−∞, a]) for any a ∈ R.
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8.5.1. An Example

Consider the problem

Tu(t) =

∫ ∞
−∞

e−
|s|
2 sin t

√
|u(s)| sin2 s d s,

that is, k(t, s) = e−
|s|
2 sin t, η ≡ 1 and f(s, y) =

√
|y| sin2 s.

We will take
ϕ(t) = |t|,

and

α(u) = min
t∈[π4 ,

3π
4 ]
u(t)−

√
2

2
‖u‖∞.

We will verify that conditions (C̃1)–(C̃10) are satisfied for the case n = 0:

(C̃1) First of all, since k(·, s) ∈ C(R) and there exist

lim
t→±∞

k(t, s)

ϕ(t)
= lim

t→±∞

e−
|s|
2 sin t

|t|
= 0,

it is clear that k(·, s) ∈ C̃ϕ for all s ∈ R.

Moreover, for every ε > 0 there exists δ > 0 such that when |t1 − t2| < δ,

(i)

∣∣∣∣k(t1, s)

ϕ(t1)
− k(t2, s)

ϕ(t2)

∣∣∣∣ =

∣∣∣∣∣e−
|s|
2 sin t1
|t1|

− e−
|s|
2 sin t2
|t2|

∣∣∣∣∣ ≤ ε e− |s|2 ,
and

(ii)

∣∣∣∣(k(t1, s))
+

ϕ(t1)
− (k(t2, s))

+

ϕ(t2)

∣∣∣∣=
∣∣∣∣∣e−

|s|
2 (sin t1)+

|t1|
− e−

|s|
2 (sin t2)+

|t2|

∣∣∣∣∣ ≤ ε e− |s|2 ,
so we will take ω0(s) = e−

|s|
2 .
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(C̃2) Clearly, it holds that ω0 ϕ ∈ L1(R). Also,

1

ϕ(t)

∫ ∞
−∞
|k(t, s)|ϕ(s) d s =

| sin t|
|t|

∫ ∞
−∞

e−
|s|
2 |s| d s = 8

| sin t|
|t|

∈ L∞(R).

Moreover, in this case

z(±)(s) = lim
t→±∞

e−
|s|
2 | sin t|
|t|

= 0,

M0(s) = sup
t∈R

e−
|s|
2 | sin t|
|t|

= e−
|s|
2 ,

and it holds that z(±) ϕ, M0 ϕ ∈ L1(R).

(C̃3) It is clear that f(·, y) is measurable for each fixed y ∈ R and f(t, ·) is continu-
ous for a. e. t ∈ R. Finally, for each r > 0, there exists

φr(t) =

√
r sin2 t√
|t|

∈ L∞(R)

such that
f(t, x ϕ(t))

ϕ(t)
=

√
|x t| sin2 t

|t|
≤ φr(t),

for all x ∈ [−r, r] and a. e. t ∈ R.

(C̃4) In this case,

α(|k(·, s)|) = min
t∈[π4 ,

3π
4 ]
|k(t, s)| −

√
2

2
‖k(·, s)‖∞

= e−
|s|
2 min

t∈[π4 ,
3π
4 ]
| sin t| −

√
2

2
e−
|s|
2 = 0.

(C̃5) It is clear that α(|k(·, s)|)ϕ(s) ∈ L1(R). Moreover, for all u ∈ P , it holds that

α(L1u) = min
t∈[π4 ,

3π
4 ]

∫ ∞
−∞
|k(t, s)|u(s) d s−

√
2

2

∥∥∥∥∫ ∞
−∞
|k(·, s)|u(s) d s

∥∥∥∥
∞

≥
∫ ∞
−∞

min
t∈[π4 ,

3π
4 ]
|k(t, s)|u(s) d s−

√
2

2

∫ ∞
−∞
‖k(·, s)‖∞ u(s) d s

=

∫ ∞
−∞

α(|k(·, s)|)u(s) d s.
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(C̃6) We can take A =
[
π
4 ,

3π
4

]
. For such A, we obtain

1

M̃(A)
= inf

t∈A

∫
A
e−
|s|
2 sin t d s = inf

t∈A

{
2 e
−3π
8

(
−1 + e

π
4

)
sin t

}
=
√

2 e
−3π
8

(
−1 + e

π
4

)
> 0.

(C̃7) It is analogous to (C̃4). The same occurs to (C̃9).

(C̃8) It is analogous to (C̃5). The same occurs to (C̃10).

Finally, we obtain the following values for the limits f∞ and f0:

f∞ = lim
|x|→+∞

sup
t∈R

√
|x| sin2 t√
|t|

|x|
≤ lim
|x|→+∞

√
|x|
|x|

= 0,

and so f∞ = 0.
Analogously,

f0 = lim
|x|→0

inf
t∈A

√
|x| sin2 t√
|t|

|x|
= lim
|x|→0

√
|x|√

3π |x|
= +∞.

On the other hand, since both r(L1) and r(L2) are positive (as it has been proved
in Theorem 8.5.5), it holds that µ(L1) > 0 and µ(L2) < +∞.

Thus, from (T2) in Theorem 8.5.12, we deduce that our problem has at least a
nontrivial solution in Kα ⊂ C̃ϕ.

Remark 8.5.15. Note that, as it has been indicated before, the results in Section 8.4
are not applicable to this problem as the nonlinearity f does not satisfy condition
(C2).
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Chapter 9
On Unbounded Solutions of Singular

Initial Value Problems with
φ-Laplacian

In this chapter, we will study the existence of unbounded solutions of a singular
nonlinear initial value problem with a φ-Laplacian.

The same problem has already been considered in [13], where the authors dis-
cussed the existence and properties of bounded solutions. Here we will focus our
attention on unbounded solutions of the problem and provide sufficient conditions
for their existence. This way, this chapter completes the results obtained in [13].

Contrary to previous chapters, since the problem is singular, it is not possible
to construct an equivalent integral problem with a kernel given by a related Green’s
function. As a consequence, the techniques developed in this chapter are completely
different to the ones used previously in this Thesis.

All the results in this chapter are collected in [131].

9.1. Introduction

The aim of this chapter is to analyse the singular nonlinear equation

(p(t)φ(u′(t)))′ + p(t) f(φ(u(t))) = 0, t > 0, (9.1.1)

with the initial conditions

u(0) = u0, u′(0) = 0, (9.1.2)

where u0 ∈ [L0, L].
A special case of equation (9.1.1) with φ(u) ≡ u and p(t) = tn−1, n ∈ N, n ≥ 2,(

tn−1 u′(t)
)′

+ tn−1 f(u(t)) = 0, t > 0,

arises in many areas. For example, in the study of phase transition of Van der Waals
fluids ( [60]), in population genetics, where it serves as a model for the spatial dis-
tribution of the genetic composition of a population ( [55]), in the homogeneous nu-
cleation theory ([1]), in the relativistic cosmology for description of particles which
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can be treated as domains in the universe ([100]), or in the nonlinear field theory, in
particular, when describing bubbles generated by scalar fields of the Higgs type in
the Minkowski spaces ([47]).

The above nonlinear equation was replaced with its abstract and more general
form (

p(t)u′(t)
)′

+ q(t) f(u(t)) = 0, t > 0,

which was investigated for p = q in [122, 123, 125–128] and for p 6= q in [12, 14,
130, 144]. Other problems without φ-Laplacian close to (9.1.1)–(9.1.2) can be found
in [2, 8, 10, 90–92] and those with φ-Laplacian in [49, 82, 107, 108, 137].

Before precising what the main objectives of this chapter are, we need to define
what we understand by solution of problem (9.1.1)–(9.1.2).

Definition 9.1.1. Let [0, b) ⊂ [0,∞) be a maximal interval such that a function
u ∈ C1([0, b)) with φ(u′) ∈ C1((0, b)) satisfies equation (9.1.1) for every t ∈ (0, b)
and let u satisfy the initial conditions (9.1.2). Then u is called a solution of problem
on [0, b).

If u is a solution of problem (9.1.1)–(9.1.2) on [0,∞), then u is called a solution
of problem (9.1.1)–(9.1.2).

In particular, following the line of [13], we will distinguish three different types
of solutions.

Definition 9.1.2. Consider a solution of problem (9.1.1)–(9.1.2) with u0 ∈ (L0, L)
and denote

usup = sup{u(t) : t ∈ [0,∞)}.

If usup = L, then u is called a homoclinic solution of problem (9.1.1)–(9.1.2).
If usup < L, then u is called a damped solution of problem (9.1.1)–(9.1.2).

Solutions from Definition 9.1.2 are bounded. Therefore, we are mostly interested
in another type of solutions specified in the next definition.

Definition 9.1.3. Let u be a solution of problem (9.1.1)–(9.1.2) on [0, b), where
b ∈ (0,∞ ]. If there exists some c ∈ (0, b) such that

u(c) = L, u′(c) > 0, (9.1.3)

then u is called an escape solution of problem (9.1.1)–(9.1.2) on [0, b).

The three considered types of solutions can be seen in Figure 9.1.1.
As we have mentioned before, analytical properties of the solutions of problem

(9.1.1)–(9.1.2) with a φ-Laplacian have been already studied in [13], with a focus on
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0 t

L

L0

damped solutions

homoclinic solution

escape solution

Figure 9.1.1: Types of solutions of problem (9.1.1)–(9.1.2).

the existence of bounded solutions on [0,∞). In particular, the existence of damped
solutions was proved for certain values of u0.

Some results derived in [13] will also be useful here when the existence and
properties of unbounded solutions are of interest. Therefore, we will recapitulate
them in Section 9.2.

The goal of this chapter is to find conditions which guarantee the existence of
escape solutions of problem (9.1.1)–(9.1.2) which are unbounded.

Note that the analysis of problem (9.1.1)–(9.1.2) with a general φ-Laplacian in-
cludes, for example, φ(x) = |x|α signx, for α > 1. Let us emphasize that in this
case, φ−1(x) = |x|

1
α signx is not locally Lipschitz continuous. Since φ−1 is present

in the operator form of (9.1.1)–(9.1.2), namely

u(t) = u0 +

∫ t

0
φ−1

(
− 1

p(s)

∫ s

0
p(τ) f(φ(u(τ))) d τ

)
d s, t ≥ 0,

the standard technique based on the Lipschitz property is not applicable here and
another approach needs to be developed.

Therefore, we will distinguish two cases:

In the first case, where functions φ−1 and f are Lipschitz continuous, the uni-
queness of solution of problem (9.1.1)–(9.1.2) is guaranteed. In this case, we
will obtain a sequence of escape solutions with different initial values.

In the second case, functions φ−1 and f do not have to be Lipschitz continuous.
The lack of uniqueness causes difficulties and therefore is more challenging.
The problems are overcome by means of the lower and upper solutions method.
Also here sufficient conditions for the existence of escape solutions are derived.
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However, contrary to previous case, it may occur in this one that all the escape
solutions have the same initial value L0.

Moreover, since, in general, an escape solution does not need to be unbounded,
criteria for an escape solution to tend to infinity will be derived. In this manner, we
will obtain new existence results for unbounded solutions of problem (9.1.1)–(9.1.2).

This chapter is organized in the following way: Preliminary results for an auxili-
ary problem with a bounded nonlinearity are stated in Section 9.2. Auxiliary lemmas
necessary for proofs of the existence of escape solutions of the auxiliary problem are
given in Section 9.3. The existence of escape solutions of this problem is further dis-
cussed in Section 9.4. Namely, the first existence result in Section 9.4 is derived by an
approach based on the Lipschitz property. The other case without the Lipschitz con-
dition is studied by means of the lower and upper solutions method. In Section 9.5,
several criteria for escape solutions of the original problem to be unbounded are pro-
ved. The main results about the existence of unbounded solutions with examples are
given in Section 9.6.

9.2. Preliminaries

Throughout this chapter, we will make the following basic assumptions:

φ ∈ C1(R) is a Laplacian, that is,

φ(R) = R, φ(0) = 0 and φ′(x) > 0 for x ∈ (R \ {0}). (B1)

L0 < 0 < L and the nonlinearity f satisfies the following properties

f ∈ C[φ(L0),∞), f(φ(L0)) = f(0) = f(φ(L)) = 0. (B2)

Moreover, f oscillates in the following way:

xf(x) > 0 for x ∈ (φ(L0), φ(L)) \ {0}, f(x) ≤ 0 for x > φ(L). (B3)

Finally, p ∈ C[0,∞) ∩ C1(0,∞) is an increasing function, that is,

p(0) = 0 and p′(t) > 0 for t ∈ (0,∞). (B4)

Moreover, in order to derive the main existence results about unbounded soluti-
ons of problem (9.1.1)–(9.1.2), we introduce the following auxiliary equation with a
bounded nonlinearity

(p(t)φ(u′(t)))′ + p(t) f̃(φ(u(t))) = 0, t ∈ (0,∞), (9.2.1)
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where

f̃(x) =

{
f(x) for x ∈ [φ(L0), φ(L)],

0 for x < φ(L0), x > φ(L).
(9.2.2)

Since f̃ is bounded on R, the maximal interval of existence for each solution of
problem (9.2.1), (9.1.2) is [0,∞).

In this section, we collect preliminary results for solutions of problem (9.2.1),
(9.1.2) derived in [13]. Properties, asymptotic behaviour and a priori estimates of
such solutions are specified in Lemmas 9.2.1–9.2.9. The existence and continuous
dependence on initial values of solutions are provided in Theorems 9.2.10 and 9.2.12,
respectively.

Lemma 9.2.1 ( [13, Lemma 2.1 b) ]). Let (B1)–(B4) hold and let u be a solution
of equation (9.2.1). Assume that there exists a ≥ 0 such that u(a) ∈ (L0, 0) and
u′(a) = 0. Then u′(t) > 0 for t ∈ (a, θ], where θ is the first zero of u on (a,∞). If
such θ does not exist, then u′(t) > 0 for t ∈ (a,∞).

Lemma 9.2.2 ( [13, Lemma 2.2]). Let (B1)–(B4) hold and let u be a solution of
equation (9.2.1). Assume that there exists a ≥ 0 such that u(a) = L and u′(a) = 0.

a) Let θ > a be the first zero of u on (a,∞). Then there exists a1 ∈ [a, θ ) such
that

u(a1) = L, u′(a1) = 0, 0 ≤ u(t) < L, u′(t) < 0, t ∈ (a1, θ].

b) Let u > 0 on [a,∞) and u 6≡ L on [a,∞). Then there exists a1 ∈ [a,∞) such
that

u(a1) = L, u′(a1) = 0, 0 < u(t) < L, u′(t) < 0, t ∈ (a1,∞).

In both cases, u(t) = L for t ∈ [a, a1].

Lemma 9.2.3 ([13, Lemma 2.6]). Assume (B1)–(B4),

lim
t→∞

p′(t)

p(t)
= 0, (9.2.3)

and

∃ B̄ ∈ (L0, 0) : F̃
(
B̄
)

= F̃ (L), where F̃ (x) =

∫ x

0
f̃(φ(s)) d s, x ∈ R. (9.2.4)

Let u be a solution of equation (9.2.1) and let there exist b ≥ 0 and θ > b such that

u(b) ∈ [B̄, 0), u′(b) = 0, u(θ) = 0, u(t) < 0, t ∈ [b, θ). (9.2.5)
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Then there exists a ∈ (θ,∞) such that

u′(a) = 0, u′(t) > 0, t ∈ (b, a), u(a) ∈ (0, L).

Lemma 9.2.4 ( [13, Lemma 2.7]). Assume that hypotheses (B1)–(B4), (9.2.3) and
(9.2.4) hold. Let u be a solution of equation (9.2.1) and let a ≥ 0 and θ > a be such
that

u(a) ∈ (0, L], u′(a) = 0, u(θ) = 0, u(t) > 0, t ∈ [a, θ). (9.2.6)

Then there exists b ∈ (θ,∞) such that

u′(b) = 0, u′(t) < 0, t ∈ (a, b), u(b) ∈ (B̄, 0).

Lemma 9.2.5 ([13, Lemma 2.8]). Assume that (B1)–(B4) and (9.2.3) hold. Let u be
a solution of equation (9.2.1) and let b ≥ 0 be such that

u(b) ∈ (L0, 0), u′(b) = 0, u(t) < 0, t ∈ [b,∞).

Then
lim
t→∞

u(t) = 0, lim
t→∞

u′(t) = 0.

Lemma 9.2.6 ([13, Lemma 2.9]). Assume that (B1)–(B4) and (9.2.3) hold. Let u be
a solution of equation (9.2.1) and let a ≥ 0 be such that

u(a) ∈ (0, L], u′(a) = 0, u(t) > 0, t ∈ [a,∞).

Then either
u(t) = L, t ∈ [a,∞)

or
lim
t→∞

u(t) = 0, lim
t→∞

u′(t) = 0.

Lemma 9.2.7 ( [13, Lemma 3.1]). Assume that hypotheses (B1)–(B4), (9.2.3) and
(9.2.4) hold. Let u be a solution of problem (9.2.1), (9.1.2) with u0 ∈

(
L0, B̄

)
. Let

there exist θ > 0, a > θ such that

u(θ) = 0, u(t) < 0, t ∈ [0, θ)

and
u′(a) = 0, u′(t) > 0, t ∈ (θ, a).

Then
u(a) ∈ (0, L] and u′(t) > 0, t ∈ (0, a).
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Lemma 9.2.8 ( [13, Lemma 3.2]). Let assumptions (B1)–(B4), (9.2.3) and (9.2.4)
hold. Let u be a solution of problem (9.2.1), (9.1.2) with u0 ∈ (L0, 0) ∪ (0, L). Then

u0 ∈
[
B̄, 0

)
∪ (0, L) implies that B̄ < u(t) < L, t ∈ (0,∞)

and
u0 ∈

(
L0, B̄

)
implies that u0 < u(t), t ∈ (0,∞) .

For the following result, we introduce a function ϕ defined as

ϕ(t) :=


1

p(t)

∫ t

0
p(s) d s, t ∈ (0, T ]

0, t = 0.

(9.2.7)

This function is continuous on [0, T ] and satisfies that

0 < ϕ(t) ≤ t, t ∈ (0, T ] and lim
t→0+

ϕ(t) = 0. (9.2.8)

Moreover, sincef̃ is bounded, there exists some constant M̃ > 0 such that

|f̃(x)| ≤ M̃, ∀x ∈ R. (9.2.9)

Lemma 9.2.9 ([13, Lemma 3.4]). Assume (B1)–(B4). Let u be a solution of problem
(9.2.1), (9.1.2) with u0 ∈ [L0, L]. The inequality∫ β

0

p′(t)

p(t)

∣∣φ(u′(t))
∣∣ d t ≤ M̃ (β − ϕ(β)) ,

with ϕ given in (9.2.7), is valid for every β > 0. If moreover (9.2.3) and (9.2.4) hold,
then there exists c̃ > 0 such that

|u′(t)| ≤ c̃, t ∈ [0,∞),

for every solution u of (9.2.1), (9.1.2) with u0 ∈ (L0, 0) ∪ (0, L).

The existence of solutions of the auxiliary problem (9.2.1), (9.1.2) is proved in
[13] by means of the Schauder’s fixed point Theorem. We state this existence result
in the next theorem.

Theorem 9.2.10 ([13, Theorem 4.1]). Assume that conditions (B1)–(B4) hold. Then,
for each u0 ∈ [L0, L], there exists a solution u of problem (9.2.1), (9.1.2).
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Remark 9.2.11. Assumption (B2) yields that the constant functions u ≡ L0, u ≡ 0
and u ≡ L are solutions of problem (9.1.1)–(9.1.2) on [0,∞) with u0 = L0, u0 = 0
and u0 = L, respectively.

The uniqueness of solutions of (9.2.1), (9.1.2) follows from the continuous de-
pendence on initial values. This assertion is based on the Lipschitz property of both
f and φ.

Theorem 9.2.12 ([13, Theorem 4.3]). Assume (B1)–(B4) and

f ∈ Lip [φ(L0), φ(L)] , (9.2.10)

φ−1 ∈ Liploc(R). (9.2.11)

Let ui be a solution of problem (9.2.1), (9.1.2) with u0 = Bi ∈ [L0, L], i = 1, 2.
Then, for each β > 0, there exists K > 0 such that

‖u1 − u2‖C1[0,β] ≤ K |B1 −B2|.

Furthermore, any solution of problem (9.2.1), (9.1.2), with u0 ∈ [L0, L], is unique.

Remark 9.2.13. We note that, even if (9.2.10) and (9.2.11) do not hold, u ≡ 0 is the
unique solution of (9.1.1)–(9.1.2) with u0 = 0. Indeed, if u(0) = 0, then u′ cannot
be positive on (0, δ) for any δ > 0 since, in such a case, u would be positive on (0, δ)
and integrating equation (9.1.1) from 0 to t ∈ (0, δ), we would get, by (B3), that

p(t)φ(u′(t)) = −
∫ t

0
p(s) f(φ(u(s))) d s < 0,

which is a contradiction. Similarly, u′ cannot be negative. Therefore, the solution
u(t) ≡ 0 is the unique solution of problem (9.1.1)–(9.1.2) with u0 = 0 and, clearly,
it is a damped solution.

Remark 9.2.14. We note that Lemmas 9.2.3–9.2.8 are proved in [13] under the we-
aker assumption

lim sup
t→∞

p′(t)

p(t)
<∞ (9.2.12)

instead of condition (9.2.3). Obviously (9.2.3) implies (9.2.12) but, since in this chap-
ter we will need to assume the stronger condition (9.2.3), we have decided to use it in
the formulations of all the results in this section, for the sake of keeping the formula-
tions as simple as possible.

Similarly, no sign conditions on f(x), x /∈ [L0, L] are needed in [13] while here
we use (B3). In particular, contrary to [13], we will need the condition f(x) ≤ 0 for
x > φ(L). So, we will use this additional condition in formulations of results in this
section, whereas these results are proved in [13] without it.
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9.3. Auxiliary Results

In this section, we provide auxiliary lemmas, which will be used in Section 9.4
for proving the existence of escape solutions of the auxiliary problem (9.2.1), (9.1.2).

Note that all the solutions of problem (9.2.1), (9.1.2) with u0 ∈ [B̄, L) are dam-
ped solutions (see Remark 9.2.13 and Lemma 9.2.8). Therefore, when looking for
escape solutions of problem (9.2.1), (9.1.2), we will consider only u0 ∈ [L0, B̄).
Such solutions can be equivalently characterized as follows.

Lemma 9.3.1. Let (B1)–(B4), (9.2.3) and (9.2.4) hold and let u be a solution of
problem (9.2.1), (9.1.2). Then u is an escape solution if and only if

sup {u(t) : t ∈ [0,∞)} > L. (9.3.1)

Proof. Let u fulfil (9.3.1). According to Definition 9.1.2, u is not a damped solution
and hence, due to Lemma 9.2.8, u(0) < B̄ < 0. Consequently, there exists a maximal
c > 0 such that u(t) < L for t ∈ [0, c) and

u(c) = L, u′(c) ≥ 0.

Assume that u′(c) = 0. Using Lemma 9.2.2 (and, in case of more roots of u, also
Lemmas 9.2.3 and 9.2.4), we get that

sup {u(t) : t ∈ [0,∞)} = u(c) = L,

contrary to (9.3.1). Therefore, u′(c) > 0 and so u is an escape solution.
On the other hand, if u is an escape solution of problem (9.2.1), (9.1.2), then

(9.3.1) follows immediately from Definition 9.1.3.

The proof of the existence of escape solutions are based on Lemmas 9.3.2 and
9.3.5. These lemmas are denoted here as basic lemmas because they are essential for
the proof of existence of escape solutions.

Basic Lemma I (Lemma 9.3.2), fully covers the case when the uniqueness of
solutions of (9.2.1), (9.1.2) is guaranteed. In particular, in such a case, u ≡ L0 is the
unique solution with u0 = L0. Therefore, u0 = L0 is not discussed in the context of
escape solutions.

The situation is different when (9.2.10) and (9.2.11) do not hold, as we will see
in Basic Lemma II (Lemma 9.3.5).

Lemma 9.3.2 (Basic Lemma I). Let (B1)–(B4), (9.2.3) and (9.2.4) hold. Choose
C ∈ (L0, B̄) and a sequence {Bn}∞n=1 ⊂ (L0, C). For each n ∈ N, let un be a
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solution of problem (9.2.1), (9.1.2) with u0 = Bn and let (0, bn) be the maximal
interval such that

un(t) < L and u′n(t) > 0, t ∈ (0, bn). (9.3.2)

Finally, let γn ∈ (0, bn) be such that

un(γn) = C. (9.3.3)

If the sequence {γn}∞n=1 is unbounded, then the sequence {un}∞n=1 contains an es-
cape solution of problem (9.2.1), (9.1.2).

Proof. If the sequence {γn}∞n=1 is unbounded, then there exists a subsequence which
goes to infinity as n → ∞. For simplicity, let us denote it also by {γn}∞n=1. This
way, we have that

lim
n→∞

γn =∞, γn < bn, n ∈ N.

Assume now, on the contrary, that un is not an escape solution of problem (9.2.1),
(9.1.2) for any n ∈ N. Then, by Lemma 9.3.1,

sup {un(t) : t ∈ [0,∞)} ≤ L, ∀n ∈ N. (9.3.4)

We will divide the proof into several steps:
Step 1: It holds that un(bn) ∈ [0, L] and u′n(bn) = 0 for all n ∈ N.
Fixed n ∈ N and consider a solution un of problem (9.2.1), (9.1.2) with u0 = Bn.
First assume that un < 0 on [0,∞). Then, by Lemma 9.2.1, we get that u′n > 0

on (0,∞). This way, the interval (0, bn) given in (9.3.2) is (0,∞). In addition, from
Lemma 9.2.5, we get that

lim
t→∞

un(t) = 0, lim
t→∞

u′n(t) = 0.

If we put
lim
t→∞

un(t) =: un(bn) and lim
t→∞

u′n(t) =: u′n(bn),

we obtain
un(bn) = 0, u′n(bn) = 0. (9.3.5)

Now assume that un changes sign and let θ > 0 be the first zero of un. By
Lemma 9.2.1, u′n > 0 on (0, θ]. We will consider two cases:

(i) Let u′n > 0 on (θ,∞). Since, according to (9.3.4), 0 < un < L on (θ,∞),
then (0, bn) = (0,∞). We will prove that, in these conditions,

lim
t→∞

un(t) = L and lim
t→∞

u′n(t) = 0.
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We denote
lim
t→∞

un(t) =: ` ∈ (0, L].

Since un is a solution of equation (9.2.1), then

φ′(u′n(t))u′′n(t) +
p′(t)

p(t)
φ(u′n(t)) + f̃(φ(un(t))) = 0, t ∈ (0,∞). (9.3.6)

If we restrict the previous equation to the interval (θ,∞) then, by (B1)–(B4),
we have that

p′(t)

p(t)
φ(u′n(t)) > 0, f̃(φ(un(t))) > 0 and φ′(u′n(t)) > 0,

so we deduce that
u′′n(t) < 0, t ∈ (θ,∞).

Consequently, u′n is decreasing on (θ,∞) and so, there must exist

lim
t→∞

u′n(t) ≥ 0.

If lim
t→∞

u′n(t) = a > 0, then lim
t→∞

un(t) = ∞, which is a contradiction. There-
fore,

lim
t→∞

u′n(t) = 0.

Now, assume that ` ∈ (0, L). Letting t → ∞ in (9.3.6), we get, by (B1) and
(9.2.3), that

φ′(0) lim
t→∞

u′′n(t) = −f̃(φ(`)).

From (B3), ` ∈ (0, L) implies that f̃(φ(`)) ∈ (0,∞) and we get

lim
t→∞

u′′n(t) < 0,

which contradicts that lim
t→∞

u′n(t) = 0. Therefore, necessarily, ` = L.

Thus, we conclude that

un(bn) = L and u′n(bn) = 0. (9.3.7)

(ii) Let a > θ be the first zero of u′n. By (9.3.4) we have un(a) ≤ L. For bn = a
we get (9.3.2) and

un(bn) ∈ (0, L], u′n(bn) = 0. (9.3.8)
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Step 2: We will prove that

F̃ (C)− F̃ (L)

L− C
1

Kn
< φ(u′n(γn)), (9.3.9)

where

Kn := sup

{
p′(t)

p(t)
: t ∈ [γn, bn)

}
and γn ∈ [γn, bn) is such that

u′n(γn) = max
{
u′n(t) : t ∈ [γn, bn)

}
. (9.3.10)

Note that, due to (9.2.3), lim
n→∞

Kn = 0.

Let n be fixed. We define

En(t) :=

∫ u′n(t)

0
xφ′(x) dx+ F̃ (un(t))), t ∈ (0, bn).

Then, by (9.3.6), the following inequality holds for t ∈ (0, bn),

dEn(t)

d t
= u′n(t)φ′(u′n(t))u′′n(t) + f̃(φ(un(t)))u′n(t)

= −p
′(t)

p(t)
φ(u′n(t))u′n(t) < 0,

where the negative sign is deduced from (B1), (B4) and (9.3.2).
Integrating the above equality over (γn, bn) and using (9.3.2) and (9.3.10), we

obtain

En(γn)− En(bn) =

∫ bn

γn

p′(t)

p(t)
φ(u′n(t))u′n(t) d t ≤ φ(u′n(γn))

∫ bn

γn

p′(t)

p(t)
u′n(t) d t

≤ φ(u′n(γn))Kn

∫ bn

γn

u′n(t) d t ≤ φ(u′n(γn))Kn (L− C).

Hence,
En(γn) ≤ En(bn) + φ(u′n(γn))Kn(L− C).

Moreover, from Step 1, we deduce

En(γn) > F̃ (un(γn)) = F̃ (C) and En(bn) = F̃ (un(bn)) ≤ F̃ (L).
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This leads to

F̃ (C) < En(γn) ≤ F̃ (L) + φ(u′n(γn))Kn (L− C). (9.3.11)

Hence, we derive the estimate (9.3.9).

Step 3: Existence of an escape solution of problem (9.2.1), (9.1.2).
Consider a sequence {un}∞n=1. Since lim

n→∞
Kn = 0, we derive from (9.3.9) that

lim
n→∞

φ(u′n(γn)) =∞. (9.3.12)

Using (B1), we obtain that

lim
n→∞

u′n(γn) = lim
n→∞

φ−1(φ(u′n(γn))) =∞.

Since F̃ ≥ 0 (with F̃ given in (9.2.4)) andEn is decreasing on (0, bn), using (9.3.11),
we obtain the following inequality for all n ∈ N∫ u′n(γn)

0
xφ′(x) dx ≤ En(γn) ≤ En(γn) ≤ F̃ (L) + φ(u′n(γn))Kn (L− C)

and, therefore,

lim
n→∞

(∫ u′n(γn)

0
xφ′(x) dx− φ(u′n(γn))Kn (L− C)

)
≤ F̃ (L) <∞.

Since
lim
n→∞

u′n(γn) =∞,

then there exists n0 ∈ N such that

u′n(γn) > 1, n ≥ n0.

Therefore, for n ≥ n0,∫ u′n(γn)

0
xφ′(x) dx >

∫ u′n(γn)

1
xφ′(x) dx >

∫ u′n(γn)

1
φ′(x) dx = φ(u′n(γn))−φ(1).

By (9.3.12) and lim
n→∞

Kn = 0 we derive

lim
n→∞

(∫ u′n(γn)

0
xφ′(x) dx− φ(u′n(γn))Kn (L− C)

)
≥ lim

n→∞
φ(u′n(γn)) (1−Kn (L− C))− φ(1) =∞.

This yields a contradiction. Therefore, the sequence {un}∞n=1 contains an escape
solution of problem (9.2.1), (9.1.2).
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The previous lemma gives a powerful tool to ensure the existence of escape solu-
tions with u0 ∈ (L0, C).

However, if φ−1 and f are not Lipschitz continuous, then problem (9.2.1), (9.1.2)
with u0 ∈ [L0, L] \ {0} can have multiple solutions. These solutions may be escape
solutions. In particular, more solutions can start at L0, not only the constant solution
u ≡ L0. Therefore, we need to extend the assertions of Lemma 9.3.2, which deal
with values greater than L0, to the case u0 = L0. For this purpose next two lemmas
will be helpful.

Lemma 9.3.3. Let (B1)–(B4) hold and let u be a solution of problem (9.2.1), (9.1.2)
such that

u0 = L0, u 6≡ L0, u(t) ≥ L0 for t ∈ [0,∞). (9.3.13)

Then there exists a ≥ 0 such that

u(t) = L0 for t ∈ [0, a] (9.3.14)

and
u′(t) > 0 for t ∈ (a, θ],

where θ is the first zero of u in (a,∞). If such θ does not exist, then

u′(t) > 0 for t ∈ (a,∞).

If θ ∈ (a,∞) and there exist a1 > θ such that

u′(a1) = 0 and u′(t) > 0, t ∈ (θ, a1), (9.3.15)

then u(a1) ∈ (0, L].

Proof. By (9.3.13), there exists τ > 0 such that

L0 < u(τ) < 0.

Put
a := inf {τ > 0 : L0 < u(τ) < 0} .

Then u fulfils (9.3.14) and u′(a) = 0.
Put

θ := sup {τ > a : L0 < u(τ) < 0} .

Then
p(t) f̃(φ(u(t))) < 0, t ∈ (a, θ). (9.3.16)
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Integrating equation (9.2.1) over [a, t], we get, by (9.3.16),

p(t)φ
(
u′(t)

)
= −

∫ t

a
p(s) f̃ (φ(u(s))) d s > 0, t ∈ (a, θ) (9.3.17)

and, since p(t) > 0, necessarily u′(t) > 0 for t ∈ (a, θ).
If θ =∞, then the proof is finished.
On the other hand, if θ < ∞, then θ is the first zero of u on (a,∞) and (9.3.17)

yields u′(θ) > 0.
Let θ ∈ (a,∞) and a1 > θ such that (9.3.15) holds. Since u(θ) = 0 and

u′(t) > 0 on (θ, a1), then u(a1) > 0. Assume that u(a1) > L. Then there exists
a0 ∈ (θ, a1) such that u > L on (a0, a1]. Integrating equation (9.2.1) over (a0, a1)
and using (9.2.2), we obtain

p(a0)φ(u′(a0))− p(a1)φ(u′(a1)) =

∫ a1

a0

p(s) f̃(φ(u(s))) d s = 0,

and so, p(a0)φ(u′(a0)) = 0. Consequently, u′(a0) = 0, which contradicts that
u′ > 0 on (θ, a1). We have proved that u(a1) ≤ L, which completes the proof.

Lemma 9.3.4. Let (B1)–(B4) and (9.2.3) hold and let u be a solution of (9.2.1),
(9.1.2) satisfying that

u0 = L0, u 6≡ L0, u(t) ≥ L0 for t ∈ [0,∞).

Assume that
u(t) < 0, t ∈ [0,∞).

Then
lim
t→∞

u(t) = 0, lim
t→∞

u′(t) = 0.

Proof. By Lemma 9.3.3, there exists a ≥ 0 such that u(t) = L0 for t ∈ [0, a] and
u′(t) > 0 for t ∈ (a,∞). Hence, u is increasing on (a,∞) and so

L0 < u(t) < 0, t ∈ (a,∞)

and there exists
lim
t→∞

u(t) =: ` ∈ (L0, 0].

Now, if u is a solution of (9.2.1), then

φ′(u′(t))u′′(t) +
p′(t)

p(t)
φ(u′(t)) + f̃(φ(u(t))) = 0, t ∈ (0,∞). (9.3.18)
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Multiplying previous equation by u′ and integrating it from a to t, we obtain

ψ1(t) + ψ2(t) + ψ3(t) = 0, t ∈ (a,∞),

where

ψ1(t) =

∫ u′(t)

u′(a)
xφ′(x) dx,

ψ2(t) =

∫ t

a

p′(s)

p(s)
φ(u′(s))u′(s) d s,

ψ3(t) =

∫ u(t)

u(a)
f̃(φ(x)) dx.

It holds that
ψ3(t) = F̃ (u(t))− F̃ (u(a)).

Since F̃ (x) is decreasing for x ∈ (L0, 0) and u is increasing on (a,∞), F̃ (u(t)) is
decreasing for t ∈ (a,∞) and so

lim
t→∞

F̃ (u(t)) = F̃ (`).

Therefore,
lim
t→∞

ψ3(t) =: Q3 ∈
(
−F̃ (L0), 0

)
.

On the other hand, since φ1 is positive on (a,∞), it occurs that ψ2(t) < ψ3(t)
for t ∈ (a,∞). This way, since ψ2 is continuous, increasing and positive on (a,∞),
it holds that

lim
t→∞

ψ2(t) =: Q2 ∈ (0,−Q3].

As a consequence, we get that

lim
t→∞

ψ1(t) =: Q1 ∈
[
0,−F̃ (L0)

)
.

Thus, defining

Φ(z) :=

∫ z

0
xφ′(x) dx,

it occurs that lim
t→∞

Φ(u′(t)) = Q1. Moreover, since Φ is positive, continuous and

increasing on (0,∞), its inverse Φ−1 is also positive, continuous and increasing.
Consequently,

lim
t→∞

u′(t) = lim
t→∞

Φ−1
(
Φ
(
u′(t)

))
= Φ−1(Q1) ≥ 0
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and, since there exists lim
t→∞

u(t) =: ` ∈ (L0, 0], we conclude that

lim
t→∞

u′(t) = 0.

Now, assume that ` 6= 0. Then, taking the limit when t goes to∞ in (9.3.18) and
using (9.2.3), we obtain

φ′(0) lim
t→∞

u′′(t) = −f̃(φ(l)).

Since −f̃(φ(l)) ∈ (−∞, 0), then necessarily lim
t→∞

u′′(t) > 0, which is a contra-

diction with lim
t→∞

u′(t) = 0. Therefore, ` = 0 and the result is proved.

Lemma 9.3.5 (Basic Lemma II). Let (B1)–(B4), (9.2.3) and (9.2.4) hold. Choose
C ∈ (L0, B̄). For each n ∈ N, let un be a solution of problem (9.2.1), (9.1.2) with
u0 = L0 and let (an, bn) be the maximal interval such that

L0 < un(t) < L and u′n(t) > 0, t ∈ (an, bn).

Finally, let γn ∈ (an, bn) be such that

un(γn) = C.

If the sequence {γn}∞n=1 is unbounded, then the sequence {un}∞n=1 contains an es-
cape solution of problem (9.2.1), (9.1.2) with u0 = L0.

Proof. The proof is held in an analogous way to the proof of Lemma 9.3.2 where in
Step 1, Lemmas 9.3.3 and 9.3.4 are used instead of Lemmas 9.2.1 and 9.2.5, respecti-
vely.

9.4. Existence of Escape Solutions

This section is devoted to prove the existence of escape solutions of problem
(9.2.1), (9.1.2).

First, we will discuss the existence of escape solutions provided the Lipschitz
continuity of φ−1 and f . For this purpose we choose a sequence of solutions which
converges locally uniformly to the constant solution u ≡ L0. In this manner we
obtain an unbounded sequence {γn}∞n=1 required in the Basic Lemma I (Lemma 9.3.2)
for the existence of an escape solution.

This approach fails without the assumption on the Lipschitz condition. This situ-
ation is subject of investigation in the rest of this section. In particular, we will solve
this problem with the lower and upper solutions method.
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Theorem 9.4.1 (Existence of escape solutions of problem (9.2.1), (9.1.2) I). Assume
that (B1)–(B4), (9.2.3), (9.2.4), (9.2.10) and (9.2.11) hold. Then there exist infinitely
many escape solutions of problem (9.2.1), (9.1.2) with different starting values in(
L0, B̄

)
.

Proof. Choose n ∈ N, C ∈
(
L0, B̄

)
and Bn ∈ (L0, C). By Theorems 9.2.10 and

9.2.12, there exists a unique solution un of problem (9.2.1), (9.1.2) with u0 = Bn.
By Lemma 9.2.1, there exists a maximal an > 0 such that u′n > 0 on (0, an).

Since un(0) < 0, there exists a maximal ãn > 0 such that un < L on [0, ãn ). If we
put bn = min{an, ãn}, then

un(t) < 0, u′n(t) > 0, t ∈ (0, bn).

Further, due to Lemmas 9.2.1 and 9.2.5, either lim
t→∞

un(t) = 0 or un has a zero

θn ∈ (0, bn). Consequently, there exists γn ∈ (0, bn) satisfying that un(γn) = C.
This way, from the sequence {Bn}∞n=1 ⊂ (L0, C), we get the sequence {un}∞n=1

of solutions of problem (9.2.1), (9.1.2) with u0 = Bn, and the corresponding se-
quence of {γn}∞n=1.

Assume that lim
n→∞

Bn = L0. Then, by Theorem 9.2.12, the sequence {un}∞n=1

converges locally uniformly on [0,∞) to the constant function u ≡ L0. Therefore,
limn→∞ γn =∞ and the sequence {γn}∞n=1 is unbounded.

Thus, by Lemma 9.3.2 there exists n0 ∈ N such that un0 is an escape solution of
problem (9.2.1), (9.1.2). We have un0(0) = Bn0 > L0.

Now, consider the unbounded sequence {γn}∞n=n0+1. By Lemma 9.3.2 there
exists n1 ∈ N such that un1 is an escape solution of problem (9.2.1), (9.1.2) such that
un1(0) = Bn1 > L0.

Repeating this procedure, we obtain the sequence {unk}
∞
k=0 of escape solutions

of problem (9.2.1), (9.1.2).

Remark 9.4.2. We note that the proof of previous theorem does not remain valid
if we eliminate hypotheses (9.2.10) and (9.2.11). The reason is that, without these
hypotheses, we do not have uniqueness of solution. Then, in the previous proof,
lim
n→∞

Bn = L0 implies that the sequence {un}∞n=1 converges locally uniformly on

[0,∞) to a function u such that u(0) = L0. However, since there is no uniqueness of
solution, we can not affirm that u ≡ L0 and so we can not ensure that the sequence
{γn}∞n=1 is unbounded.

Since previous method is not valid in case φ−1 and f are not Lipschitz continu-
ous, we need to find an alternative approach to investigate the existence of escape
solutions in such a case. In order to prove this existence result, we consider the lower
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and upper solutions method for an auxiliary mixed problem on [0, T ]. In particular,
we will use this method to find solutions of (9.2.1) which satisfy that

u′(0) = 0, u(T ) = C, C ∈ [L0, L]. (9.4.1)

Definition 9.4.3. A function u ∈ C1([0, T ]) with φ(u′) ∈ C1((0, T ]) is a solution of
problem (9.2.1), (9.4.1) if u fulfills (9.2.1) for t ∈ (0, T ] and satisfies (9.4.1).

Definition 9.4.4. A function σ1 ∈ C([0, T ]) is a lower solution of problem (9.2.1),
(9.4.1) if there exists a finite (possibly empty) set Σ1 ⊂ (0, T ) such that σ1 ∈
C2((0, T ] \ Σ1) and(

p(t)φ(σ′1(t))
)′

+ p(t) f̃(φ(σ1(t))) ≥ 0, t ∈ (0, T ] \ Σ1, (9.4.2)

−∞ < σ′1(τ−) < σ′1(τ+) <∞, τ ∈ Σ1, (9.4.3)

σ′1(0+) ≥ 0, σ1(T ) ≤ C. (9.4.4)

Analogously,

Definition 9.4.5. A function σ2 ∈ C([0, T ]) is an upper solution of problem (9.2.1),
(9.4.1) if there exists a finite (possibly empty) set Σ2 ⊂ (0, T ) such that σ2 ∈
C2((0, T ] \ Σ2) and(

p(t)φ(σ′2(t))
)′

+ p(t) f̃(φ(σ2(t))) ≤ 0, t ∈ (0, T ] \ Σ2, (9.4.5)

−∞ < σ′2(τ+) < σ′2(τ−) <∞, τ ∈ Σ2, (9.4.6)

σ′2(0+) ≤ 0, σ2(T ) ≥ C. (9.4.7)

Theorem 9.4.6 (Lower and upper solutions method). Let (B1)–(B4) hold and let σ1

and σ2 be lower and upper solutions of problem (9.2.1), (9.4.1) such that

σ1(t) ≤ σ2(t), t ∈ [0, T ].

Then problem (9.2.1), (9.4.1) has a solution u such that

σ1(t) ≤ u(t) ≤ σ2(t), t ∈ [0, T ].

Proof. The proof is divided into two steps.
Step 1: Construction of an auxiliary problem and its solvability.
For t ∈ [0, T ] and x ∈ R we define the following auxiliary nonlinearity

f∗(t, x) =


f̃(φ(σ1(t))) + σ1(t)−x

σ1(t)−x+1 , x < σ1(t),

f̃(φ(x)), σ1(t) ≤ x ≤ σ2(t),

f̃(φ(σ2(t)))− x−σ2(t)
x−σ2(t)+1 , x > σ2(t).
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Note that f∗ is bounded, that is, there exists M∗ > 0 such that

|f∗(t, x)| ≤M∗, ∀ (t, x) ∈ [0, T ]× R. (9.4.8)

Consider the auxiliary equation(
p(t)φ(u′(t))

)′
+ p(t) f∗(t, u(t)) = 0, t ∈ (0, T ]. (9.4.9)

Integrating (9.4.9), we get the equivalent form of problem (9.4.9), (9.4.1):

u(t) = C −
∫ T

t
φ−1

(
− 1

p(s)

∫ s

0
p(τ) f∗(τ, u(τ)) d τ

)
d s, t ∈ [0, T ].

Now, consider the Banach space C([0, T ]) with the maximum norm and define an
operator F : C([0, T ])→ C([0, T ]) in the following way:

(Fu)(t) := C −
∫ T

t
φ−1

(
− 1

p(s)

∫ s

0
p(τ) f∗(τ, u(τ)) d τ

)
d s.

Put Λ := max{|L0|, L} and consider the ball

B (0, R) =
{
u ∈ C([0, T ]) : ‖u‖C([0,T ]) ≤ R

}
,

where R := Λ + T φ−1 (M∗ T ) and M∗ is the upper bound given in (9.4.8). Since φ
is increasing on R, φ−1 is also increasing on R and, by (9.2.8),

φ−1 (M∗ ϕ(t)) ≤ φ−1 (M∗ T ) , t ∈ [0, T ],

where ϕ is defined in (9.2.7). Then, the norm of Fu can be estimated as follows

‖Fu‖C([0,T ]) = max
t∈[0,T ]

∣∣∣∣C − ∫ T

t
φ−1

(
− 1

p(s)

∫ s

0
p(τ) f∗(τ, u(τ)) d τ

)
d s

∣∣∣∣
≤ Λ +

∫ T

t

∣∣φ−1 (M∗ ϕ(s))
∣∣d s ≤ Λ +

∫ T

t
φ−1 (M∗ T ) d s

≤ Λ + T φ−1 (M∗ T ) = R,

which yields that F maps B (0, R) to itself.
Let us prove that F is compact on B (0, R).
First, we will show that F is continuous. Choose a sequence {un} ⊂ C([0, T ])

such that limn→∞ ‖un − u‖C([0,T ]) = 0. We have that

(Fun)(t)− (Fu)(t) =−
∫ T

t

(
φ−1

(
− 1

p(s)

∫ s

0
p(τ)f∗(τ, un(τ)) d τ

)
+φ−1

(
− 1

p(s)

∫ s

0
p(τ)f∗(τ, u(τ)) d τ

))
d s.
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Since f∗ is continuous on [0, T ]× R, we get

lim
n→∞

‖f∗(·, un(·))− f∗(·, u(·))‖C([0,T ]) = 0.

Now, for n ∈ N, define

An(t) :=

−
1

p(t)

∫ t

0
p(τ) f∗(τ, un(τ)) d τ, t ∈ (0, T ],

0, t = 0

and

A(t) :=

−
1

p(t)

∫ t

0
p(τ) f∗(τ, u(τ)) d τ, t ∈ (0, T ],

0, t = 0.

Then, for a fixed n ∈ N,

|An(t)−A(t)| =
∣∣∣∣ 1

p(t)

∫ t

0
p(τ) (f∗(τ, u(τ))− f∗(τ, un(τ))) d τ

∣∣∣∣ , t ∈ (0, T ]

and, by (9.2.8) and (9.4.8), lim
t→0+

|An(t)−A(t)| = 0. Therefore, An−A ∈ C([0, T ])

and from

|An(t)−A(t)| ≤ ‖f∗(·, un(·))− f∗(·, u(·))‖C([0,T ])

∣∣∣∣ 1

p(t)

∫ t

0
p(τ) d τ

∣∣∣∣
≤ ‖f∗(·, un(·))− f∗(·, u(·))‖C([0,T ])

max {p(τ) : τ ∈ [0, t]}
p(t)

t

= ‖f∗(·, un(·))− f∗(·, u(·))‖C([0,T ]) t, t ∈ [0, T ],

we deduce that

‖An −A‖C([0,T ]) ≤ ‖f∗(·, un(·))− f∗(·, u(·))‖C([0,T ]) T, n ∈ N.

This implies that
lim
n→∞

‖An −A‖C([0,T ]) = 0.

Using the continuity of φ−1 on R, we have

lim
n→∞

∥∥φ−1(An)− φ−1(A)
∥∥
C([0,T ])

= 0.
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Therefore,

lim
n→∞

‖Fun −Fu‖C([0,T ]) = lim
n→∞

∥∥∥∥∫ T

t

(
φ−1(An(s))− φ−1(A(s))

)
d s

∥∥∥∥
C([0,T ])

≤ T lim
n→∞

∥∥φ−1(An)− φ−1(A)
∥∥
C([0,T ])

= 0,

that is, operator F is continuous.
On the other hand, choose an arbitrary ε > 0 and put δ := ε

φ−1(M∗T )
. Then, for

t1, t2 ∈ [0, T ], |t1 − t2| < δ, and u ∈ B (0, R), it holds that

|(Fu) (t1)− (Fu) (t2)| =
∣∣∣∣∫ t1

t2

φ−1

(
− 1

p(s)

∫ s

0
p(τ)f∗(τ, u(τ)) d τ

)
d s

∣∣∣∣
≤
∣∣∣∣∫ t1

t2

φ−1 (M∗ϕ(s)) d s

∣∣∣∣ ≤ ∣∣∣∣∫ t1

t2

φ−1 (M∗T ) d s

∣∣∣∣
= φ−1 (M∗T ) |t1 − t2| < φ−1 (M∗T ) δ = ε.

Hence, functions in F(B (0, R)) are equicontinuous, and, by the Arzelà–Ascoli’s
Theorem (Theorem 1.2.2), the set F(B (0, R)) is relatively compact. Consequently,
the operator F is compact on B (0, R).

Then, Schauder’s fixed point Theorem (Theorem 1.2.3) yields the existence of a
fixed point u? of F in B (0, R). Therefore,

u?(t) = C −
∫ T

t
φ−1

(
− 1

p(s)

∫ s

0
p(τ) f∗(τ, u?(τ)) d τ

)
d s

is a solution of (9.4.9), (9.4.1).

Step 2: Solvability of the original problem (9.2.1), (9.4.1).
We will prove that any solution u of problem (9.4.9), (9.4.1) satisfies that

σ1(t) ≤ u(t) ≤ σ2(t), t ∈ [0, T ],

and, therefore, it is a solution of problem (9.2.1), (9.4.1).
Put v(t) = u(t)− σ2(t) for t ∈ [0, T ] and assume that

max{v(t) : t ∈ [0, T ]} = v(t0) > 0. (9.4.10)

By (9.4.6), v′(τ−) < v′(τ+) for each τ ∈ Σ2, so t0 /∈ Σ2.
Moreover, σ2(T ) ≥ C and u(T ) = C, so v(T ) ≤ 0 and, consequently, t0 6= T .

Therefore, t0 ∈ [0, T ) \ Σ2.
We distinguish two cases:
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(i) If t0 = 0, then (9.4.1) and (9.4.7) yield

v′(0+) = u′(0+)− σ′2(0+) = −σ′2(0+) ≥ 0.

If v′(0+) > 0, we get a contradiction with (9.4.10); hence, v′(0+) = 0.

(ii) If t0 ∈ (0, T ) \ Σ2, (9.4.10) also implies that v′(t0) = 0.

Since t0 ∈ [0, T ) \ Σ2, there exists δ > 0 such that (t0, t0 + δ) ⊂ (0, T ) \ Σ2 and
v(t) > 0 for t ∈ (t0, t0 + δ). Moreover, for t ∈ (t0, t0 + δ), we have that(

p(t)φ(u′(t))
)′ − (p(t)φ(σ′2(t))

)′ ≥ p(t)(−f∗(t, u(t)) + f̃(φ (σ2(t)))
)

= p(t)
v(t)

v(t) + 1
> 0

and integrating the previous expression, we obtain that∫ t

t0

((
p(s)φ(u′(s))

)′ − (p(s)φ(σ′2(s))
)′)

d s = p(t)
(
φ(u′(t))− φ(σ′2(t))

)
> 0,

for t ∈ (t0, t0 + δ).
Therefore, since φ is increasing, we have that v′(t) > 0 on (t0, t0 + δ), which is

a contradiction with (9.4.10).
Consequently, we have proved that

u(t) ≤ σ2(t), t ∈ [0, T ].

Analogously, it can be proved that

u(t) ≥ σ1(t), t ∈ [0, T ].

We conclude that the solution u of problem (9.4.9), (9.4.1) is a solution of (9.2.1),
(9.4.1).

The main result of this section (which proves the existence of escape solutions
in case that φ−1 and f are not Lipschitz continuous) is contained in Theorem 9.4.8.
Its proof is based on Lemmas 9.3.2 and 9.3.5, where a suitable sequence {un}∞n=1 of
solutions of problem (9.2.1), (9.1.2) is used. In order to get such a sequence with the
starting values equal to L0 (see part (ii) in the proof of Theorem 9.4.8), we need the
next lemma.
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Lemma 9.4.7. Let (B1)–(B4), (9.2.3) and (9.2.4) hold. Choose C ∈ (L0, B̄) and
assume that there exists at least one solution u of problem (9.2.1), (9.1.2) satisfying
that

u0 = L0, u 6≡ L0, u(t) ≥ L0 for t ∈ [0,∞).

Then there exists γ > 0 such that for each T > γ, problem (9.2.1), (9.1.2) with
u0 = L0 has a solution uT satisfying

uT (T ) = C, uT (t) ≥ L0, t ∈ [0,∞). (9.4.11)

Proof. As a consequence of Lemmas 9.3.3 and 9.3.4, we know that either there exists
θ > 0 such that u(θ) = 0 or lim

t→∞
u(t) = 0. Because of this we can take

γ = min {t ∈ [0,∞) : u(t) = C} > 0. (9.4.12)

Now, fix T > γ. We will prove the assertion in four steps.
Step 1: Construction of a lower solution of problem (9.2.1), (9.4.1):
We prove that σ1 ≡ L0 satisfies conditions (9.4.2)–(9.4.4). First, for t ∈ [0, T ],

(p(t)φ(σ′1(t)))′ + p(t) f̃(φ(σ1(t))) = (p(t)φ(0))′ + p(t) f̃(φ(L0)) = 0 ≥ 0.

Moreover, in this case, σ1 ∈ C2([0, T ]), so Σ1 = ∅. Finally,

σ′1(0+) = 0 ≥ 0 and σ1(T ) = L0 < C.

Therefore, σ1 is a lower solution of (9.2.1), (9.4.1).

Step 2: Construction of an upper solution of problem (9.2.1), (9.4.1):
We distinguish two different cases.

(i) If u < 0 on [0,∞), we choose σ2 = u. First,

(p(t)φ(σ′2(t)))′ + p(t) f̃(φ(σ2(t))) = 0 ≤ 0, t ∈ (0, T ].

Moreover, in this case, σ2 ∈ C2((0, T ]), so Σ2 = ∅. Finally,

σ′2(0+) = 0 ≤ 0 and σ2(T ) > σ2(γ) = C.

Last inequality is a consequence of the fact that, from Lemma 9.3.3, we know
that σ2 is increasing on [a,∞) for some a ∈ [0, γ). Hence, σ2 satisfies conditi-
ons (9.4.5)–(9.4.7).
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(ii) If there exists θ > 0 such that u(θ) = 0 then γ ∈ (0, θ) and we choose

σ2(t) =

{
u(t), t ∈ [0, θ],

0, t ∈ (θ,∞).

First,

(p(t)φ(σ′2(t)))′ + p(t) f̃(φ(σ2(t))) = 0 ≤ 0, t ∈ (0, T ] \ {θ}.

In this case, Σ2 = {θ}. From Lemma 9.3.3, we know that u′ > 0 on (a, θ]
for some a ∈ [0, γ) and hence, σ′2(θ−) > 0. It is clear that σ′2(θ+) = 0, so
σ′2(θ+) < σ′2(θ−).

Finally, analogously to case (i),

σ′2(0+) = 0 ≤ 0 and σ2(T ) > σ2(γ) = u(γ) = C.

Therefore, σ2 satisfies conditions (9.4.5)–(9.4.7) and so, σ2 is an upper solution
of (9.2.1), (9.4.1).

Step 3: Existence of a solution uT :
We have found a pair of lower and upper solutions which clearly satisfy that

σ1(t) ≤ σ2(t), t ∈ [0, T ] for each T > γ.

As a consequence, Theorem 9.4.6 ensures the existence of a solution uT of problem
(9.2.1), (9.4.1) such that

L0 ≤ uT (t) ≤ σ2(t), t ∈ [0, T ].

Since σ2(0) = uT (0) = L0, u satisfies (9.1.2) with u0 = L0.
Finally, since f̃(φ) is bounded on R, uT can be extended to the interval [0,∞) as

a solution of equation (9.2.1).

Step 4: uT ≥ L0 on [0,∞):
Analogously to the proof of Lemma 9.3.3, if we define

a := inf {τ > 0: L0 < uT (τ) < 0}

and
θ := sup {τ > a : L0 < uT (τ) < 0} ,

it occurs that u′T (a) = 0 and u′T (t) > 0 for t ∈ (a, θ).
In particular, since uT (T ) = C < 0, this implies that a ∈ [0, T ) and θ > T .
Now, we have two possibilities:
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(i) First, if θ = ∞, then u′T (t) > 0 for t ∈ (a,∞) and this implies that uT > L0

on (a,∞). Thus, uT ≥ L0 on [0,∞).

(ii) On the other hand, if θ < ∞, it occurs that θ is the first zero of uT on (a,∞)
and u′T (θ) > 0.

Now, if u′T > 0 on (θ,∞), then uT > L0 on (a,∞) and the result holds.

On the contrary, there exists θ1 > θ such that u′T (θ1) = 0 and u′T > 0 on
(θ, θ1) and, from Lemma 9.3.3, uT (θ1) ∈ (0, L]. Again, we may consider
two possibilities: either uT > 0 on (θ1,∞) and the proof is finished, or there
exists θ2 > θ1 such that uT (θ2) = 0 and uT > 0 on [θ1, θ2). In the second
case, applying recursively Lemmas 9.2.3 and 9.2.4, we would conclude that
B̄ < uT (t) < L for t ∈ (θ2,∞) and thus the result holds.

Therefore, we conclude that uT is a solution of problem (9.2.1), (9.1.2) with
u0 = L0 and satisfies (9.4.11).

Theorem 9.4.8 (Existence of escape solutions of problem (9.2.1), (9.1.2) II). Let
conditions (B1)–(B4), (9.2.3) and (9.2.4) hold. Then there exist infinitely many es-
cape solutions of problem (9.2.1), (9.1.2) with not necessary different starting values
in
[
L0, B̄

)
.

Proof. Choose n ∈ N, C ∈
(
L0, B̄

)
and Bn ∈ (L0, C). By Theorem 9.2.10, there

exists a solution un of problem (9.2.1), (9.1.2) with u0 = Bn.
By Lemma 9.2.1, there exists a maximal an > 0 such that u′n > 0 on (0, an).

Since un(0) < 0, there exists a maximal ãn > 0 such that un < L on [0, ãn ). If we
put bn = min{an, ãn}, then

un(t) < L and u′n(t) > 0, t ∈ (0, bn).

Due to Lemmas 9.2.1 and 9.2.5, there exists γn ∈ (0, bn) such that un(γn) = C.
From the sequence {Bn}∞n=1 ⊂ (L0, C), we get a sequence {un}∞n=1 of soluti-

ons of problem (9.2.1), (9.1.2) with u0 = Bn, and the corresponding sequence of
{γn}∞n=1. Assume that limn→∞Bn = L0.

Now, integrating equation (9.2.1) we get the equivalent form of problem (9.2.1),
(9.1.2) for un

un(t) = Bn +

∫ t

0
φ−1

(
− 1

p(s)

∫ s

0
p(τ) f̃(φ(un(τ))) d τ

)
d s, t ∈ [0,∞). (9.4.13)
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We will prove that the sequence {un}∞n=1 is uniformly bounded on [0, β] for all
β > 0. Indeed, for t ∈ [0, β],

|un(t)| ≤ |L0|+
∫ t

0

∣∣∣φ−1(M̃ ϕ(s))
∣∣∣ d s ≤ |L0|+

∫ t

0
φ−1(M̃ β) d s

≤ |L0|+ β φ−1(M̃ β) ≡ Kβ,

where ϕ is defined in (9.2.7) and M̃ is from (9.2.9).
Moreover, as a consequence of Lemma 9.2.9, we know that the sequence of de-

rivatives {u′n}∞n=1 is uniformly bounded. Therefore, the sequence {un}∞n=1 is equi-
continuous.

Therefore, by Ascoli-Arzelà’s Theorem (Theorem 1.2.2), there exists a subse-
quence of {un}∞n=1 which converges locally uniformly on [0,∞) to a continuous
function u. For the sake of simplicity, we denote this subsequence also as {un}∞n=1.

In particular, if we take the limit when t goes to infinity on equation (9.4.13),
since the convergence is locally uniform, we obtain that u satisfies the following

u(t) = L0 +

∫ t

0
φ−1

(
− 1

p(s)

∫ s

0
p(τ) f̃(φ(u(τ))) d τ

)
d s, t ∈ [0,∞),

and therefore, u is a solution of problem (9.2.1), (9.1.2) for u0 = L0.
Now, we distinguish three different cases:

(i) u ≡ L0:

In this case, limn→∞ γn =∞ and the sequence {γn}∞n=1 is unbounded.

By Lemma 9.3.2 there exists n0 ∈ N such that un0 is an escape solution of
problem (9.2.1), (9.1.2). We have un0(0) = Bn0 > L0.

Now consider the unbounded sequence {γn}∞n=n0+1. By Lemma 9.3.2 there
exists n1 ∈ N such that un1 is an escape solution of problem (9.2.1), (9.1.2)
such that un1(0) = Bn1 > L0.

We repeat this procedure and we obtain the sequence {unk}∞k=0 of escape solu-
tions of problem (9.2.1), (9.1.2) with starting values in (L0, B̄).

(ii) u 6≡ L0 is not an escape solution:

In this case, we define B̃n = L0 for all n ∈ N and consider γ defined in
(9.4.12). Now, we can take an unbounded sequence {γ̃n}∞n=1 such that γ̃n > γ
for all n ∈ N.

By Lemma 9.4.7, for all n ∈ N there exists a solution ũn of problem (9.2.1),
(9.1.2) with u0 = B̃n such that

ũn(γ̃n) = C, ũn(t) ≥ L0, t ∈ [0,∞).
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Therefore, we have a sequence of solutions {ũn}∞n=1 satisfying the conditi-
ons of Lemma 9.3.5 and so, this sequence contains an escape solution ũn0 of
(9.2.1), (9.1.2) with u0 = L0.

As in the previous case, we could consider now the unbounded subsequence
{γ̃n}∞n=n0+1 and repeat the procedure from (i). This way we obtain a sequence
{ũnk}∞k=0 of escape solutions of problem (9.2.1), (9.1.2) with u0 = L0.

(iii) u 6≡ L0 is an escape solution:

In this case, we can argue as in (ii) and we also obtain a sequence {ũnk}∞k=0 of
escape solutions of problem (9.2.1), (9.1.2) with u0 = L0.

Moreover, in this case, since the sequence {un}∞n=0 converges locally uni-
formly to an escape solution of (9.2.1), (9.1.2), there must exist some n0 such
that un is also an escape solution for all n ≥ n0. As a consequence, we also
obtain a sequence {un}∞n=n0

of escape solutions of problem (9.2.1), (9.1.2)
with starting values in (L0, B̄).

9.5. Unbounded Solutions

In this section, we discuss the existence of escape solutions of the original pro-
blem (9.1.1)–(9.1.2) and provide conditions which guarantee that an escape solution
of such problem is unbounded.

Note that, when (B1)–(B4), (9.2.3) and (9.2.4) are assumed, solutions of the
original problem (9.1.1)–(9.1.2) and solutions of the auxiliary problem (9.2.1), (9.1.2)
are related in the following way:

Each solution of (9.2.1), (9.1.2) which is not an escape solution, is a bounded
solution of the original problem (9.1.1)–(9.1.2) in [0,∞). This results from
Lemma 9.2.8 and Lemma 9.3.1, where such solutions of (9.2.1), (9.1.2) satisfy

L0 ≤ u(t) ≤ L, t ∈ [0,∞)

and, due to (9.2.2),

f̃(φ(u(t))) = f(φ(u(t))), t ∈ [0,∞).

If u is an escape solution of the auxiliary problem (9.2.1), (9.1.2), i.e.

∃ c ∈ (0,∞) : u(t) ∈ [L0, L), t ∈ [0, c), u(c) = L, u′(c) > 0, (9.5.1)

then u fulfils at once the auxiliary equation (9.2.1) and the original equation
(9.1.1) on [0, c]. The restriction of u on [0, c] can be extended as an escape
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solution of problem (9.1.1)–(9.1.2) on some maximal interval [0, b). This situ-
ation is represented in Figure 9.5.1.

0 t

L

L0 c

Figure 9.5.1: Relation between an escape solution of the auxiliary problem (9.2.1),
(9.1.2) (function in red) and the original one (9.1.1)–(9.1.2) (in blue).

Therefore, we will search unbounded solutions of (9.1.1)–(9.1.2) in the set of
escape solutions of (9.1.1)–(9.1.2) on [0, b).

Since in general, an escape solution u of (9.1.1)–(9.1.2) on [0, b) does not need to
be unbounded (see Figure 9.5.2), we will derive some criteria for u to tend to infinity.

0 t

L

L0

Figure 9.5.2: Various types of escape solutions of problem (9.1.1)–(9.1.2). In this
case, b < ∞ for the solution in blue (which is unbounded) and b = ∞ for the
solutions in green (which is also unbounded) and red (which is bounded).

Lemma 9.5.1. Assume that (B1)–(B4) hold. Let u be an escape solution of problem
(9.1.1)–(9.1.2) on [0, b). Then

u(t) > L, u′(t) > 0, t ∈ (c, b),
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where c is from (9.5.1). Moreover, if b <∞, then

lim
t→b−

u(t) =∞.

Proof. Let u be an escape solution of problem (9.1.1)–(9.1.2) on [0, b). Then

∃ c ∈ (0,∞) : u(t) ∈ [L0, L), t ∈ [0, c), u(c) = L, u′(c) > 0.

Assume that there exists c1 > c such that

u′(c1) = 0, u(t) > L, u′(t) > 0 for t ∈ (c, c1).

Integrating equation (9.1.1) over [c, c1], dividing by p(t) and using (B1), (B3) and
(B4), we get

φ(u′(t)) =
p(c)φ(u′(c))

p(t)
− 1

p(t)

∫ t

c
p(s) f(φ(u(s))) d s > 0, t ∈ [c, c1],

which contradicts that u′(c1) = 0. Hence, u(t) > L and u′(t) > 0 for t ∈ (c, b).
Let b < ∞. Since [0, b) is the maximal interval where the solution u is defined,

u cannot be extended behind b. Therefore, since u′(t) > 0 for t ∈ (c, b), it holds that
lim
t→b−

u(t) =∞ and thus, the solution u is unbounded.

Since all escape solutions of (9.2.1), (9.1.2) on [0, b) which cannot be extended
to the half-line [0,∞) are naturally unbounded, we continue our investigation about
unboundedness of escape solutions defined on [0,∞). That is, we will assume from
now on that [0, b) = [0,∞).

Theorem 9.5.2. Assume (B1)–(B4) hold and let

lim
t→∞

p(t) <∞. (9.5.2)

Let u be an escape solution of problem (9.1.1)–(9.1.2). Then

lim
t→∞

u(t) =∞.

Proof. Let u be an escape solution of problem (9.1.1)–(9.1.2). Lemma 9.5.1 ensures
that

u′(t) > 0, t ∈ (c,∞),

with c from (9.5.1), and so, there exists lim
t→∞

u(t) ∈ (L,∞]. Due to (B1), (B4) and
(9.5.1),

p(c)φ(u′(c)) =: c0 ∈ (0,∞).
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Integrating now equation (9.1.1) from c to t > c, we get, by (B3) and (B4), that

u(t) = L+

∫ t

c
φ−1

(
c0

p(s)
− 1

p(s)

∫ s

c
p(τ) f(φ(u(τ))) d τ

)
d s >

∫ t

c
φ−1

(
c0

p(s)

)
d s,

for t ∈ (c,∞).
Conditions (B4) and (9.5.2) warrant that

lim
s→∞

c0

p(s)
∈ (0,∞)

and, by (B1), ∫ ∞
1

φ−1

(
c0

p(s)

)
d s =∞.

Therefore,

lim
t→∞

u(t) ≥
∫ ∞
c

φ−1

(
c0

p(s)

)
d s =∞,

which implies that the solution is unbounded.

Theorem 9.5.3. Assume (B1)–(B4), (9.2.3) and

f(x) < 0 for x > φ(L). (9.5.3)

Let u be an escape solution of problem (9.1.1)–(9.1.2). Then u is unbounded.

Proof. Let u be an escape solution of problem (9.1.1)–(9.1.2). Lemma 9.5.1 implies
that u′ > 0 on (c,∞) and hence, there exists limt→∞ u(t) ∈ (L,∞]. Assume on the
contrary that

lim
t→∞

u(t) =: A ∈ (L,∞). (9.5.4)

Step 1: We prove that u′ is bounded.
Assume that u′ is unbounded. Then there exists a sequence {tn}∞n=1 such that

lim
n→∞

tn =∞ and lim
n→∞

u′(tn) =∞.
Equation (9.1.1) has an equivalent form

φ′(u′(t))u′′(t) +
p′(t)

p(t)
φ(u′(t)) + f(φ(u(t))) = 0, t ∈ (0,∞). (9.5.5)

Choose n ∈ N. Multiplying this equation by u′ and integrating it from c to t > c, we
obtain for t = tn that

ψ1(tn) + ψ2(tn) + ψ3(tn) = 0, tn ∈ [c,∞), (9.5.6)
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where

ψ1(tn) =

∫ u′(tn)

u′(c)
xφ′(x) dx,

ψ2(tn) =

∫ tn

c

p′(s)

p(s)
φ(u′(s))u′(s) d s,

ψ3(tn) =

∫ u(tn)

L
f(φ(x)) dx.

Then ψ3(tn) = F (u(tn))− F (L), where

F (x) :=

∫ x

0
f(φ(s)) d s, x ∈ R.

Due to (B1) and (9.5.3), F (x) is decreasing for x > φ(L). Since u is increasing
on (c,∞), F (u(tn)) is decreasing for tn ∈ (c,∞) and limn→∞ F (u(tn)) = F (A).
According to (9.5.4),

lim
n→∞

ψ3(tn) ∈ (−∞, 0) ,

and, by (B1) and (B4),

lim
n→∞

ψ1(tn) =∞ and lim
n→∞

ψ2(tn) > 0.

Hence, letting n→∞ in (9.5.6), we obtain

0 = lim
n→∞

(ψ1(tn) + ψ2(tn) + ψ3(tn)) =∞,

which is a contradiction. So, u′ is bounded.

Step 2: We will prove that lim
t→∞

u(t) =∞.

Since u′ is bounded, letting t → ∞ in (9.5.5) and using (9.2.3), (9.5.3) and
(9.5.4), we get

lim
t→∞

φ′(u′(t))u′′(t) = −f(φ(A)) > 0.

Since φ′(u′(t)) > 0 for t > c, there exists τ > c such that u′′(t) > 0 for t ≥ τ . The-
refore, u′ is increasing on [τ,∞) and there exists lim

t→∞
u′(t) > 0, which contradicts

lim
t→∞

u(t) = A <∞. Thus, the solution is unbounded.

The following corollary can be deduced from the proof of Theorem 9.5.3.
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Corollary 9.5.4. Assume conditions (B1)–(B4) and (9.2.3) and let u be a solution
of problem (9.1.1)–(9.1.2). If u satisfies that

lim
t→∞

u(t) =: A ∈ (L,∞),

then f(φ(A)) = 0.

Remark 9.5.5. Note that, in previous corollary, f(φ(A)) = 0 is equivalent with the
fact that u(t) ≡ A is a solution of equation (9.1.1).

For f ≡ 0 on (φ(L),∞), we are able to find necessary and sufficient condition
for the unboundedness of escape solutions of problem (9.1.1)–(9.1.2).

Theorem 9.5.6. Assume (B1)–(B4),

f(x) ≡ 0 for x > φ(L) (9.5.7)

and
φ(a b) = φ(a)φ(b), a, b ∈ (0,∞). (9.5.8)

Let u be an escape solution of problem (9.1.1)–(9.1.2). Then u is unbounded if and
only if ∫ ∞

1
φ−1

(
1

p(s)

)
d s =∞. (9.5.9)

If we replace condition (9.5.8) by

φ(a b) ≤ φ(a)φ(b), a, b ∈ (0,∞), (9.5.10)

then (9.5.9) implies that u is unbounded.

Proof. Let u be an escape solution of problem (9.1.1)–(9.1.2). Then, according to
Lemma 9.5.1, u′ > 0 on (c,∞). Thus there exists t0 > c such that u(t0) > L,
u′(t) > 0 for t ∈ [t0,∞). Therefore, there exists

lim
t→∞

u(t) ∈ (L,∞].

Using (9.5.8), we obtain

φ−1(a)φ−1(b) = φ−1(φ(φ−1(a)φ−1(b))) = φ−1(φ(φ−1(a))φ(φ−1(b)))

= φ−1(a b), a, b ∈ (0,∞).
(9.5.11)

Due to (B1), (B4) and (9.5.7),

p(t0)φ(u′(t0)) =: c0 ∈ (0,∞) and f(φ(u(t))) = 0 for t ∈ [t0,∞).
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Thus, integrating equation (9.1.1) from t0 to t > t0 and using (9.5.11), we get

u(t) =u(t0) +

∫ t

t0

φ−1

(
c0

p(s)

)
d s = u(t0)

+ φ−1(c0)

(∫ t

1
φ−1

(
1

p(s)

)
d s−

∫ t0

1
φ−1

(
1

p(s)

)
d s

)
, t ∈ (t0,∞).

Letting t→∞ here, we get the equivalence.
Now, let us consider (9.5.10) instead of (9.5.8) and assume that (9.5.9). Then we

continue analogously and obtain

φ−1(a)φ−1(b) = φ−1
(
φ(φ−1(a)φ−1(b))

)
≤ φ−1

(
φ(φ−1(a))φ(φ−1(b))

)
= φ−1(a b),

with a, b ∈ (0,∞), and

u(t) =u(t0) +

∫ t

t0

φ−1

(
c0

p(s)

)
d s ≥ u(t0)

+ φ−1(c0)

(∫ t

1
φ−1

(
1

p(s)

)
d s−

∫ t0

1
φ−1

(
1

p(s)

)
d s

)
, t ∈ (t0,∞).

We let t→∞ here and obtain that if (9.5.9), then the solution is unbounded.

9.6. Main Results and Examples

In this section, we first present the existence results about unbounded solutions of
the original problem (9.1.1)–(9.1.2) in case that φ−1 and f are Lipschitz continuous
(see Theorems 9.6.1, 9.6.3 and 9.6.5). Each of these theorems is afterwards illustrated
by an example which is chosen in such a way that only this theorem is applicable,
while none of the remaining two theorems can be used for this example.

Then, in Theorems 9.6.7, 9.6.9 and 9.6.11, we present the main existence results
about unbounded solutions of the original problem (9.1.1)–(9.1.2) provided φ−1 and
f do not need to be Lipschitz continuous. The illustration by examples is done as in
the previous case and shows that none of these theorems is included in any of the two
remaining ones.

In the whole section, we assume that (due to Definition 9.1.1) for each n ∈ N,
[0, bn ) ⊂ [0,∞) is a maximal interval such that a function un satisfies equation
(9.1.1) for every t ∈ (0, bn).

Theorem 9.6.1. Assume that conditions (B1)–(B4), (9.2.3), (9.2.4), (9.2.10), (9.2.11)
and (9.5.2) hold. Then there exist infinitely many unbounded solutions un of problem
(9.1.1)–(9.1.2) on [0, bn) with different starting values in

(
L0, B̄

)
, n ∈ N.
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Proof. By Theorem 9.4.1, there exist infinitely many escape solutions un of problem
(9.2.1), (9.1.2) with starting values in

(
L0, B̄

)
. Let us choose n ∈ N. Then

∃ cn ∈ (0,∞) : un(t) ∈ (L0, L), t ∈ [0, cn), un(cn) = L, u′n(cn) > 0.

Consider the restriction of un to [0, cn]. Then there exists bn > cn such that un can
be extended as a solution of problem (9.1.1)–(9.1.2) on [0, bn). If bn <∞, then, due
to Lemma 9.5.1,

lim
t→b−n

un(t) =∞,

so un is unbounded. If bn =∞, then Theorem 9.5.2 yields

lim
t→∞

un(t) =∞,

that is un is unbounded, as well.

Example 9.6.2. Consider problem (9.1.1)–(9.1.2) with

φ(x) = sinhx =
ex − e−x

2
, x ∈ R,

f(x) =

{
x (x+ sinh 4) (sinh 1− x), x ∈ [− sinh 4, sinh 1],

cos(x− sinh 1)− 1, x > sinh 1,

p(t) = arctan t or p(t) = tanh t =
et − e−t

et + e−t
, t ∈ [0,∞).

Here L0 = −4, L = 1, φ−1(x) = arcsinhx = ln
(
x+
√
x2 + 1

)
. These functions

p satisfy (B4), (9.5.2) and

lim
t→∞

(arctan t)′

arctan t
= lim

t→∞

1
t2+1

arctan t
= 0, lim

t→∞

(tanh t)′

tanh t
= lim

t→∞

1
cosh2 t

tanh t
= 0,

that is, (9.2.3) holds, as well. Functions φ and f fulfil (B1)–(B3).
Moreover, 0 < L < −L0, φ is odd and

F̃ (L0) =

∫ −4

0
φ(s) (φ(s) + sinh 4) (sinh 1− φ(s)) d s

=

∫ 4

0
φ(s) (sinh 4− φ(s)) (sinh 1 + φ(s)) d s

>

∫ 1

0
φ(s) (sinh 4− φ(s)) (sinh 1 + φ(s)) d s

>

∫ 1

0
φ(s) (φ(s) + sinh 4) (sinh 1− φ(s)) d s = F̃ (L),
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thus, (9.2.4) holds. Since f and φ−1 are Lipschitz continuous, conditions (9.2.10)
and (9.2.11) are valid, too.

We have fulfilled all assumptions of Theorem 9.6.1. Since f has isolated zeros on
(sinh 1,∞), we cannot use neither Theorem 9.6.3 nor Theorem 9.6.5 here.

In the same way as in the proof of Theorem 9.6.1, we can prove the following
Theorems 9.6.3 or 9.6.5, if we use in the proof Theorems 9.5.3 or 9.5.6, respectively,
instead of Theorem 9.5.2.

Theorem 9.6.3. Let (B1)–(B4), (9.2.3), (9.2.4), (9.2.10), (9.2.11) and (9.5.3) hold.
Then there exist infinitely many unbounded solutions un of problem (9.1.1)–(9.1.2)
on [0, bn) with different starting values in

(
L0, B̄

)
, n ∈ N.

Example 9.6.4. Let us consider problem (9.1.1)–(9.1.2) with

φ(x) = ln(|x|+ 1) signx, x ∈ R,

f(x) = x (x+ ln 4) (ln 2− x), x ∈ [− ln 4,∞),

p(t) = tβ, β > 0, t ∈ [0,∞).

Here L0 = −3, L = 1 and φ−1(x) =
(
e|x| − 1

)
signx.

We can easily check that φ, f and p satisfy (B1)–(B4), (9.2.3) and (9.5.3). In
addition, 0 < L < −L0, φ is odd and we can show, similarly to Example 9.6.2, that
(9.2.4) holds.

The Lipschitz continuity of f and φ−1 yields (9.2.10) and (9.2.11). Thus, we can
apply Theorem 9.6.3 here.

Since lim
t→∞

tβ = ∞ and f(x) < 0 for x > ln 2, we can not use neither Theo-
rem 9.6.1 nor Theorem 9.6.5.

Theorem 9.6.5. Assume that (B1)–(B4), (9.2.3), (9.2.4), (9.2.10), (9.2.11), (9.5.7),
(9.5.10) and (9.5.9) hold. Then there exist infinitely many unbounded solutions un of
problem (9.1.1)–(9.1.2) on [0, bn) with different starting values in

(
L0, B̄

)
, n ∈ N.

Example 9.6.6. Consider problem (9.1.1)–(9.1.2) with

φ(x) = x, x ∈ R,

p(t) =
√
t , t ∈ [0,∞),

f(x) =

{
x3(x− φ(L0))(φ(L)− x), x ∈ [φ(L0), φ(L)],

0, x > φ(L),
0 < L < −L0 .
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Functions φ, f , p and φ−1(x) = x satisfy (B1)–(B4), (9.2.3), (9.2.10), (9.2.11),
(9.5.7), (9.5.8) and consequently, (9.5.10).

Since f(φ(x)) = f(x) and L < −L0, we have F̃ (L) < F̃ (L0) and (9.2.4) holds.
In addition, ∫ ∞

1
φ−1

(
1

p(s)

)
d s =

∫ ∞
1

1√
s

d s =∞.

We have satisfied all assumptions of Theorem 9.6.5.
Since lim

t→∞

√
t = ∞ and f(x) < 0 for x > ln 2, we cannot use neither Theo-

rem 9.6.1 nor Theorem 9.6.3.

Now, applying Theorem 9.4.8 instead of Theorem 9.4.1, we get as before the
existence results about unbounded solutions in each case, where φ−1 and f do not
have to be Lipschitz continuous.

Theorem 9.6.7. Let (B1)–(B4), (9.2.3), (9.2.4) and (9.5.2) hold. Then there exist
infinitely many unbounded solutions un of problem (9.1.1)–(9.1.2) on [0, bn) with not
necessarily different starting values in

[
L0, B̄

)
, n ∈ N.

Example 9.6.8. Let us consider problem (9.1.1)–(9.1.2) with 0 < L < −L0

φ(x) = |x|α signx, α > 1, x ∈ R,

f(x) =


√
|x| signx (x− φ(L0)) (φ(L)− x), x ∈ [φ(L0), φ(L)],

(φ(L)− x)(φ(2L)− x), x ∈ (φ(L), φ(2L)),

0, x ≥ φ(2L),

p(t) = arctan t or p(t) = tanh t =
et − e−t

et + e−t
, t ∈ [0,∞).

According to Example 9.6.2, functions p satisfy (B4), (9.2.3) and (9.5.2). Functions
φ and f fulfil (B1)–(B3). Since f is continuous, 0 < L < −L0 and φ is a continuous
and odd function, (9.2.4) holds, too.

We have verified all assumptions of Theorem 9.6.7.
The form of f implies that neither Theorem 9.6.9 nor Theorem 9.6.11 can be

applied.

Theorem 9.6.9. Assume that (B1)–(B4), (9.2.3), (9.2.4) and (9.5.3) hold. Then there
exist infinitely many unbounded solutions un of problem (9.1.1)–(9.1.2) on [0, bn)
with not necessarily different starting values in

[
L0, B̄

)
, n ∈ N.
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Example 9.6.10. Consider problem (9.1.1)–(9.1.2) with

φ(x) = x3, x ∈ R,

f(x) = 3
√
x (x+ 8) (1− x), x ∈ [−8,∞),

p(t) = tβ, β > 0, t ∈ [0,∞).

Here L0 = −2, L = 1, φ−1(x) = 3
√
x . It is easy to see that φ, f and p fulfil

(B1)–(B4), (9.2.3) and (9.5.3). Further,

F̃ (L0) =

∫ −2

0
s
(
s3 + 8

) (
1− s3

)
d s =

144

5

and

F̃ (L) =

∫ 1

0
s
(
s3 + 8

) (
1− s3

)
d s =

99

40
.

So, F̃ (L0) > F̃ (L) which yields (9.2.4). Therefore, we can apply Theorem 9.6.9
here.

Since lim
t→∞

tβ = ∞ and f(x) < 0 for x > 1, we cannot use neither Theorem
9.6.7 nor Theorem 9.6.11.

Theorem 9.6.11. Let (B1)–(B4), (9.2.3), (9.2.4), (9.5.7), (9.5.10) and (9.5.9) hold.
Then there exist infinitely many unbounded solutions un of problem (9.1.1)–(9.1.2)
on [0, bn) with not necessarily different starting values in

[
L0, B̄

)
, n ∈ N.

Example 9.6.12. Let us consider problem (9.1.1)–(9.1.2) with

φ(x) = |x|α signx, α > 1, x ∈ R,

p(t) = tβ, β ∈ (0, α], t ∈ [0,∞),

f(x) =

{
3
√
x (x− φ(L0)) (φ(L)− x), x ∈ [φ(L0), φ(L)],

0, x > φ(L),
0 < L < −L0 .

Functions φ, f and p satisfy (B1)–(B4), (9.2.3), (9.5.7), (9.5.8) and consequently,
(9.5.10). Moreover, 0 < L < −L0 and φ is odd function which yields (9.2.4).
Furthermore,

φ−1(x) = x
1
α for x > 0

and ∫ ∞
1

φ−1

(
1

p(s)

)
d s =

∫ ∞
1

s−
β
α d s =∞,

that is, we have verified all assumptions of Theorem 9.6.11.
Since lim

t→∞
tβ = ∞ and f(x) = 0 for x > φ(L), neither Theorem 9.6.7 nor

Theorem 9.6.9 are applicable.
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9.6 Main Results and Examples

It si clear that every unbounded solution of problem (9.1.1)–(9.1.2) is an escape
solution. According to the proofs of above theorems, we can formulate also the
reverse assertion.

Corollary 9.6.13. Assume all assumptions of Theorem 9.6.1 or 9.6.3 or 9.6.5 or
9.6.7 or 9.6.9 or 9.6.11. Then each escape solution of problem (9.1.1)–(9.1.2) is
unbounded.
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Resumen

La presente Tesis, englobada bajo el tı́tulo “Ecuaciones diferenciales no linea-
les en dominios acotados y no acotados”, contiene la práctica totalidad del trabajo
desarrollado por la autora en los últimos años.

Se encuentra dividida en dos partes diferenciadas: la primera de ellas, que consta
de seis capı́tulos, comprende el estudio de problemas de frontera definidos en inter-
valos acotados, ası́ como el caso más general de considerar ecuaciones integrales de
Hammerstein. La segunda parte, compuesta por tres capı́tulos, se centra en el estudio
de problemas diferenciales e integrales definidos sobre dominios no acotados.

Cabe indicar además que, pese a que en el tı́tulo se mencionan únicamente las
ecuaciones diferenciales no lineales, los primeros capı́tulos de la Tesis se dedicarán
al estudio de problemas de frontera lineales. Esto es ası́ puesto que las propiedades de
tales problemas, y particularmente las de la función de Green asociada, determinarán
la mejor forma de abordar la búsqueda de soluciones de problemas no lineales.

Se incluye a continuación un breve resumen de los resultados principales tratados
en cada capı́tulo.

Capı́tulo 1: Resultados Preliminares

Con el objetivo de escribir un trabajo autocontenido, este capı́tulo está dedicado
a recopilar los resultados previos que se usarán a lo largo de la presente Tesis.

En primer lugar, en la Sección 1.1 se introducen la definición y las propiedades
de la función de Green. Como veremos, esta función resulta una herramienta muy
útil para estudiar problemas diferenciales tanto lineales como no lineales. Esto se
debe al hecho de que todo problema diferencial se puede transformar en otro integral
equivalente, cuyo núcleo es precisamente la función de Green.

De este modo, el problema de encontrar soluciones de problemas diferenciales
llevará de forma natural al marco más general de encontrar puntos fijos de operado-
res integrales. Es en este contexto en el cual los resultados que aseguran la existencia
de puntos fijos de operadores compactos arbitrarios definidos en espacios de Banach
adquieren una gran importancia. Algunos de estos resultado se recogen en la Sec-
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ción 1.2, entre ellos el bien conocido Teorema de punto fijo de Schauder y la teorı́a
clásica del ı́ndice de punto fijo (la cual, siguiendo la lı́nea de [64], se introducirá para
conjuntos abiertos arbitrarios, los cuales podrı́an ser no acotados).

Finalmente, otra herramienta importante que usaremos en esta Tesis para estudiar
propiedades de operadores lineales es la teorı́a espectral. En particular, la combina-
ción de esta teorı́a con los resultados de ı́ndice de punto fijo, permitirá probar la
existencia de soluciones de ciertos problemas integrales. Algunos resultados básicos
de teorı́a espectral se recopilan en la Sección 1.3.

Capı́tulo 2: Funciones de Green y Teorı́a Espectral para Pro-
blemas de Frontera de Orden Par

Este capı́tulo contiene un estudio detallado de los problemas de frontera lineales
de orden par. En particular, estudiaremos problemas asociados al siguiente operador
bajo diversas condiciones de frontera:

Lu(t) ≡u(2n)(t) + a2n−1(t)u(2n−1)(t) + · · ·+ a1(t)u′(t)

+ a0(t)u(t), t ∈ I ≡ [0, T ],

donde ak : I → R, ak ∈ Lα(I), α ≥ 1, k = 0, . . . , 2n− 1.
A partir de este operador definiremos otros dos, concretamente

L̃ u(t) ≡u(2n)(t) + â2n−1(t)u(2n−1)(t) + ã2n−2(t)u(2n−2)(t)

+ · · ·+ â1(t)u′(t) + ã0(t)u(t), t ∈ J ≡ [0, 2T ],

donde ã2k, k = 0, . . . , n−1, es la extensión par de a2k a J y â2k+1, k = 0, . . . , n−1
es la extensión impar de a2k+1 a J , y

˜̃
Lu(t) ≡u(2n)(t) + ˆ̂a2n−1(t)u(2n−1)(t) + ˜̃a2n−2(t)u(2n−2)(t)

+ · · ·+ ˆ̂a1(t)u′(t) + ˜̃a0(t)u(t), t ∈ [0, 4T ],

donde ˜̃a2k y ˆ̂a2k+1, k = 0, . . . , n − 1, son las extensiones par e impar al intervalo
[0, 4T ] de ã2k y â2k+1, respectivamente.

La idea principal de este capı́tulo consiste en expresar la función de Green de
problemas de Neumann, Dirichlet y mixtos asociados al operador L como suma de
funciones de Green de problemas periódicos y antiperiódicos relativos a L̃. De esta
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forma se prueban las siguientes igualdades

GN [T ](t, s) = GP [2T ](t, s) +GP [2T ](2T − t, s), ∀ (t, s) ∈ I × I,

GD[T ](t, s) = GP [2T ](t, s)−GP [2T ](2T − t, s), ∀ (t, s) ∈ I × I,

GM1 [T ](t, s) = GA[2T ](t, s)−GA[2T ](2T − t, s), ∀ (t, s) ∈ I × I,

GM2 [T ](t, s) = GA[2T ](t, s) +GA[2T ](2T − t, s), ∀ (t, s) ∈ I × I,

dondeGN [T ],GD[T ],GM1 [T ] yGM2 [T ] denotan, respectivamente, las funciones de
Green de los problemas de Neumann, Dirichlet y mixtos asociados al operador L.
Análogamente, GP [2T ] y GA[2T ] denotan las funciones de Green de los problemas
periódico y antiperiódico asociados al operador L̃.

Del mismo modo, se puede ver que todas las funciones de Green anteriores se

expresan como combinación lineal de la relativa al problema periódico asociado a ˜̃L
evaluada en diferentes puntos.

Puesto que la función de Green es una herramienta fundamental para el estudio
de problemas lineales y no lineales, poder relacionar de esta forma distintas funciones
de Green permite establecer también una relación entre los distintos problemas, sus
espectros y sus soluciones.

En primer lugar, las expresiones anteriores dan una conexión directa entre los es-
pectros de los distintos problemas. En particular, deducimos varias descomposiciones
de algunos espectros como unión de otros. Además, se obtiene una cierta relación de
orden entre los primeros autovalores de cada problema.

Por otra parte, también deducimos que el signo constante de una función de Green
implica el signo constante de otra.

Corolario 1 (Corollary 2.4.1). Para cualesquiera coeficientes a0, . . . , a2n−1 ∈ L1(I),
se tienen las siguiente implicaciones:

1. Si GP [2T ] ≤ 0 en J × J , entonces GN [T ] ≤ 0 en I × I .

2. Si GP [2T ] ≥ 0 en J × J , entonces GN [T ] ≥ 0 en I × I .

3. Si GN [2T ] ≤ 0 en J × J , entonces GN [T ] ≤ 0 en I × I .

4. Si GN [2T ] ≥ 0 en J × J , entonces GN [T ] ≥ 0 en I × I .

5. Si GD[2T ] ≤ 0 en J × J , entonces GM2 [T ] ≤ 0 en I × I .

6. Si GD[2T ] ≥ 0 en J × J , entonces GM2 [T ] ≥ 0 en I × I .
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Con respecto al corolario anterior, cabe indicar que se puede mejorar para orden
n = 1, lo cual se hace en el Capı́tulo 3. Por otra parte, se prueba en este capı́tulo que
el recı́proco de las Afirmaciones 1 y 2 del Corolario 1 se cumple si los coeficientes
a0, . . . , a2n−1 son contantes, mientras que el recı́proco de las demás afirmaciones no
es cierto ni siquiera en este caso para n > 1. Por otra parte, se da un contraejemplo
para ver que el recı́proco de 2 no es cierto en general para n > 1. Queda abierto el
problema de ver si la Afirmación 1 es o no una equivalencia cuando n > 1.

Finalmente, en la Sección 2.5, asumiendo que una función de Green tiene signo
constante, se obtienen desigualdades punto a punto entre otras dos funciones de
Green distintas. Esto permite deducir que la solución del problema bajo ciertas con-
diciones de frontera es menor o igual en todo punto que la solución de otro problema
en el que se considere el mismo operador pero condiciones de frontera distintas.

Los resultados de este capı́tulo se pueden encontrar en [31].

Capı́tulo 3: Ecuación de Orden Dos

En este capı́tulo se considera el problema estudiado en el Capı́tulo 2 en el caso
particular de la ecuación de orden dos (es decir, se considerarı́a n = 1).

El motivo por el cual se estudia este caso de forma independiente al general es que
al trabajar con ecuaciones diferenciales de orden dos es posible utilizar la teorı́a de
Sturm-Liouville. Esta teorı́a, que no es válida para ecuaciones diferenciales de orden
superior, proporciona propiedades de oscilación de las soluciones de las ecuaciones.
Tal hecho permitirá obtener resultados más fuertes que los del capı́tulo anterior.

En este capı́tulo se estudian dos problemas distintos. En primer lugar, en la Sec-
ción 3.2, se estudia el problema asociado al operador de Hill

Lu(t) ≡ u′′(t) + a(t)u(t), t ∈ I,

el cual es un caso particular del operador L considerado en el Capı́tulo 3 para n = 1 y
a1 ≡ 0. Cabe observar que el hecho de considerar a1 ≡ 0 no supone una gran pérdida
de generalidad de los resultados obtenidos puesto que cualquier ecuación diferencial
de orden 2 de la forma

u′′(t) + a1(t)u′(t) + a0(t)u(t) = 0,

puede transformarse en una ecuación de Hill mediante un cambio de variable ade-
cuado, siempre y cuando los coeficientes a0 y a1 sean lo suficientemente regulares.

Los resultados obtenidos en esta sección son, pues, más potentes que los análogos
obtenidos en el Capı́tulo 3. Un claro ejemplo de ello es el siguiente teorema en el cual
se relaciona el signo constante de distintas funciones de Green.
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Teorema 2 (Theorem 3.2.22). Para todo a ∈ L1(I) se tienen las siguientes implica-
ciones:

1. GP [2T ] < 0 en J × J si y solo si GN [T ] < 0 en I × I . Esto es equivalente a
GN [2T ] < 0 en J × J .

2. GP [2T ] > 0 en (0, 2T )× (0, 2T ) si y solo si GN [T ] > 0 en (0, T )× (0, T ).

3. Si GN [2T ] > 0 en (0, 2T )× (0, 2T ), entonces GN [T ] > 0 en (0, T )× (0, T ).

4. Si GP [2T ] < 0 on J × J , entonces GD[2T ] < 0 en (0, 2T )× (0, 2T ).

5. Si GP [2T ] > 0 en (0, 2T ) × (0, 2T ), entonces GD[2T ] < 0 en (0, 2T ) ×
(0, 2T ).

6. SiGN [T ] (o, equivalentemente,GP [2T ]) tiene signo constante en I×I , enton-
cesGD[T ] < 0 en (0, T )× (0, T ),GM1 [T ] < 0 en [0, T )×[0, T ) yGM2 [T ] < 0
en (0, T ]× (0, T ].

7. GD[2T ] < 0 en (0, 2T )× (0, 2T ) si y solo si GM2 [T ] < 0 en (0, T ]× (0, T ].

8. Si GM2 [T ] < 0 en (0, T ] × (0, T ] o GM1 [T ] < 0 en [0, T ) × [0, T ), entonces
GD[T ] < 0 en (0, T )× (0, T ).

Del mismo modo, las desigualdades punto a punto entre distintas funciones de
Green son también más precisas, lo cual supone una mayor precisión a la hora de
comparar las soluciones de distintos problemas. Ası́, mientras en el capı́tulo anterior
podı́amos garantizar que la solución de un problema era menor en todo punto que la
solución de otro, para este caso particular también podremos garantizar que las dos
soluciones tienen signo constante.

Además, mientras que en el capı́tulo anterior solo podı́amos establecer una rela-
ción de orden entre los primeros autovalores de cada problema, en este se establece
una relación de alternancia entre todos los autovalores de todos los problemas.

Finalmente, para terminar esta sección, se consideran los criterios explı́citos exis-
tentes en la literatura para garantizar el signo constante de la función de Green del
problema periódico y, utilizando las relaciones entre las distintas funciones de Green,
se adaptan a todos los demás problemas de frontera considerados.

Por otra parte, en la Sección 3.3 se considera una ecuación más general dada en
forma autoadjunta, concretamente

(p u′)′(t) + ā(t)u(t) = σ̄(t), c. t. p. t ∈ I,

con p > 0 c. t. p. t ∈ I , 1
p ∈ L1(I) y ā y σ̄ tales que ā p

α−1
α , σ̄ p

α−1
α ∈ Lα(I), para

algún α ∈ [1,∞].
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Se demuestra en esta sección que la función de Green de cualquier problema de
frontera asociado a la ecuación previa se puede expresar en términos de la función
de Green asociada al operador de Hill con las mismas condiciones de frontera. Como
consecuencia, todos los resultados obtenidos en la sección anterior se pueden adaptar
en términos de este problema.

Este capı́tulo recoge resultados de [22] y [23].

Capı́tulo 4: Soluciones para Problemas de Frontera No Li-
neales de Orden Par con Funciones de Green de Signo Cons-
tante

En este capı́tulo se consideran por primera vez problemas de frontera no lineales.
En particular, se considerarán problemas que sigan el siguiente esquema:

Lu(t) = f(t, u(t)), t ∈ I, u ∈ X,

siendo L el operador general lineal de orden 2n definido en el Capı́tulo 3.
Por otra parte, consideraremos X ⊂ W 2n,1(I) como un espacio de Banach que

incluye las condiciones de frontera y en el cual L es no resonante.
En estas condiciones se tiene que las soluciones del problema de frontera anterior

se corresponden con los puntos fijos en X del siguiente operador integral

L−1 u(t) =

∫ T

0
G[T ](t, s) f(s, u(s)) d s,

siendo G[T ] la función de Green asociada.
El método utilizado para garantizar la existencia de puntos fijos de este operador

integral es el de sub y sobresoluciones.
La novedad principal de nuestra aproximación frente a referencias previas pre-

sentes en la literatura es el hecho de que conseguimos garantizar la existencia de
solución del problema mediante un par de sub y sobresoluciones de otro proble-
ma distinto (compuesto por el mismo operador sometido a condiciones de frontera
diferentes). Esto será posible gracias a las relaciones punto a punto entre distintas
funciones de Green probadas en los Capı́tulos 2 y 3.

Cabe comentar también que una de las hipótesis básicas de este capı́tulo es la del
signo constante de las funciones de Green.

Los resultados de este capı́tulo se pueden ver en [31].
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Capı́tulo 5: Soluciones Positivas para Problemas de Frontera
No Lineales de Orden Dos con Funciones de Green de Signo
No Constante

Este capı́tulo está dedicado a estudiar la existencia de soluciones de signo cons-
tante de un problema de frontera de orden dos asociado al operador de Hill en el caso
en que, al contrario de lo que ocurrı́a en el capı́tulo anterior, la función de Green
cambie de signo.

La idea básica de este capı́tulo se fundamenta en el hecho de que, pese a que la
función de Green cambie de signo, se puede asegurar que la integral de esta función
multiplicada por la autofunción correspondiente al primer autovalor del problema es
positiva.

Expondremos el siguiente razonamiento en términos del problema periódico,
aunque resulta igualmente válido para cualquier otra condición de frontera.

Consideremos pues el siguiente problema periódico{
u′′(t) + a(t)u(t) = f(t, u(t)), t ∈ I,
u(0) = u(T ), u′(0) = u′(T ),

y sean GP su función de Green asociada y vP la autofunción correspondiente al
primer autovalor. Entonces se tiene que∫ T

0
GP (t, s) vP (s) d s > 0, para todo t ∈ I,

lo cual justifica que tiene sentido definir la siguiente constante:

γ = ı́nf
t∈I

∫ T
0 G+

P (t, s) vP (s) d s∫ T
0 G−P (t, s) vP (s) d s

(> 1).

Supongamos que se cumplen las siguientes hipótesis:

(H1) f : I × [0,∞)→ [0,∞) satisface las condiciones de L1-Carathéodory.

(H2) Existen dos constantes positivas m y M tales que

mvP (t) ≤ f(t, x) ≤M vP (t)

para todo t ∈ I y x ≥ 0. Además, estas constantes deben cumplir que M
m ≤ γ.

(H3) Existe un subintervalo [c, d] ⊂ I tal que
∫ d
c GP (t, s) d t ≥ 0, para todo s ∈ I

y
∫ d
c GP (t, s) d t > 0, para todo s ∈ [c, d].
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Entonces, si la función de Green cambia de signo, se demuestra que existe una solu-
ción del problema en el cono

K =

{
u ∈ C(I,R) : u ≥ 0 en I,

∫ T

0
u(s) d s ≥ σ ‖u‖

}
,

donde
σ =

η

máx
t, s∈I

{GP (t, s)}
,

y

η = mı́n
s∈[c,d]

{∫ d

c
GP (t, s) d t

}
> 0.

Nótese que esta solución es no negativa.
Todos los resultados de este capı́tulo se recogen en [27].

Capı́tulo 6: Resultados de Existencia y Multiplicidad de So-
luciones para Ecuaciones Generalizadas de Hammerstein con
un Parámetro

En este capı́tulo estudiamos problemas integrales definidos en espacios de Ba-
nach que reciben el nombre de ecuaciones generalizadas de Hammerstein.

En particular, estudiamos la existencia y multiplicidad de puntos fijos del siguien-
te operador integral

T u(t) = λ

∫ T

0
k(t, s) f(s, u(s), u′(s), . . . , u(m)(s)) d s, t ∈ I,

donde λ > 0 es un parámetro positivo, k : I × I → R es una función núcleo que
verificará ciertas propiedades, m un entero positivo y f : I × Rm+1 → [0,+∞) es
una función L1-Carathéodory.

Este capı́tulo generaliza varios resultados presentes en la literatura al pedir con-
diciones menos restrictivas de lo habitual sobre el núcleo.

En concreto, se pedirá que el núcleo y algunas de sus derivadas (no necesaria-
mente todas) sean positivos únicamente en un subintervalo de I . Este subintervalo
podrı́a incluso llegar a ser degenerado, es decir, podrı́a tratarse de un único punto.

Por otra parte, buscaremos núcleos para los cuales algunas de sus derivadas (de
nuevo, no necesariamente todas) satisfagan las siguientes desigualdades:∣∣∣∣∂jk∂tj (t, s)

∣∣∣∣ ≤ φj(s) para todo t ∈ [cj , dj ] y c. t. p. s ∈ I,
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y
∂jk

∂tj
(t, s) ≥ ξj φj(s) para todo t ∈ [aj , bj ] y c. t. p. s ∈ I,

siendo φj funciones integrables y ξj constantes. Cabe comentar que los intervalos
[aj , bj ] y [cj , dj ] deben tener intersección no vacı́a pero podrı́an ser distintos e, inclu-
so, no comparables.

Bajo diversas hipótesis (véanse (H1)–(H7) en la Sección 6.2), podemos demos-
trar entonces la existencia de puntos fijos del operador integral considerado en el
cono

K =


u ∈ Cm(I,R) : u(i)(t) ≥ 0, t ∈ [mi, ni], i ∈ J0;

mı́n
t∈[aj ,bj ]

u(j)(t) ≥ ξj ‖u(j)‖[cj ,dj ], j ∈ J1

 ,

donde ∥∥u(j)
∥∥

[cj ,dj ]
:= máx

t∈[cj ,dj ]

∣∣u(j)(t)
∣∣,

J ≡ {0, 1, . . . ,m} y J1 ⊂ J0 ⊂ J , J1 6= ∅. Este tipo de conos, hasta donde la autora
tiene conocimiento, es nuevo en la literatura.

En cuanto a las técnicas para demostrar la existencia de puntos fijos, se utilizan
dos diferentes.

En primer lugar, en la Sección 6.3, se prueba la existencia de un punto fijo utili-
zando el ı́ndice de punto fijo para conjuntos abiertos arbitrarios (algunos de los cuales
son no acotados).

Por otra parte, en la Sección 6.4 se dan resultados de existencia y multiplicidad
de soluciones. Estos resultados se basan también en el ı́ndice de punto fijo, esta vez
sobre conjuntos abiertos y acotados.

La diferencia principal entre ambas secciones es que las hipótesis que se le piden
a la no linealidad f son diferentes y, de hecho, en la Sección 6.5 se muestran ejemplos
en los que se ve que ambos métodos no son comparables.

A continuación, la Sección 6.6 presenta una aplicación de los resultados previos
para garantizar la existencia de solución de problemas de Dirichlet de orden par arbi-
trario u

(2n)(t) = f
(
t, u(t), . . . , u(2n−1)(t)

)
, t ∈ [0, 1],

u(2k)(0) = u(2k)(1) = 0, k = 0, . . . , n− 1.

Este estudio generaliza los existentes en la literatura puesto que en este tipo de pro-
blemas se suele considerar que la función f depende únicamente de las derivadas
de orden par, mientras que en este capı́tulo se admite la dependencia de cualquier
derivada hasta orden 2n− 1.
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Finalmente, la Sección 6.7 considera el caso particular del siguiente problema
diferencial de orden tres{

− u(3)(t) = λ f(t, u(t), u′(t), u′′(t)), t ∈ [0, 1],

u(0) = u′(0) = 0, u′(1) = αu′(η),

siendo 0 < η < 1 y 1 < α < 1
η constantes dadas.

Los resultados de este capı́tulo se pueden encontrar en [32] y [102].

Capı́tulo 7: Problemas Multipunto Resonantes en la Semi-
rrecta

En este capı́tulo consideraremos por primera vez un problema definido en un
dominio no acotado.

En particular, probaremos la existencia de soluciones acotadas para el siguiente
problema multipunto

u′′(t) = f(t, u(t), u′(t)), t ∈ [0,∞),

u(0) = 0, u′(+∞) =

m−1∑
i=1

αi u
′(ξi),

siendo αi > 0 y 0 = ξ1 < · · · < ξm−1 < +∞. Asumiremos que los coeficientes αi
cumplen la siguiente condición

m−1∑
i=1

αi = 1,

la cual implica que nos encontramos ante un problema resonante.
Para resolver este problema consideraremos otro modificado (el cual se construirá

añadiendo nuevos términos a ambos lados de la ecuación) que será equivalente al pri-
mero y no resonante. Este problema modificado lo transformaremos en un problema
integral cuyos puntos fijos se corresponderán con las soluciones del problema inicial.
En concreto, el problema integral con el que trabajaremos será

Tu(t) =

∫ ∞
0

G(t, s)
(
f(s, u(s), u′(s)) + k u′(s) +M u(s)

)
d s,

donde G es la función de Green del problema
u′′(t) + k u′(t) +M u(t) = 0, t ∈ [0,∞),

u(0) = 0, u′(+∞) =

m−1∑
i=1

αi u
′(ξi),
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y k y M son dos constantes positivas que cumplen ciertas condiciones.
Además, el problema modificado satisfará otra propiedad importante: su función

de Green estará en el espacio L1[0,∞) ∩ L∞[0,∞). Esto permitirá que el operador
integral sea compacto tanto si la no linealidad f satisface las condiciones L1 o L∞-
Carathéodory. Nótese que este hecho permite garantizar la existencia de solución
para un mayor número de casos puesto que, al estar considerando en este capı́tulo un
intervalo no acotado, los espacios L1[0,∞) y L∞[0,∞) no son comparables.

Para probar la existencia de puntos fijos del operador integral utilizaremos el
método de sub y sobresoluciones. En particular, para demostrar que el operador inte-
gral es compacto utilizaremos el criterio de compacidad dado en el Theorem 1, que
involucra una cierta condición de equiconvergencia en infinito.

Los resultados de este capı́tulo se recogen en [103].

Capı́tulo 8: Existencia de Soluciones de Ecuaciones Integra-
les con Condiciones Asintóticas

En este capı́tulo estudiamos los puntos fijos de un operador integral definido sobre
la recta real.

En general, la mayor dificultad cuando se intenta probar la existencia de puntos
fijos de operadores integrales definidos en intervalos no acotados surge al demostrar
que el operador considerado es compacto. Estos problemas se deben principalmente
a la imposibilidad de utilizar el Teorema de Ascoli-Arzelà para probar la compacidad
del operador.

La forma más habitual de resolver este problema consiste en utilizar un cierto
criterio de compacidad (el cual hemos utilizado, precisamente, en el Capı́tulo 7), que
se recoge en el Theorem 1, en la página 181.

En este capı́tulo presentamos un método alternativo que tendrá un doble bene-
ficio: por una parte, nos permitirá utilizar el Teorema de Ascoli-Arzelà para probar
la compacidad del operador. Por otra, nos garantizará que las soluciones encontradas
tienen un cierto comportamiento asintótico.

Para ello, definimos un espacio de Banach que incluya esas propiedades asintóti-
cas. En particular, para n ∈ N, consideramos el espacio de las funciones reales de
variable real que son de clase n y tienen lı́mite en ±∞:

Cn(R,R) :=

{
f : R→ R : f |R ∈ Cn(R,R), ∃ ĺım

t→±∞
f (j)(t) ∈ R, j = 0, . . . , n

}
,

siendo R ≡ [−∞,∞]. Se tiene que Cn(R,R), n ∈ N es un espacio de Banach con la
norma

‖f‖(n) := sup
{∥∥f (k)

∥∥
∞ : k = 0, . . . , n

}
.
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Entonces, dada una función ϕ ∈ Cn(R,R+), definimos el espacio de las ϕ-
extensiones de clase n a infinito como sigue:

C̃nϕ ≡ C̃nϕ(R,R) =
{
f ∈ Cn(R,R) : ∃ f̃ ∈ Cn(R,R), f = ϕ · f̃ |R

}
.

En particular, este espacio es de Banach con la norma inducida

‖f‖ϕ :=
∥∥f̃∥∥

(n)
, f ∈ C̃ϕ,

de donde se deduce que los espacios Cn(R,R) y C̃nϕ son isomorfos.
De la existencia de dicho isomorfismo se deduce que, puesto que el Teorema de

Ascoli-Arzelà se puede aplicar al espacio Cn(R,R) (por ser R compacto), entonces
este teorema se puede aplicar también al espacio C̃nϕ.

Buscaremos pues puntos fijos de operadores integrales de la forma

Tu(t) := p(t) +

∫ ∞
−∞

k(t, s) η(s) f(s, u(s)) d s

en el espacio de Banach C̃nϕ, para una cierta función ϕ que representará precisamente
el comportamiento asintótico de las soluciones. Dicho de otro modo, que los puntos
fijos del operador se encuentren en el espacio C̃nϕ implicará que tales funciones se
comporten asintóticamente de forma similar a ϕ.

En cuanto al método empleado para garantizar la existencia de puntos fijos, consi-
deramos en este capı́tulo dos aproximaciones diferentes: la primera de ellas, desarro-
llada en la Sección 8.4 se basa en el ı́ndice de punto fijo en conos y presenta hipótesis
bastante restrictivas sobre la función no lineal f .

Por otra parte, la segunda aproximación, analizada en la Sección 8.5, se basa en
definir una serie de operadores lineales auxiliares y estudiar sus propiedades espectra-
les. En particular, si el radio espectral de estos operadores y ciertos lı́mites obtenidos
a partir de la función no lineal f satisfacen ciertas propiedades, será posible probar
la existencia de puntos fijos. En este caso, las restricciones sobre la función f son
mucho menos restrictivas que las impuestas por el método anterior, pero a expensas
de pedir que el núcleo k satisfaga condiciones más fuertes.

Tal y como se muestra en el capı́tulo con ejemplos de los dos métodos, estos son
no comparables.

Todos estos resultados se pueden ver en [33] y [34].

Capı́tulo 9: Soluciones no Acotadas de Problemas de Valores
Iniciales Singulares con φ-Laplaciano

En este último capı́tulo se estudia un problema de valor inicial singular con φ-
Laplaciano, prestando especial interés a la existencia de soluciones no acotadas del
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mismo.
En este caso, al tratarse de un problema singular, no es posible construir un pro-

blema integral equivalente, tal y como se hace en los capı́tulos anteriores. Conse-
cuentemente, las técnicas utilizadas en este capı́tulo difieren totalmente de las de
consideradas hasta el momento.

En particular, consideraremos el siguiente problema no lineal:{
(p(t)φ(u′(t)))′ + p(t) f(φ(u(t))) = 0, t > 0,

u(0) = u0, u′(0) = 0, u0 ∈ [L0, L].

Comenzamos el capı́tulo definiendo tres tipos de soluciones posibles que pode-
mos obtener. Ası́, si denotamos

usup = sup{u(t) : t ∈ [0,∞)},

diremos que

Una solución u del problema es “oscilante” (damped) si usup < L.

Una solución u del problema es homoclı́nica si usup = L.

Una solución u del problema será “de escape” si usup > L.

Puesto que tanto las soluciones oscilantes como las homoclı́nicas están acotadas,
las soluciones no acotadas serán un subconjunto de las de escape. Esto motiva la
división del capı́tulo en dos partes:

1. Búsqueda de condiciones para garantizar la existencia de soluciones de escape.

2. Búsqueda de condiciones necesarias o suficientes para garantizar que una solu-
ción de escape es no acotada.

Además, para la búsqueda de condiciones que aseguren la existencia de solu-
ciones de escape tendremos que considerar dos casos diferenciados: el primero de
ellos, en el que tanto f como φ−1 son funciones lipschitzianas, resulta bastante más
sencillo puesto que en estas condiciones la unicidad de solución del problema está
garantizada.

Por el contrario, el segundo caso (con f y φ−1 no lipschitzianas), presenta una
serie de complicaciones derivadas de la no unicidad de solución. Para solventar estos
problemas se considera el método de sub y sobresoluciones.

Estos dos casos presentan además otra diferencia importante en cuanto a los resul-
tados obtenidos: mientras que en el primero se garantiza la existencia de una sucesión
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de soluciones de escape que toman diferentes valores iniciales, en el segundo podrı́a
ocurrir que todas las soluciones tuvieran el mismo valor inicial L0.

Finalmente, en la última sección del capı́tulo se recopilan todos los resultados
obtenidos y se enuncian explı́citamente una serie de condiciones suficientes que ase-
guran la existencia de soluciones no acotadas del problema. Diversos ejemplos mues-
tran que todos estos resultados son no comparables.

Todos los resultados de este capı́tulo se pueden ver en [131].
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[51] Drábek, P., Manásevich, R.: On the closed solution to some nonhomogeneous
eigenvalue problems with p-Laplacian. Differential and Integral Equations.
An International Journal for Theory & Applications 12(6), 773–788 (1999)

[52] Du, Y.: Order structure and topological methods in nonlinear partial differen-
tial equations: Maximum principles and applications. World Scientific (2006)

[53] Feng, W., Webb, J.: Solvability of three point boundary value problems at re-
sonance. Nonlinear Analysis: Theory, Methods & Applications 30(6), 3227–
3238 (1997)

[54] Fialho, J., Minhós, F., Carrasco, H.: Singular and classical second order
φ-Laplacian equations on the half-line with functional boundary conditions.
Electronic Journal of Qualitative Theory of Differential Equations 2017(10),
1–15 (2017)

[55] Fife, P.C.: Mathematical aspects of reacting and diffusing systems, Lecture
Notes in Biomathematics, vol. 28. Springer-Verlag, Berlin-New York (1979)

[56] Figueroa, R., Tojo, F.A.F.: Fixed points of Hammerstein-type equations on
general cones. Fixed Point Theory 19(2), 571–586 (2016)

315



Bibliography

[57] Franco, D., Infante, G., O’Regan, D.: Nontrivial solutions in abstract cones
for Hammerstein integral systems. Dynamics of Continuous, Discrete and
Impulsive Systems Series A: Mathematical Analysis 14(6), 837–852 (2007)

[58] Franco, D., Infante, G., Zima, M.: Second order nonlocal boundary value
problems at resonance. Mathematische Nachrichten 284(7), 875–884 (2011)

[59] Frigon, M., Pouso, R.L.: Theory and applications of first-order systems of
Stieltjes differential equations. Advances in Nonlinear Analysis (2016)

[60] Gouin, H., Rotoli, G.: An analytical approximation of density profile and sur-
face tension of microscopic bubbles for Van der Waals fluids. Mechanics Re-
search Communications 24(3), 255–260 (1997)

[61] Graef, J.R., Kong, L., Minhós, F.: Generalized Hammerstein equations and
applications. Results in Mathematics 72, 369–383 (2017)

[62] Graef, J.R., Kong, L., Wang, H.: Existence, multiplicity, and dependence on
a parameter for a periodic boundary value problem. Journal of Differential
Equations 245(5), 1185–1197 (2008)

[63] Graef, J.R., Kong, L., Wang, H.: A periodic boundary value problem with va-
nishing Green’s function. Applied Mathematics Letters 21(2), 176–180 (2008)

[64] Granas, A., Dugundji, J.: Fixed point theory. Springer (2003)
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[127] Rachůnková, I., Tomeček, J.: Strictly increasing solutions of a nonlinear sin-
gular differential equation arising in hydrodynamics. Nonlinear Analysis:
Theory, Methods & Applications 72(3-4), 2114–2118 (2010)
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