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Abstract. In this paper, we deal with the tail behavior of the maximum of randomly weighted and
stopped sums. We assume that primary random variables (with a certain dependence structure) are
identically distributed with heavy-tailed distribution function and random weights are nonnegative.
In this note, we specify some conditions for the (weak) asymptotics of the tail of random maximum.
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1 Introduction

Let X,X1, X2, . . . be a sequence of identically distributed random variables (r.v.s), hav-
ing a certain dependence structure, with heavy-tailed distribution function (d.f.) FX . De-
note the weighted sums Sk :=

∑k
i=1 θiXi, k > 1, where θ1, θ2, . . . are some nonnegative

r.v.s, and consider the random maximum of these sums

Mτ = max
06k6τ

Sk,

where S0 := 0 and τ is a nonnegative nondegenerate at zero integer-valued r.v. Assume
that {X,X1, X2, . . . }, {θ1, θ2, . . . } and τ are mutually independent. We are interested in
the asymptotics of tail probability P(Mτ > x) as x → ∞. Clearly, since Mτ is driven
by three sets of random variables, {Xk, k > 1}, {θk, k > 1} and τ , in order to get the
asymptotics of tail probability P(Mτ > x), some relations between the corresponding
d.f.s must be postulated.

Recently, [16] studied the asymptotic tail behavior of random sum Sτ =
∑τ
k=1 θkXk

and random maximum Mτ when X1, X2, . . . are independent and identically distributed
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264 L. Dindienė, R. Leipus

(i.i.d.) r.v.s with consistently varying common d.f. FX (see definition below). [23] gen-
eralized the results of [16] to a certain extent. The main results in both papers state that
under assumption P(Zτ > x) = o(FX(x)), where

Zτ := θ1 + · · ·+ θτ ,

and some other conditions on the distributions of r.v.s {θk, k > 1}, X and τ
(see, e.g., Theorem 1 below), probability P(Mτ > x) is weakly tail-equivalent to
E
∑τ
k=1 P(θkXk > x), i.e.

0 < lim inf
x→∞

P(Mτ > x)

E
∑τ
k=1 P(θkXk > x)

6 lim sup
x→∞

P(Mτ > x)

E
∑τ
k=1 P(θkXk > x)

<∞. (1)

In the present note, we aim to specify the conditions, under which relation
P(Zτ > x) = o(FX(x)) holds for the wide class of heavy tailed distribution functions
and dependence structures. Together, we extend the result in (1) to a wider dependence
class.

In Section 2, we introduce some classes of heavy-tailed d.f.s and dependence struc-
tures used in the paper. In Section 3, we present our main results, which are based on
propositions in Section 4. Auxiliary lemmas are given in Section 5.

2 Preliminaries

Throughout the paper, for two positive functions f(x) and g(x), we write f(x) . g(x)
if lim supx→∞ f(x)/g(x) 6 1; f(x) ∼ g(x) if limx→∞ f(x)/g(x) = 1; f(x) =
o(g(x)) if limx→∞ f(x)/g(x) = 0; f(x) � g(x) if 0 < lim infx→∞ f(x)/g(x) 6
lim supx→∞ f(x)/g(x) <∞.

2.1 Heavy-tailed distribution classes

A distribution of r.v. X , supported on [0,∞), is said to be heavy-tailed if EeδX =∞ for
all δ > 0 and light-tailed otherwise. We recall the definitions of some classes of heavy-
tailed d.f.s. Let F (x) := 1− F (x) for all real x. A d.f. F supported on [0,∞) belongs to
the consistently varying-tailed class (F ∈ C ) if

lim
y↗1

lim sup
x→∞

F (xy)

F (x)
= 1,

belongs to the dominatedly varying-tailed class (F ∈ D) if, for any fixed y ∈ (0, 1),

lim sup
x→∞

F (xy)

F (x)
<∞,

is long-tailed (F ∈ L ) if, for every fixed positive y > 0,

lim
x→∞

F (x+ y)

F (x)
= 1,
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Tail behavior of randomly weighted and stopped dependent sums 265

is subexponential (F ∈ S ) if

lim
x→∞

F ∗2(x)

F (x)
= 2,

where F ∗2 denotes convolution of F (x) with itself, and belongs to the class S ∗ (is
strongly subexponential) if m :=

∫
[0,∞)

xdF (x) <∞ and

x∫
0

F (x− y)F (y) dy ∼ 2mF (x), x→∞.

If a d.f. F is supported on R, then F belongs to any of these classes if the d.f. F (x)1{x>0}
belongs to the corresponding class. In the case of finite mean, it holds that

C ⊂ L ∩D ⊂ S ∗ ⊂ S ⊂ L

(see [11,12]). For the example of d.f. which is subexponential but does not belong to S ∗,
see [7]; for d.f. which is dominatedly varying-tailed but not long-tailed (hence, not in S
and S ∗), see [6].

Denote

F ∗(y) := lim inf
x→∞

F (xy)

F (x)
, F

∗
(y) := lim sup

x→∞

F (xy)

F (x)
, y > 1,

and define the upper and lower Matuszewska indices of d.f. F , respectively:

J+
F := − lim

y→∞

logF ∗(y)

log y
, J−F := − lim

y→∞

logF
∗
(y)

log y
.

Additionally, let
LF := lim

y↘1
F ∗(y).

Parameter LF and the Matuszewska indices are important quantities for the characteriza-
tion of the classes of heavy-tailed d.f.s. In particular (see, e.g., [2]), the following four
statements are equivalent:

(i) F ∈ D , (ii) F ∗(y) > 0 for some y > 1, (iii) LF > 0, (iv) J+
F <∞.

Also, F ∈ C if and only if LF = 1.

2.2 Dependence structures

A sequence of real-valued r.v.s ξ1, ξ2, . . . is said to be upper extended negatively depen-
dent (UEND) if there exists a positive constant κ such that, for each n > 1 and real
x1, x2, . . . , xn, the following inequality holds:

P

(
n⋂
i=1

{ξi > xi}

)
6 κ

n∏
i=1

P(ξi > xi). (2)
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266 L. Dindienė, R. Leipus

If P(ξi > xi, ξj > xj) 6 κP(ξi > xi)P(ξj > xj) for all i 6= j, then r.v.s ξ1, ξ2, . . . are
called pairwise UEND.

Similarly, a sequence of real-valued r.v.s ξ1, ξ2, . . . is said to be lower extended neg-
atively dependent (LEND) if there exists a positive constant κ such that, for each n > 1
and real x1, x2, . . . , xn, it holds that

P

(
n⋂
i=1

{ξi 6 xi}

)
6 κ

n∏
i=1

P(ξi 6 xi). (3)

If P(ξi 6 xi, ξj 6 xj) 6 κP(ξi 6 xi)P(ξj 6 xj) for all i 6= j and some κ > 0, then
r.v.s ξ1, ξ2, . . . are called pairwise LEND.

A sequence ξ1, ξ2, . . . is said to be extended negatively dependent (END) if it is both
UEND and LEND. A sequence ξ1, ξ2, . . . is said to be pairwise END if it is both pairwise
UEND and pairwise LEND. The structure of END was introduced in [14]. Some useful
properties of such structure were later analyzed in [4]. Note that these END structures
cover certain positive dependence structures.

In the case when (2) or (3) are satisfied with κ = 1, we get a structure of upper negative
dependence (UND) or lower negative dependence (LND), respectively. Analogously, if
both (2) and (3) are satisfied, then we obtain the negative dependence (ND) structure.
Such structures were introduced in [9] and [3]. For properties of UND and LND r.v.s,
see [3] and [18].

3 Main results

The asymptotics of the probability P(Zτ > x) = P(θ1 + · · · + θτ > x) with i.i.d.
heavy-tailed r.v.s θ, θi, i > 1, was studied extensively in the literature, see [1, 8, 10, 15]
and references therein. In particular, a well-known result (see [10, Thm. A3.20]) states
that if Fθ ∈ S and τ is light-tailed, then

P(Zτ > x) ∼ EτF θ(x). (4)

If Fθ ∈ L ∩D and Fτ (x) = o(Fθ(x)), then relation (4) was obtained in [15]. If Fθ ∈
S ∗, Fτ ∈ C and Fθ(x) = O(Fτ (x)), then [8] proved that

P (Zτ > x) ∼ EτFθ(x) + Fτ

(
x

Eθ

)
.

In case of some dependence structures within r.v.s θ1, θ2, . . . , similar results were ob-
tained in [5,14,20,24]. For the asymptotic results for tail probabilities of (weighted) sums
of dependent subexponential r.v.s, see [22, 25].

We now introduce the following assumption.

Assumption A. Let X,X1, X2, . . . be a sequence of UEND (with dominating con-
stant κ > 0) real-valued r.v.s with common d.f. FX ∈ D such that J−FX > 0 and
FX(−x) = o(FX(x)); let θ, θ1, θ2, . . . be a sequence of nonnegative r.v.s (not necessarily
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independent and identically distributed) and let τ be a nondegenerate at zero nonnegative
integer-valued r.v. with distribution function Fτ . {X,X1, X2, . . . }, {θ, θ1, θ2, . . . } and τ
are mutually independent.

In addition, assume that there exists ε ∈ (0, J−FX ) such that

E(X+)1+ε <∞ (5)
and

E

τ∑
i=1

θ
J−
FX
−ε

i <∞, E

τ∑
i=1

θ
J+
FX

+ε

i <∞. (6)

The following theorem was proved in [23].

Theorem 1. (See [23].) Let Assumption A and conditions (5), (6) be satisfied. If

P(Zτ > x) = o
(
FX(x)

)
, (7)

then

LFXE

τ∑
i=1

P(θiXi > x) . P(Mτ > x) . L−1FXE

τ∑
i=1

P(θiXi > x). (8)

Remark. Under condition Eτ <∞, the first restriction in (6) can be dropped as

E

τ∑
i=1

θ
J−
FX
−ε

i = E

(
τ∑
i=1

θ
J−
FX
−ε

i 1{θi61}

)
+E

(
τ∑
i=1

θ
J−
FX
−ε

i 1{θi>1}

)

6 Eτ +E

τ∑
i=1

θ
J+
FX

+ε

i .

Clearly, if the random series Z∞ := θ1+θ2+· · · converges almost surely (it is typical
in insurance mathematics, where Xi denotes the net loss over period i and θi represents
the stochastic discount from time i to 0), then condition

P(Z∞ > x) = o
(
FX(x)

)
(9)

is sufficient for relation (7) to hold. So that, the statement of Theorem 1 is valid if (7) is
replaced by (9).

Corollary 1. If Assumption A, conditions (5), (6) and (9) are satisfied, then relation (8)
holds.

Consider now the case P(Z∞ = ∞) > 0. For example, if θ, θ1, θ2, . . . are nonneg-
ative independent r.v.s, then, according to the three series theorem, P(Z∞ = ∞) = 1 if
and only if

∑∞
k=1 Emin{θk, 1} = ∞. This fact can be extended for arbitrarily depen-

dent nonnegative r.v.s as well, see [17]. If, additionally, r.v.s θ, θ1, θ2, . . . are identically
distributed, then the last condition is equivalent to Eθ > 0. Identically distributed weights
are rather natural when studying the present value of investment portfolio of n risky assets
with Xi, denoting the potential loss of ith asset over a period, and θi being the stochastic
discount factor over the period. Clearly, in such a case, relation (9) does not hold and
some other approaches must be used in order to obtain the asymptotics of P(Zτ > x).

Nonlinear Anal. Model. Control, 20(2):263–273
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Applying results in Section 4, which deal with case of identically distributed r.v.s.
θ1, θ2, . . . , we obtain the following theorems, which constitute the main results of this
note.

Theorem 2. Let r.v.s θ, θ1, θ2, . . . be identically distributed and let Assumption A be
satisfied. Assume that (5) and Eθ

J+
FX

+ε
<∞ hold.

(i) If Fθ ∈ D and either Fθ(x) ∼ c∗Fτ (x) for some c∗ > 0 or Fτ (x) = o(Fθ(x)),
then relation (8) holds;

(ii) If Fτ ∈ D , Eτ < ∞ and Fθ(x) = o(Fτ (x)), Fτ (x) = o(FX(x)), then
(8) holds.

Proof. First note that condition E(X+)1+ε < ∞ implies J+
FX

> 1 and, thus, Eθ < ∞.
Observe that, by Markov’s inequality and Lemma 1,

Fθ(x) 6 x
−(J+

FX
+ε)

Eθ
J+
FX

+ε
= o
(
FX(x)

)
. (10)

Hence, statement (i) of the theorem follows combining Proposition 1 below and Theo-
rem 1 and noting that Fτ (x/Eθ) = o(FX(x)) is equivalent to Fτ (x) = o(FX(x)) if
Fτ ∈ D , FX ∈ D . Similar arguments apply to part (ii).

In the case of the strongly subexponential class S ∗, combining (10), Proposition 2
and Theorem 1, we obtain the following theorem.

Theorem 3. Let θ, θ1, θ2, . . . be i.i.d. r.v.s. and let Assumption A be satisfied. Assume
that (5) and Eθ

J+
FX

+ε
< ∞ hold. If Fθ ∈ S ∗ and there exists c > Eθ such that

Fτ (x) = o(Fθ(cx)), then (8) holds.

4 Asymptotics of P(Zτ > x)

In this section, we study the asymptotics of P(Zτ > x) when θ1, θ2, . . . are identically
distributed r.v.s. The next proposition is a modification of Theorem 1 in [21]. In this case,
more general dependence structure of r.v.s θ1, θ2, . . . is considered.

Proposition 1. Let θ, θ1, θ2, . . . be nonnegative END r.v.s with common d.f. Fθ and finite
positive mean Eθ. Let τ be a nonnegative integer-valued r.v., independent of the sequence
θ, θ1, θ2, . . . .

(i) If Fθ ∈ D and Fθ(x) � Fτ (x), then Fτ ∈ D , Eτ <∞ and

LFθEτFθ(x) + LFτFτ

(
x

Eθ

)
. P(Zτ > x) . L−1Fθ EτFθ(x) + L−1Fτ Fτ

(
x

Eθ

)
; (11)

(ii) If Fθ ∈ D , Fτ (x) = o(Fθ(x)), then Eτ <∞ and

LFθEτFθ(x) . P(Zτ > x) . L−1Fθ EτFθ(x); (12)
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(iii) If Fτ ∈ D , Eτ <∞ and Fθ(x) = o(Fτ (x)), then

LFτFτ

(
x

Eθ

)
. P(Zτ > x) . L−1Fτ Fτ

(
x

Eθ

)
. (13)

For the upper asymptotic relations in (11)–(13), the assumption that θ1, θ2, . . . are END
can be replaced by weaker assumption that θ1, θ2, . . . are UEND.

Proof. We prove only upper bounds; the proof of lower bounds follow similarly as in [21].
In particular, it uses the strong law of large numbers for END random variables, see [4].

(i) As in the proof of Theorem 1 of [21], split

P (Zτ > x)

=

(
M∑
n=1

+

[(1−ε)x(Eθ)−1]∑
n=M+1

+

∞∑
n=[(1−ε)x(Eθ)−1]+1

)
P(Zn > x)P(τ = n)

=: K1 +K2 +K3 (14)

for each triplet ε ∈ (0, 1), M ∈ N, x > 0 such that [(1− ε)x(Eθ)−1] >M + 1. Clearly,
by conditions of the proposition, Fτ ∈ D , because

lim sup
x→∞

Fτ (xy)

Fτ (x)
6 lim sup

x→∞

Fτ (xy)

Fθ(xy)
lim sup
x→∞

Fθ(xy)

Fθ(x)
lim sup
x→∞

Fθ(x)

Fτ (x)
<∞.

Moreover, conditions of the proposition imply the finiteness of Eτ . Indeed, since
lim supx→∞ Fτ (x)/Fθ(x) 6 c1 for some c1 > 0, we obtain that P(τ > x) 6 2c1 ×
P(θ > x), x > x∗. Hence,

Eτ =

∫
[0,∞)

P(τ > x) dx 6 x∗ + 2c1

∫
[x∗,∞)

P(θ > x) dx 6 x∗ + 2c1Eθ <∞.

Using Lemma 2 below, for each fixed M , it holds

K1 . Fθ(x)L
−1
Fθ

M∑
n=1

nP(τ = n). (15)

For the term K2, write

K2 6
[(1−ε)x(Eθ)−1]∑

n=M+1

P(Zn − nEθ > εx)P(τ = n),

where, by Lemma 3, P(Zn − nEθ > εx) 6 c2nFθ(εx) for some c2 = c2(ε, κ,Eθ).
Hence, similarly to (3.3) in [21], it follows that

K2 . c3Fθ(x)

∞∑
n=M+1

nP(τ = n) (16)

Nonlinear Anal. Model. Control, 20(2):263–273



270 L. Dindienė, R. Leipus

with some c3 = c3(ε, κ,Eθ). Finally,

K3 6 Fτ
(
(1− ε)x(Eθ)−1

)
. (17)

Relations (15)–(17) and (14) imply that, for all ε ∈ (0, 1), M ∈ N, and sufficiently
large x,

P(Zτ > x)

L−1Fθ EτFθ(x) + L−1Fτ Fτ (x(Eθ)
−1)

6
K2

L−1Fθ EτFθ(x)
+ max

{
K1

L−1Fθ EτFθ(x)
,

K3

L−1Fτ Fτ (x(Eθ)
−1)

}
.

Hence,

lim sup
x→∞

P(Zτ > x)

L−1Fθ EτFθ(x) + L−1Fτ Fτ (x(Eθ)
−1)

6 c3LFθ

∑∞
n=M+1 nP(τ = n)

Eτ

+max

{∑M
n=1 nP(τ = n)

Eτ
, LFτ lim sup

x→∞

Fτ ((1− ε)x)
Fτ (x)

}
.

Letting M →∞ and ε↘ 0, we obtain the statement in case (i).

(ii) The proof of this part is identical to the proof of the same part in Theorem 1 of [21].

(iii) The proof is analogous to the proof of part (iii) in Theorem 1 of [21], noting that
Lemma 1 therein is still valid if the UND structure is replaced, respectively, by the weaker,
UEND, structure.

Consider now the case when the summands θ1, θ2, . . . are i.i.d. strongly subexponen-
tial r.v.s.

Proposition 2. Let θ, θ1, θ2, . . . be a sequence of nonnegative independent r.v.s with
common d.f. Fθ ∈ S ∗ and finite positive mean Eθ. Let τ be a nondegenerate nonnegative
integer-valued r.v., independent of θ, θ1, θ2, . . . . If there exists c > Eθ such that Fτ (x) =
o(Fθ(cx)), then Eτ <∞ and

P(Zτ > x) ∼ EτFθ(x). (18)

Proof. The proof follows from Theorem 1(ii) in [8].

Remark. Note that in more restrictive cases, the assumption of Proposition 2 can be
simplified. For example, if the same main conditions of the proposition hold, Fθ ∈ L ∩D
and Fτ (x) = o(Fθ(x)), then relation (18) holds (see [15, Thm. 2.3], [8, Thm. 8]). Thus,
we strongly believe that, if Fθ ∈ L ∩ D , then the constant LFθ in Proposition 1(i), (ii)
can be replaced by 1.

Remark. It is easy to see that, under the conditions of Proposition 2, the closure of the
class S ∗ holds, i.e. FZτ ∈ S ∗ (see [13]).
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5 Auxiliary lemmas

The first lemma is a well-known property of class D (see [19, Lemma 3.5]).

Lemma 1. For a d.f. F ∈ D with its upper Matuszewska index J+
F , it holds that

x−p = o
(
F (x)

)
for any p > J+

F .

Next two lemmas are used in proving Proposition 1.

Lemma 2. Let θ1, θ2, . . . be pairwise UEND r.v.s with common d.f. Fθ ∈ D . Then, for
any fixed n > 1,

P(Zn > x) . L−1Fθ nFθ(x). (19)

Proof. It is obvious that inequality (19) holds for n = 1. If n > 2, then for any fixed
ε ∈ (0, 1), by inequality (2.3) in [21]) and the definition of pairwise UEND,

P(Zn > x) 6
∑

16i<j6n

P

(
θi >

εx

n
, θj >

εx

n

)
+

n∑
j=1

P
(
θj > (1− ε)x

)
6 κn2

(
Fθ

(
εx

n

))2

+ nFθ
(
(1− ε)x

)
.

Here, since Fθ ∈ D , for any n > 2 and ε ∈ (0, 1), it holds that (Fθ(εx/n))2 = o(Fθ(x)).
Hence,

lim sup
x→∞

P(Zn > x)

Fθ(x)
6 n lim

ε↘0
lim sup
x→∞

Fθ((1− ε)x)
Fθ(x)

= nL−1Fθ .

The next lemma is a generalization of Corollary 3.1 in [18], where the structure UND
has been used. The proof is almost identical and, thus, is omitted.

Lemma 3. If θ1, θ2, . . . are UEND r.v.s with common d.f. Fθ ∈ D and mean Eθ = 0,
then, for each γ > 0, there exists a constant c4 = c4(κ, γ), irrespective to x and n, such
that

P(Zn > x) 6 c4nFθ(x)

for all x > γn and n > 1.

Acknowledgments. We would like to thank the referees for their useful comments and
suggestions for improving the paper.
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