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Abstract

We have developed and characterized a new class of vacuum-sealed, auto-locking

diode laser systems with an auto-locking controller that allows these instruments to

be operated with greater ease and control at desired wavelengths in the visible and

near-infrared spectral range. These laser systems can be tuned and frequency sta-

bilized with respect to atomic, molecular, and solid-state resonances without human

intervention using a variety of control algorithms programmed into the same con-

troller. We show that these lasers have exceptional long-term stability, with an Allan

deviation (ADEV) floor of 2 ×10−12, and a short-term linewidth of 200 kHz. These

performance characteristics are related to reducing current noise and ensuring vac-

uum sealing. We demonstrate accurate measurements of gravitational acceleration

at the level of a few parts-per-billion by incorporating the laser into an industrial

gravimeter. We also realize the basis of a LIDAR transmitter that can potentially

operate in a spectral range in which frequency references are not readily available.

We have also developed a technique for precise measurements of atomic lifetimes
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using optical photon echoes. We report a measurement of (26.10 ± 0.03) ns for the

52P3/2 excited state in 85Rb vapour that has a statistical uncertainty of 0.11% in 4

hours of data acquisition over several weeks. We show that the best statistical un-

certainty that can be obtained with the current configuration is 0.013%, which has

been exceeded by only one other lifetime measurement. An analysis of the technical

limitations based on a simple model shows that these limitations can be overcome

using a feedback loop with a reference interferometer. Our studies indicate that it

should be possible to investigate systematic effects at the level of 0.03% in 10 minutes

of data acquisition. Such an outcome could potentially result in the most accurate

measurement of any atomic lifetime.

Other applications of the laser systems include the development of free-space op-

tical dipole force traps. Determinations of the spring constant of the trap and the

time constant of the auto-correlation function of trapped particles have paved the

way for experiments in which the kinematics can be studied on the time scale of the

damping time associated with Brownian motion. These results may be applicable for

the rapid in situ identification of trapped particles. Finally, we show that the laser

systems can support a number of upper-level undergraduate laboratory experiments

related to laser spectroscopy and atom trapping.
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1 Introduction

The goal of this dissertation is to develop a new class of pressure-sealed, auto-

locked diode lasers for precision metrology, to utilize these lasers to develop optical

dipole force traps (optical tweezers) to study the kinematics of dielectric particles,

and to carry out a precise measurement of atomic lifetime in rubidium vapour. At the

time when I began my PhD studies, my research group was faced with the challenge

of developing stand-alone laser systems for precision metrology relevant to industrial

applications for natural resource exploration. In particular, we wanted to develop a

stable diode laser system that could be incorporated into a commercial gravimeter

used in large area surveys for oil and natural gas prospecting. Another challenge was

the need to develop laser sources at multiple wavelengths that could be controlled

by an untrained operator. We also wanted to capitalize on the industrial project

to develop high-power lasers suitable for atomic physics experiments. One of the

limitations that we faced was that a single ageing titanium-sapphire (Ti:Sapph) laser

was being shared for a number of cold-atom experiments [1]. These experiments were
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also being operated near resonance due to the limited optical power that was available

after passing through acousto-optic modulator (AOM) chains and optical fibers. As a

result, precise measurements were impacted by near-resonant systematic effects such

as the index of refraction.

To realize our goals, we developed low-cost ($5,000) external cavity diode lasers

(ECDLs) that could be frequency stabilized to spectral features without the need for

human intervention [1, 2, 3, 4]. The output of these auto-locking lasers (∼50 mW) was

coupled into semi-conductor waveguide tapered amplifiers (TAs) to realize power out-

puts of ∼2 W, which enabled the simultaneous operation of independent experiments

that could be operated off resonance due to the increased optical power. We also

developed pulsing modules and high-speed data acquisition systems for applications

such as optical tweezers, LIDAR transmission, atomic vapour-based magnetometry

[5, 6, 7], and a variety of atom trapping experiments [1, 8]. We then carried out a pre-

cise measurement of the excited state lifetime in rubidium (Rb) vapour by exploiting

the improvement in signal-to-noise that is a consequence of the high repetition rates

(up to 1 MHz) that can be achieved in vapour-cell experiments.

1.1 Laser development

In the first part of the dissertation, we demonstrate the performance character-

istics of a new class of vacuum-sealed, auto-locking diode laser systems and their

2



applications to precision metrology [2]. The laser is based on adaptations of a de-

sign [9, 10] that uses optical feedback from an interference filter (IF) and it includes

a vacuum-sealed cavity, an interchangeable base-plate, and an auto-locking digital

controller. A change of the base-plate allows operation at desired wavelengths in the

visible and near infra-red spectral range, whereas the auto-locking ability allows the

laser to be tuned and frequency stabilized with respect to atomic, molecular, and

solid-state resonances without human intervention using a variety of control algo-

rithms programmed into the same controller. We characterize the frequency stability

of this laser system based on the Allan deviation (ADEV) [11] of the beat note and of

the lock signal. We find that the ADEV floor of 2× 10−12 and short-term linewidth

of ∼200 kHz are strongly influenced by current noise and vacuum sealing. Reducing

the current noise and cavity pressure decreases the ADEV floor and increases the

averaging time at which the floor occurs, which is a signature of long-term stability.

We also show that evacuating the cavity to ∼1 Torr reduces the range of the correc-

tion signal of the feedback loop by approximately one order of magnitude, thereby

increasing the lock duration of the controller. The long-term stability allows the

laser to be incorporated into a commercial gravimeter for accurate measurements of

gravitational acceleration at the level of a few parts-per-billion (ppb), which are com-

parable to values obtained with an iodine-stabilized He-Ne laser. The auto-locking

and pattern-matching features of the controller allow the laser to be tuned and sta-
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bilized with respect to a temperature tunable transmission spectrum of a fiber-Bragg

grating (FBG). This capability may be suitable for the development of a differential

absorption LIDAR transmitter that can generate data at both on-line and off-line

lock points using a single laser.

Therefore, the initial phase of my thesis consisted of evaluating the relative ad-

vantages of widely-used designs for ECDLs. Fig. 1.1 shows two commonly-used types

of ECDLs. In the Littrow configuration described in reference [12] and references

therein, the external cavity consists of the laser diode and the diffraction grating,

while the internal cavity consists of the polished end faces of the laser diode, as

shown in Fig. 1.1(a). The first-order diffracted beam from the external cavity is used

to slave the internal cavity, and the zeroth-order reflection constitutes the laser out-

put. In this design, the laser frequency can be scanned by applying a voltage to a

pizeo-electric transducer attached to the grating. However, a drawback is that the

grating has to be positioned at a carefully-chosen pivot point so that the alignment of

the feedback is maintained during the scan. Furthermore, the direction of the output

beam will change slightly when the laser frequency is scanned. The Littman-Metcalf

design shown in Fig. 1.1(b) allows the output beam direction to remain fixed by using

a carefully-positioned scanning mirror to send the optical feedback to the laser diode.

Since the feedback light is diffracted twice from the grating, the laser linewidth is

generally narrower than a Littrow laser, at the expense of greater external cavity

4



(c)

PBS

IF

retro-reflecting
mirror

laser output

Figure 1.1: Representations of ECDL designs. (a) A Littrow cavity. (b) A Littman-

Metcalf cavity. (c) An IF cavity. Here, λ/2 denotes a half wave-plate and PBS is a

polarizing beam-splitting cube.

losses. In both designs, the spatial profile of the output beam is compromised by

scattering from the grating. The beam distortion is particularly prominent in old-

style diffraction gratings, and greatly reduced in holographic gratings. Based on these

comparisons, we focused on adaptations of an interference filter (IF)-stabilized ECDL

[9, 10], shown in Fig. 1.1(c). In this design, an IF with a narrow pass-band selects the

light for optical feedback without significantly distorting the spatial profile. Further,

a variable aperture in the laser cavity can act as a spatial filter and eliminate feed-

back from secondary modes. The laser frequency can be scanned without changing

the direction of the output beam by changing the length of the external cavity with

a piezo-mounted mirror. The optical feedback can be varied in a convenient manner

by using a polarizing beam splitter (which also serves as the output coupler) and a

half wave-plate.

This low-cost laser system was designed [13] using components from original equip-

ment manufacturers coupled with specially-machined parts and powerful central pro-
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cessors. My role was to assemble, align, and characterize the lasers, identify design

modifications, and to carry out comparative studies to test the improvements. Rig-

orous testing and troubleshooting allowed the determination of the ideal amount of

feedback light for different classes of non-AR coated laser diodes used in various ap-

plications. My experiments also compared the performance of two different kinds

of optical feedback assemblies – one involving a corner-cube reflector and a second

a “cat’s eye” reflector, consisting of a mirror located at the focal length of a lens.

However, the cat’s eye reflector was preferred, since the corner-cube did not allow for

smooth tuning of the laser cavity. Furthermore, two different gear assemblies were

tested to ensure fine control of the angle of the IF from outside the laser cavity. I

also experimented with different kinds of vacuum seals required to evacuate the cav-

ity within minutes and maintain the seal for several months. Under these conditions,

tests confirmed our hypothesis that pressure sealing extends the range of the feedback

controller and improves the long-term frequency stability of the laser. Improvements

associated with vibration isolation and reduction in current noise were also identified.

The IF design relies on a laser cavity with an interchangeable optics kit consisting of a

laser diode and optical feedback elements to operate in the desired wavelength range.

This feature has enabled the development of these lasers at three distinct wavelengths:

633 nm for spectroscopy in iodine, and 780 nm and 795 nm for spectroscopy in rubid-

ium vapour. The auto-lock digital controller allows the laser system to be locked or
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scanned with respect to a spectral line or solid-state frequency markers. Therefore,

our laser design realized performance characteristics that extended beyond those of

commercial diode lasers that rely only on temperature and current control.

1.2 Optical tweezers

The IF laser systems were also used in conjunction with TAs to develop an optical

tweezers experiment [14, 15, 16, 17, 18, 19, 20]. Here, dielectric particles were trapped

at the focus of a laser beam using the optical dipole force. In my initial experiments,

I trapped polystyrene beads in saline solution. Later on, I developed a free-space

version of this experiment by ablating the tip of a Sharpie marker at the focus of

the laser beam, so that carbon-black particles of the Sharpie ink could be introduced

without any drift velocity and thus become easily trapped. Although the trapped

particles are buffeted by air at the rate of ∼1016/s, the damping time of the particles

is ∼1 µs, and as a result, the particles undergo Brownian motion on longer time scales.

The mean-squared displacement of these particles was measured using a CCD camera

operating at a rate of ∼100 frames per second (fps). The spring constant of the trap

is proportional to the laser intensity, resulting in an inverse relation between the

mean-squared displacement and the intensity. Since the experiment is carried out at

room temperature, the equipartition theorem can also be used to measure the spring

constant and its linear dependence on laser intensity. By tracking the particle on a fast
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time scale of ∼50 µs in the saline solution using a position-sensitive detector, it was

possible to construct the position auto-correlation function of the trapped particle.

The independent measurements of the spring constant and the correlation times could

be used to infer the damping rate of the Brownian motion. Over the last few years,

this experiment has been used to study a variety of particles trapped in free space on

even faster time scales using a sensitive high-speed CMOS camera that is capable of

operating at over 100,000 fps. In these experiments, we are attempting to measure

the damping rate both from the motion of the falling particle and its trajectory when

it is restored to the trap center by the laser force. The combination of the correlation

time and the spring constant also provides an independent measure of the damping

rate. We are currently studying the feasibility of rapid in situ identification of trapped

particles that may be relevant to characterizing the constituents of flue gases including

biological specimens [14].

I have also incorporated the optical tweezers experiments into PHYS 4061, which

is an upper-level laboratory course on laser spectroscopy integrated with a graduate

course [15]. The auto-locked laser systems developed as part of this thesis were also

envisioned to support a number of laser spectroscopy experiments in PHYS 4061/5061

and a follow-up semester-length course on atom trapping (PHYS 4062/5062). These

courses constitute a powerful approach for teaching experimental physics in a manner

that is both contemporary and capable of providing the background and skills relevant
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to a variety of research areas. Along with other group members, I have developed

and edited the laboratory manual for these courses and obtained representative data

for a tutorial article that discusses the motivation, course format, overview of key

experiments, pedagogical aspects and outcomes, budgetary requirements, challenges

related to long-term maintenance, and the overall impact on student training.

1.3 Atomic lifetime measurements

The final phase of my thesis involves using the aforementioned pulsed laser systems

to set up a coherent-transient experiment based on the technique of photon echoes to

measure the 52P3/2 excited-state lifetime in rubidium vapour [21]. This experiment

established the suitability of the laser systems for precision measurements in atomic

physics, apart from being well-matched with the timeline for the completion of the

thesis. The measurement explores the sensitivity of the photon echo technique for

achieving precise measurements of atomic lifetimes. Using short-pulse excitation of

atomic rubidium vapour, we report a measurement of the 52P3/2 lifetime of (26.10 ±

0.03) ns with a statistical uncertainty of 0.11% in 4 hours of data acquisition over

several weeks that agrees with the most precise measurement in this atomic system.

We show that the best statistical uncertainty achieved with the current configuration

is 0.013%, which has been exceeded by only one other lifetime measurement. The

experiment primarily relies on heterodyne detection for measuring the signal-to-noise
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ratio of the coherent release of energy along the direction of excitation. The energy

release exhibits an exponential decay as a function of pulse separation T . Further-

more, the experiment can be carried out with large repetition rates that are feasible

in a gently-heated vapour cell. We have developed an understanding of the technical

limitations responsible for lifetime measurement variations on the basis of a simple

model, which also enables us to propose a feedback scheme to limit these effects.

Studies of the fractional uncertainty of the lifetime suggest that the statistical preci-

sion of this technique can be extended from the current level of 0.3% in 66 seconds

of data acquisition for a single exponential decay to the level of 0.03% in 10 minutes

of data acquisition if the technical limitations are addressed. Under these conditions,

a rigorous investigation of systematic effects could potentially allow the echo tech-

nique to achieve the most accurate measurement of atomic lifetimes. My role in the

lifetime measurement included the deployment of laser systems, implementation of a

high-speed data acquisition system, set-up of an RF network and optical alignment

to produce short excitation pulses, as well as troubleshooting and data analysis.

We now provide an overview of experimental techniques for realizing atomic life-

time measurements. We also introduce the principles and the relative advantages of

the photon echo technique that has been developed in this work. The established

techniques for precise lifetime measurements involve frequency-domain experiments,

in which a laser is scanned across an atomic resonance to measure the transition
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linewidth, or time-domain techniques in which the decay of the excited-state popula-

tion through spontaneous emission is measured as a function of time from an atomic

sample following laser excitation, as shown in Fig. 1.2. In these experiments, the

linewidth of the absorption spectrum shown in Fig. 1.2(a) is ΓN = Γ/2π, where Γ is

the radiative rate of the excited state. The radiative lifetime shown in Fig. 1.2(b) is

given by τ1 = 1/Γ. Some prominent experiments include:

(1) A linewidth measurement using laser-cooled atoms and absorption spectroscopy

[22]. The most prominent systematic effect in absorption measurements is the laser

linewidth, making it necessary to develop lasers with ultra-narrow linewidths (on

the order of a few kilohertz). Since the laser linewidth is a Lorentzian, the mea-

sured linewidth is the sum of the natural linewidth and the laser linewidth. Other

corrections to the measured linewidth include the effect of power broadening [23].

(2) Measurements of radiative lifetime in fast atomic beams [24]. Here, a super-

sonic atomic beam is laser excited, and a histogram of atomic decay events is mapped

out as a function of time through photon counting. Alternatively, the distance over

which excited atoms fluoresce can be converted to time from the knowledge of the

speed distribution of the atomic beam. These experiments require a sizeable appa-

ratus to generate the atomic beam, as well as the development of a photon counting

apparatus and intricate imaging systems. Such photon-counting measurements have

also been carried out in laser-cooled atomic samples [25]. For these measurements,
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τ1

Figure 1.2: Principles of established techniques for linewidth and lifetime measure-

ments. (a) Absorption detection. Here, MOT refers to a magneto-optical trap. (b)

Fluorescence detection.

additional requirements include the apparatus for atom trapping, the need to state se-

lect cold atoms, and operate at low densities to avoid the systematic effect of radiation

trapping, which increases the lifetime value.

The photon echo technique which has been developed in this work constitutes a

general method for cancelling the effect of inhomogeneous (Doppler) broadening in

atomic gases. This technique was first used in nuclear magnetic resonance [29], and

its optical analog was later demonstrated in a ruby crystal [27]. We have adopted

this technique since it does not require ultra-narrow laser linewidths, and it does not

impose specialized requirements on sample preparation or signal detection. Here, a
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two-level atomic sample consisting of a ground state and an excited state is excited

by two travelling-wave pulses applied at t = 0 and t = T . The first pulse excites a

coherent superposition of ground and excited states, which is equivalent to a radiating

dipole moment in a classical picture. The radiation, known as free-induction decay

(FID), decays on a time scale τD = λ/u, where τD is the dephasing time, λ is the

wavelength of light, and u is the most probable speed of the Doppler-broadened

velocity distribution. The decay of the signal can be described as being due to a

dephasing that occurs when individual atoms travel a distance that is larger than

the wavelength of light. As long as the excited state has not decayed, the second

excitation pulse can cancel the effect of Doppler broadening and rephase the atomic

radiators on a time scale τD, so that the rephasing is complete at t = 2T . As a result,

the sample emits a coherent burst of radiation along the direction of the excitation

pulses, known as a photon echo. Our measurement technique consists of measuring

the exponential decay of the radiated energy as a function of T , since the time constant

of the decay is the radiative lifetime τ1. Fig. 1.3, adapted from references [28, 30],

provides a simple classical description of the echo technique. At t = 0, a starter fires

a gun and runners representing individual atoms start off in the same direction on a

racetrack. Doppler dephasing is represented by the distribution in the positions of the

runners who travel with different (fixed) speeds. At t = T , the starter fires the gun a

second time, causing the runners to stop and run back with the same speeds. Since
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t = 0

t = T

t = 2T

Figure 1.3: Classical analogy for the photon echo technique showing runners on a

racetrack, adapted from references [30, 28].

the slower runners are now closer to the starting point, the faster runners catch up

with them at a time t = 2T . The simultaneous arrival of the runners at the starting

point is analogous to the rephasing of the atomic sample.

A more sophisticated semi-classical description of the photon echo technique was

the so-called “billiard ball model” introduced in reference [31]. A representation of

this single-atom description is shown in Fig. 1.4. Here, at t = 0, the first excitation

pulse creates a superposition state consisting of a ground-state wavepacket shown

in red, and an excited-state wavepacket shown in blue. In this picture, the photon

momentum ~k associated with the laser pulse is entirely absorbed by the excited-

state wavepacket, which acquires a recoil velocity vrec = ~k/m, and separates from
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the ground-state wavepacket. Here, ~ = h/2π, k = 2π/λ is the wave vector, and

m is the atomic mass. The figure shows the central mass separation between the

wavepackets as a function of time. Here, the FID is associated with the overlap of the

wavepackets, and terminates when the wavepackets separate. The dispersion of the

wavepackets can also be considered, but this effect does not affect the conclusions.

When the second pulse is applied at t = T , the ground-state wavepacket absorbs

the photon momentum and becomes transformed into an excited-state wavepacket.

The excited-state wavepacket becomes transformed into a ground-state wavepacket

through the stimulated emission of a photon, thereby becoming stationary. The two

wavepackets interfere in the vicinity t = 2T , resulting in a photon echo. In this

description, the size of the wavepacket xw is the thermal de Broglie wavelength λdB,

and therefore the dephasing and rephasing times, which are given by τD = λdB/vrec,

are the same as in the classical description. This description of the echo technique

has been very influential since it can be considered as an atom interferometer. The

model finds widespread applicability since the signal from an ensemble of atoms can

be obtained by averaging over the velocity distribution.

We now review the organization of the rest of this dissertation. In Chapter 2, we

present a survey of literature that discusses the development of ECDLs, discuss limi-

tations that have been overcome by our IF design, and show the versatility resulting

from our adaptations. We also outline the concept of the Allan deviation (ADEV),
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Figure 1.4: Wavepacket description of the photon echo experiment showing the center

of mass separation between ground-state and excited-state wavepackets as a function

of time. The experimental pulse sequence is also shown.
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and discuss how it is implemented in the context of our results. The details of the

laser head and auto-lock controller are presented in Chapter 3. This is followed by

a description of the experimental set-up required to characterize the IF lasers that

rely on both iodine and Rb spectroscopy. The results of laser characterization and

applications to metrology are presented in Chapter 4. We transition to the theoret-

ical description of the photon echo technique in Chapter 5, and compare different

techniques for measuring atomic lifetimes. In Chapter 6, we discuss the experimental

details associated with the echo measurement. The results and technical limitations

of the lifetime measurement are presented in Chapter 7. We summarize the results of

this work and prospects for improvements in Chapter 8. The optical tweezers exper-

iment and my contributions to the experiments in PHYS 4061 and PHYS 4062 are

summarized in Appendix A. Appendix B lists the papers and conference abstracts

related to this dissertation.
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2 Laser characterization: background

2.1 Comparison of laser designs

In this chapter, we begin with an overview of the development of ECDLs and

outline the versatility that is achieved through our IF design. There has been wide-

spread interest in developing narrow-linewidth laser sources with excellent long-term

stability for applications in precision spectroscopy [32], atomic frequency standards

[33], atom trapping [34] and atom interferometry [35], and precision metrology re-

lated to industrial and space applications [36, 37, 38]. Typically, these laser sources

are realized by frequency stabilizing laser diodes, distributed feedback (DFB), and

distributed Bragg reflector (DBR) lasers to external cavities of varying designs such

as compact Littrow cavities [39, 32], Littman-Metcalf resonators [40, 41], Fabry-Perot

etalons [42, 43], the internal cavity of the laser diode [44], monolithic resonators [45],

and optical fibers [46]. Since the relative frequency stability of these laser systems can

surpass commonly-available radio frequency standards such as rubidium vapour cell

clocks [47], there is also considerable interest in distributing stable optical frequency
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standards across research laboratories [48].

We show that adaptations of a widely used diode-laser design can provide excellent

long-term frequency stability for applications such as gravimetry and LIDAR-based

remote sensing. In particular, we have adapted an ECDL design based on IF feed-

back, developed a digital auto-locking controller that can stabilize the laser frequency

without human intervention, and studied the improvements in stability that can be

realized by reducing current noise and by vacuum-sealing the cavity. Well known de-

signs have used gratings, etalons, and beam splitters to provide optical feedback to the

laser diode [12, 9, 10, 49, 50, 51, 52, 53]. Representative studies focused on improving

the short-term stability are described in references [51, 54, 55]. In the widely used

Littrow design, scanning the laser frequency with a piezo-mounted grating changes

the optical feedback as well as the length of the external cavity. This disadvantage

can be overcome by positioning the grating at a carefully-chosen pivot point [51],

whereas the overall stability of the Littrow cavity can be improved using a mono-

lithic design, hermetic sealing, back-filling with inert gases, and improving vibration

isolation [53]. The work in reference [51] showed the mode hop-free tuning range of a

modified Littrow design in the 780-nm band that had reduced sensitivity to acoustic

noise. The mode hop-free tuning range of these systems can be significantly extended

by synchronous scanning of the current and the grating using a feed-forward circuit.

In comparison, IF-stabilized diode lasers have the advantage that the filter used for
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wavelength selection is separate from the piezo-mounted mirror which changes the

length of the laser cavity. This design also reduces distortions of the spatial beam

profile. These two effects make it potentially easier to achieve mode hop-free tuning

over the free spectral range of the cavity.

Previous work [9, 10] showed that the IF design exhibited a narrow linewidth (tens

of kHz) and a tuning range of several nanometers achieved by changing the incidence

angle of the filter. In our work, we demonstrate the operation of IF lasers at both

633 nm and 780 nm using the same vacuum-compatible laser head design and an

auto-lock controller. The desired operating wavelength is achieved by changing the

optical elements and laser diode. In ECDL designs that have been commercialized, the

stability of the laser is achieved by temperature and current control of the laser diode,

and temperature stabilization of the enclosure containing the laser head. However,

long-term ambient temperature and pressure drifts necessitate a correction signal

with a large range, thus limiting the time over which the laser frequency can remain

actively stabilized (locked). Our design has addressed this limitation by allowing

the laser cavity to be pumped out [1, 2, 3, 4]. To bring the laser cavity back into

alignment after pump-out, we use a vacuum-compatible feed-through to realign the

angle of the IF from outside the cavity to compensate for the change in the refractive

index.

Our results indicate that the suppression of pressure-induced frequency drifts re-
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sults in a nearly ten-fold reduction of the correction signal amplitude, thereby in-

creasing the lock duration and improving long-term stability. We show that both a

reduction in the current noise and a reduction in the pressure inside the laser cavity

result in a reduced overall ADEV and an increase in the averaging time at which

the floor of the ADEV occurs, thereby indicating improved long-term stability. The

auto-locking feature facilitates locking and tuning with respect to atomic, molecular,

and solid-state references. The advantages of auto-locking coupled with the long-

term stability allow the laser system to be integrated with an industrial gravimeter

to achieve accurate measurements of gravitational acceleration at the level of a few

ppb. Furthermore, we show that the laser can be frequency stabilized with respect to

a temperature tunable transmission peak from a fiber-Bragg grating (FBG). Since a

pattern-matching algorithm can be used for auto-locking, this demonstration allows

the laser system to serve as the basis for a differential absorption (DIAL)-type LIDAR

transmitter that can be operated at both on-line and off-line lock points.

We conclude this section with a comparison of lasers that have achieved excellent

short-term stability, as shown in Table 2.1. It is notable that our home-built laser

system stands out because it has achieved good long-term stability, which is crucial

for all the applications described in this work, such as gravity measurements, diode

laser-based LIDAR transmission, and atomic lifetime measurements.
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Table 2.1: Comparison of the ADEV floor and the averaging time of ECDLs.

Group ADEV Averaging time (τ)

Kunze [54] 10−10 10 µs < τ < 20 ms

Fukuda [55] 6.2× 10−11 5 s

Turner [56] 5× 10−12 1 s

Our group [2] 2× 10−12 300 s

2.2 Discussion of the ADEV and its implementation

One of our goals is to develop reliable methods to characterize the frequency and

amplitude stability of the IF-based ECDLs. In a typical laser characterization exper-

iment, the laser frequency is sampled at a suitable rate, defined by the speed of the

data acquisition system. The inverse of the sampling rate defines the time τ between

successive data points. A universal measure of the laser frequency stability is to re-

port the standard deviation of the data points. This procedure will be particularly

successful if the laser frequency excursions are dependent only on white frequency

noise. In this case, the standard deviation of the mean will scale as τ
−1/2
m , where τm

is the measurement time. However, a variety of noise sources can couple into the

experiment. Such common noise sources include white (flicker) phase noise, which

scales as τ−1, flicker frequency noise, which scales as τ 0, and random-walk frequency
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noise, which scales as τ 1/2. Therefore, in the general case, the standard deviation

is not regarded as a good representation, since it does not converge for most noise

sources. As a result, the ADEV is widely used for laser stability analysis, and this

quantity is the square-root of the Allan variance. We note that even the ADEV does

not converge for all noise types, and thus more specialized forms of the ADEV may

need to be introduced, as discussed in references [57, 11] and references therein.

A common application for which the ADEV is used is the characterization of the

frequency stability of oscillators and clocks. Here, the Allan variance is defined as one

half of the time average of the squares of the differences between successive readings

of the frequency deviation acquired over the sampling period τ0, and it therefore

depends on the measurement time τ = nτ0, where n is the number of acquisitions. A

low Allan variance indicates that a particular clock or oscillator has a good stability.

It is typically graphed in log-log format, and fits to the linear portions of the graph

can provide insight into the various noise sources present in the system.

In a clock application, the measurement consists of a sequence of clock phases

(voltages), from which the clock frequency needs to be extracted. To further explain

this concept, we consider the measurement sequence shown in Fig. 2.1(a). In order

to quantify the phase variations x(t) (expressed as a time delay) over a chosen time

interval, τ , a frequency-departure graph can be constructed, as shown in Fig. 2.1(b),

where yi(t) represents a fractional frequency departure given by:
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Figure 2.1: (a) A sequence of clock phase measurements as a function of time. (b)

Frequency-departure graph constructed from part (a).

yi =
xi+1 − xi

τ0

. (2.1)

To determine the instability in the yi(t) values, the ADEV can be computed as:

σy(τ0) =

√√√√N−1∑
i=1

1

2(N − 1)
(yi+1 − yi)2, (2.2)

which represents a measure of the change in frequency over the sampling time τ0.

A similar treatment can be developed for describing frequency variations of a test

oscillator ν1(t) with respect to a reference oscillator with frequency ν0. Here, the yi

values, which represent fractional frequencies, are defined as

yi(τ) =
ν1(t0 + iτ0)− ν0

ν0

, (2.3)

where t0 represents the time occurrence of the first point and τ0 is the sampling

time. Typical comparison protocols require the reference oscillator to be about 104
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Figure 2.2: A sequence of successive measurements separated by time τ0.

times more stable than the test oscillator. The ADEV can once again be defined as in

Eq. (2.2). In this thesis, all ADEV measurements involving beat note analyses involve

computations of the ADEV from a list of measured frequencies. Calculations of the

ADEV have also been used in other sections of the thesis. Examples include lock

stability analysis (where the data set consists of a sequence of voltages that repre-

sent laser frequency excursions from the lock point), laser and RF intensity stability

analysis (where the measurements are again a sequence of voltages representing RF

power), and lifetime stability analysis (where the data set is a sequence of successive

lifetime measurements). In all these cases, we compute the overlapping ADEV, as

described by the following protocol.

To illustrate how the implementation works, we consider a set of data points zi

spaced by τ0, as shown in Fig 2.2. The program computes the ADEV as a function

of the measurement time τ . As an example, for τ = 2τ0, we define a new list of non-

overlapping averages, consisting of pairs of sequential points of the form z′(2τ0) =

z1+z2
2

, z3+z4
2

, etc. For τ = 3τ0, such a list would consist of averages of three sequential

points. Assume that this list is specified as z(2τ0) = z′1, z
′
2, etc. From the new list of

non-overlapping averages, the ADEV, σz′(2), is determined as:

25



σz′(2τ0) =

√
1

2(4)

[
(z′2 − z′1)2 + (z′3 − z′2)2 + (z′4 − z′3)2 + (z′5 − z′4)2]. (2.4)

The above expression takes the squares of differences between successive sets of

points in the z′ list. In contrast, the so-called overlapping ADEV σOz′(2) is also

calculated based on Eq. (2.3) using a list of overlapping averages of the form z′′(2τ0)

= z′′1 , z
′′
2 , . . . = z2+z3

2
, z4+z5

2
, . . . . The overlapping ADEV improves the statistical

uncertainty, since it makes better use of the data to obtain a greater point density,

and it is given by the following formula:

σOz′(2) =

√
1

2(8)

[
(z′2 − z′1)2 + (z′3 − z′2)2 + · · ·+ (z′′2 − z′′1 )2 + (z′′3 − z′′2 )2 + . . .

]
. (2.5)

Finally, the computed ADEVs are then expressed as fractional quantities, depend-

ing on scale factors and calibrations. This protocol has been applied in all the ADEV

calculations presented in this thesis.
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3 Laser characterization: experimental details

3.1 Description of laser cavity

In this chapter, we first discuss the operational principles of the laser head and

details of the auto-lock controller. This is followed by a description of the experimental

set-up required to characterize the lasers. Fig. 3.1(a) shows a schematic of the laser

head. The collimated output of the laser diode passes through a variable beam

splitter, which transmits a small fraction of the laser power through the IF with

a 0.3-nm FWHM passband. The frequency band selected by the IF is optically fed

back into the diode by a ‘cat’s eye’ retroreflector consisting of a piezo-mounted mirror

placed at the focal length of a lens [9, 10]. The external cavity length, measured from

the laser diode to the retro-reflecting mirror, is 10 cm. The output of the laser cavity

(50-100 mW) is the vertically-polarized reflection from the variable beam splitter.

All the optical elements of the laser cavity are mounted on a compact, temperature-

stabilized aluminum base-plate (controlled to ±1 mK). The base-plate and the diode

can be easily interchanged to allow the laser to operate within a selected wavelength
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range. A variable aperture mounted near the laser diode is used to reject unwanted

spatial modes and filter the feedback light [2, 3, 4]. The angle of the IF can be adjusted

from outside the laser cavity using a vacuum feed-through connected to an assembly

with a gear ratio of either 18:1 (cavity type A) or 100:1 (cavity type B). Unlike cavity

type A, cavity type B is also designed with screw holes that have escape channels for

trapped gases. An electrical vacuum feed-through also enables the laser set-points

(current, temperature, piezo voltage) to be controlled from outside the laser cavity,

and a built-in pressure sensor allows the pressure inside the cavity to be monitored.

The base-plate is covered with a stainless-steel or aluminum enclosure with an O-ring

for vacuum sealing. The enclosure also has a welded pump-out port for evacuating the

cavity and an O-ring-sealed view-port for the laser output, as shown in Fig. 3.1(b).

3.2 Description of the auto-lock controller

The auto-lock controller consists of a low-cost, single-board computer (SBC) with

analog-to-digital (A/D) and digital-to-analog (D/A) capability that acts as a spe-

cialized lock-in amplifier. It is also responsible for unattended start-up of the laser

and laser mode monitoring functions. In order to tune the laser to the desired spec-

tral location (frequency) from a cold start condition, the controller performs pattern

matching between Doppler-free peaks obtained by scanning the laser frequency and

reference peaks stored in the processor’s memory. The incoming spectral signals are
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Figure 3.1: (a) Schematic of IF laser design. The optical elements are: LD - laser

diode, CL - collimating lens, VA - variable aperture, λ/2 - half wave-plate, PBS -

polarizing beam splitter, IF - interference filter, FL - focusing lens, M - mirror. (b)

Photograph showing pump-out port, O-ring seals of window and enclosure, and electri-

cal feed-throughs in the base.

compared with the reference waveforms using a sliding correlation algorithm, which

determines the control voltages required for adjusting the laser frequency to the de-

sired lock point. The system has a scan amplitude of less than 1 MHz when locked

and it can re-lock for frequency drifts up to 10 GHz without human intervention. The

controller is also equipped with an auto-calibration module, which allows a variety of

laser operating parameter combinations to be systematically explored in order to de-

termine optimal settings required to avoid operating the laser diode in a multi-mode

condition or near a mode hop. The controller builds and stores a library of settings

for a particular laser diode and periodically recalibrates the determined parameters
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to adjust for ageing of the laser diode to ensure stable operation.

The SBC is equipped with two analog-to-digital conversion (ADC) input pipelines,

a high-speed input stage, and a background-monitoring stage. The high-speed input

stage samples one photodiode signal and a copy of the piezo signal (for definitive

referencing and synchronization) simultaneously at a 100-kHz sampling rate with 16-

bit resolution. The background monitoring stage operates at 120 Hz sampling rate and

is used for recording operating conditions of the laser such as current, temperature,

and pressure. The SBC is also equipped with two digital-to-analog converter (DAC)

output stages. The first stage operates at 48 kHz and 16-bit resolution and is used to

synthesize triangular and sinusoidal waveforms for lookup scans and lock-in operation.

The second DAC stage is used to generate slow-varying control signals and set-points

for the laser controller. The output for the piezo is fed into a high-voltage amplifier

to enable a large (∼10 GHz) scan range.

An analog preamplifier brings the input analog signals within the analog input

range of the ADC. After the signals are preamplified and digitized, the on-board

software performs the appropriate processing functions (laser start-up, linear scan,

or continuous lock-in operation). The output parameters are fed out to the DACs

and the corrections are immediately applied to the laser current and piezo. The

SBC is equipped with 128 MB of RAM and runs at a 500-MHz clock rate. These

parameters allow for complex digital signal processing operations to be performed
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quickly, such as sliding correlation on large (N = 1024) samples and long-term finite

impulse response filtering. The SBC is also equipped with on-board non-volatile

(Flash) storage that is used to log operating data for subsequent review. The SBC

controller can be operated locally, via a 4.3′′ touch screen mounted on the case or

remotely via a TCP/IP connection using Ethernet through a LabVIEW interface.

3.3 Set-up for laser characterization

To study atomic and molecular spectra, the laser systems were also integrated

with a compact set-up for saturated absorption spectroscopy [58]. Our laser charac-

terization set-up shown in Fig. 3.2 also involves a vibration isolation platform with

a resonant frequency of ∼1 Hz. Two identical diode-laser systems are mounted on

this platform and locked to neighbouring resonances in iodine or rubidium vapour to

produce beat notes ranging from 10 to 90 MHz. The short-term laser linewidth is

inferred from a Fourier transform of the beat note acquired in 50 ms using a spec-

trum analyser with a resolution of 1 Hz and scan range of 9 kHz – 26.5 GHz. The

long-term frequency stability is inferred from the ADEV of both the beat note and

the lock signal.

The lock signal data is obtained by stabilizing the laser frequency with respect

to a single hyperfine resonance in a compact saturated absorption spectroscopy set-

up in which the pump beam is retro-reflected through the vapour cell to generate a
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bandpass filter

Figure 3.2: Set-up for laser diagnostics, which was mounted on a vibration isola-

tion platform. The saturation absorption spectrometer involves a compact dual-pass

configuration.

weaker counter-propagating probe beam [58]. The beat note is recorded on a Si-PIN

photodiode with a rise time of 1 ns, whereas the lock signal data is recorded with

a 10-ns rise time photodiode. A wavemeter with a resolution of 50 MHz is used to

coarse tune the laser frequency. The calibration of the frequency offsets and drifts

is obtained from measured hyperfine splittings such as those in reference [59] and

from wavemeter readings. For lock signal analysis, a data card with a sampling rate

of 48,000 samples/s is used, whereas for the beat note analysis we use a data card

with a sampling rate of 1 GS/s. A separate C++ program is used to determine the

frequency of the beat note based on counting the zero crossings.

For the iodine data, the frequency stabilization is accomplished using the third
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derivative of the saturated absorption signal since the resonance widths are relatively

narrow (∼1 MHz) and superposed on a large Doppler background. In rubidium, sta-

bilizing the laser frequency using pattern matching was successful since the shapes of

the resonances are reliably known without repeating molecular series. Alternatively,

the laser frequency can be stabilized using first derivative feedback. The aforemen-

tioned technique is also used to lock the laser frequency to a FBG transmission peak.

The time constant of the feedback loop is ∼1 second for the iodine-stabilized laser

systems and ∼50 ms for the rubidium and FBG systems. Both the error signal that

is fed back to the laser cavity and the correction signal that represents the drift of

the accumulated error signal over the lock duration are monitored by the controller.

For the data associated with the vacuum-sealed lasers, the laser cavity is evacuated

using a roughing pump and a 2-m long bellows hose. Prior to recording lock data, the

vacuum enclosure of the laser is valved off and the bellows disconnected. The pressure

of the sealed laser cavity is monitored using a Pirani gauge. At each pressure setting,

the optical feedback is adjusted from outside the cavity by tuning the IF angle.
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4 Laser characterization: results and discussion

In this chapter, we discuss the results of IF laser characterization involving iodine

and Rb spectroscopy that include the improved range of the auto-lock controller, the

effect of current noise, the improvements due to vacuum sealing, and the effects of

these parameters on the laser linewidth. We then present results relevant to preci-

sion metrology that include accurate measurements of gravitational acceleration and

applications for LIDAR transmission. These results are also presented in reference

[2].

4.1 IF laser characterization

Fig. 4.1(a) shows the Doppler-broadened resonance in a 10-cm long iodine vapour

cell. The observed hyperfine resonances can be clearly discriminated using a first

derivative error signal, as shown in Fig. 4.1(b). Since the resonances are relatively

narrow, the tightest locks were achieved using third derivative spectroscopy, as shown

in Fig. 4.1(c). Another advantage of this method is that it removes the Doppler
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background. Fig. 4.1(d) shows representative hyperfine spectra in 85Rb which are

relatively broad (∼10 MHz) due to power broadening.

Fig. 4.2(a) shows the lock signal and correction signal for a 780-nm laser system

(design type A) that is frequency stabilized at atmospheric pressure using first deriva-

tive spectroscopy and a current controller with a characteristic power spectral density

of 200 nA/
√
Hz (manufacturer specifications). The figure shows that the lock signal

is centered about the lock point with excursions of ∼1 MHz. In contrast, the correc-

tion signal shows a drift of several tens of megahertz. Fig. 4.2(b) shows the same data

with the laser cavity evacuated to a pressure of 1.6 Torr. We note that the lock signal

excursions increase by a factor of ∼2. This effect was attributed to the slow escape

of trapped gases inside the laser cavity, and was reduced in the design of laser cavity

type B. Most importantly, the overall range of the correction signal has been reduced

by nearly a factor of 7. Similar reduced ranges for the correction signal were ob-

served using third derivative spectroscopy in iodine and pattern matching algorithms

in Rb [3]. Additionally, the correction signals at atmospheric pressure are strongly

correlated with pressure variations, whereas the corresponding correction signals at

1.6 Torr are uncorrelated. The features of the correction signals for the pressure-

sealed lasers indicate an obvious advantage, namely an extended lock duration and

long-term stability. This aspect is unambiguously shown in studies of the ADEV that

follow. However, since the ADEV is significantly affected by both laser current noise
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Figure 4.1: Representative saturated absorption spectra showing typical lock points

highlighted in red. (a) P(33)6-3 Doppler-broadened resonance in iodine vapour. (b)

First derivative of the P(33)6-3 Doppler-broadened resonance. The FWHM inferred

from the fit is (5.1 ± 0.1) MHz. (c) Third derivative of the P(33)6-3 spectrum. The

FWHM inferred from the fit is (2.9 ± 0.1) MHz. (d) Hyperfine spectrum of the F =

3 → F ′ = 2, 3, 4 transition in 85Rb vapour. The FWHM inferred from the fit to the

F = 3→ F ′ = 3, 4 cross-over peak is (12.9± 0.2) MHz.
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(d)(a) (b)

Figure 4.2: (a) Lock signal (blue) and correction (red) signal recorded with the laser

cavity at atmospheric pressure. (b) Lock signal (blue) and correction (red) signal

recorded with the laser cavity evacuated to 1.6 Torr.

and cavity pressure, we first present studies of the effects of current noise.

Fig. 4.3(a) shows the ADEV of the beat note at atmospheric pressure for a 780-nm

cavity of design type A. A fit to the curve suggests that the data is dominated by

white frequency noise at short times, and the floor reaches a value of 2.5 × 10−11

at τ = 40 s. Fig. 4.3(b) shows the corresponding ADEV curve for the lock signal.

Here, the floor reaches a value of 2 × 10−11 at τ = 80 s. Figs. 4.3(c) and (d) show

the ADEVs of the beat note and lock signal for a cavity of design type A using a

current controller with a much smaller power spectral density (<100 pA/
√
Hz from

the manufacturer specifications), which is based on the design in reference [60]. For

both pairs of Figs. 4.3(a), (b) and (c), (d), the time constant of the feedback loop was

50 ms. The same feed-forward circuit was used to provide low-frequency corrections

to the piezo and high-frequency corrections to the current. The relative amplitudes of

37



these corrections was adjusted to optimize the quality of the lock. Fig. 4.3(c) shows

that the ADEV of the beat note is reduced by nearly an order of magnitude, and that

the floor value is 2 × 10−12 at an extended averaging time of τ = 300 s. Similarly,

in Fig. 4.3(d), the ADEV of the lock signal has a floor of 1.5 × 10−12 for τ = 300 s.

Based on these data sets, it is evident that the reduction in current noise strongly

impacts the ADEV and improves the long-term stability, thereby extending the lock

duration. Under these conditions, the floor of the ADEV of the laser intensity, which

is also influenced by current noise, is 5× 10−6 at τ = 10 s, as shown later in greater

detail in Chapter 7. We have also displayed polynomial fits to the data in Figs. 4.3(a)

and (c).

Current noise also influences the laser linewidth, as shown by the data in Figs.

4.4(a) and (b). In Fig. 4.4(a), the Fourier transform of the beat note of two similar 780-

nm lasers gives an individual laser linewidth of ∼1 MHz. The linewidth is reduced

to ∼200 kHz with the lower noise current controller, as shown in Fig. 4.4(b). The

laser linewidth is best modelled by a Voigt profile [44] with a Gaussian component

representing the effect of current noise and a Lorentzian component representing

the cavity linewidth. In reference [9] the record length of the spectrum analyser

within the scan range permits these components to be resolved. Since our record

length does not have sufficient point density, we perform fits to both Gaussian and

Lorentzian functions. In both data sets, we find that the laser linewidth data is better
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Figure 4.3: (a) ADEV of beat note obtained with two 780-nm lasers of design type A

recorded using a current controller with a power spectral density of 200 nA/
√
Hz. The

fit function, based on the Allan variance, is (2.1× 10−10τ−1)2 + (8.2× 10−11τ−1/2)2 +

(1.6 × 10−11τ0)2 + (1.5 × 10−12τ1/2)2 + (1.4 × 10−13τ)2. (b) ADEV of lock signal of

a single laser recorded with a current controller with a power spectral density of 200

nA/
√
Hz. The ripples in the ADEV curve are attributed to the resonant frequency of

the vibration isolation platform. (c) ADEV of the beat note obtained with two 780-nm

lasers of design type A recorded using a current controller with a power spectral density

of 100 pA/
√
Hz. The fit function, based on the Allan variance is (5.8× 10−13τ−1)2 +

(1.3×10−11τ−1/2)2 +(1.1×10−12τ0)2 +(1.6×10−15τ1/2)2 +(1.2×10−14τ)2. (d) ADEV

of lock signal of a single laser recorded with a current controller with a power spectral

density of 100 pA/
√
Hz. For plots (a) and (c), the fit functions are computed based

on the Allan variances rather than the ADEVs, since the resulting coefficients of the

deviation add in quadrature.
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Figure 4.4: (a) Short-term beat note of two type-A 780-nm laser cavities recorded

with a spectrum analyzer and a current controller with a power spectral density of 200

nA/
√
Hz. The Fourier transform of the beat note is displayed on a linear scale by

taking the inverse logarithm. A Gaussian fit gives a FWHM of (1.136 ± 0.005) MHz.

(b) A similar linewidth measurement as in part (a), obtained using a current controller

with a power spectral density of 100 pA/
√
Hz. Here, a Gaussian fit gives a FWHM of

(221 ± 1) kHz.

represented by a Gaussian fit than a Lorentzian function, suggesting that current

noise dominates the effect of the intrinsic cavity linewidth. Although both lineshape

functions model the central portion of the curve, the Lorentzian fit misses points in

the wings. Accordingly, we find that the fit error for the Gaussian is consistently

better than that of the Lorentzian.

In general, the beat note ADEV is considered to be a more representative mea-

sure of laser performance. In comparison, the lock signal ADEV can potentially be

influenced by drifts in the lock point due to other external factors such as magnetic
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Figure 4.5: (a) Floor of ADEV curves of lock signal as a function of cavity pressure

recorded with a 780-nm laser cavity of design type B. The typical scatter in the ADEV

is ±10%. (b) Averaging time τ corresponding to the floor of the ADEV curves in part

(a) as a function of the pressure inside the laser cavity. The typical scatter in the

averaging time is ±10%.

fields and feedback loop parameters. However, based on the data in Fig. 4.3, it is

evident that both measures are qualitatively similar. Since our lock studies extend

to only about one hour – in which perturbations of the lock point are insignificant –

we present only ADEVs of the lock signal to show the effects of pressure variations.

Relying on the ADEV of the lock signal rather than the ADEV of the beat note also

avoids the need to maintain two cavities at identical pressures.

We now examine the effect of pressure variations on the ADEV curves carried out

with a 780-nm laser cavity of design type B using a current controller with a power

spectral density of 200 nA/
√
Hz. For this study, we acquire ADEV curves over a

single 12-hour run to best track relative changes. Based on Fig. 4.5(a), it is evident
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that the floor of the ADEV values of the lock signal is reduced by about a factor of

2 at a pressure of 20 Torr compared to its atmospheric value. However, the ADEV

increases slightly from 20 Torr to 1 Torr. Although cavity type B had pressure-release

holes, both cavity types A and B can be affected by the slow escape of trapped gasses.

We therefore attribute the increase below 20 Torr to outgassing of various sealants,

epoxies, and residual gasses inside the laser cavity. The data in Fig. 4.5(b) shows

that pressure reduction extends the value of the averaging time of the ADEV curve

by approximately a factor of 3. It is therefore evident that both cavity pressure and

current noise can have significant effects on the long-term stability. We find that the

averaging time reduces when the pressure is decreased from 20 Torr to 1 Torr, which

is consistent with the trends observed in part (a). Although pressure variations have

a lesser impact on the floor of the ADEV curves than current noise, the extension of

the averaging time at reduced pressures is just as pronounced as the effect of reducing

the current noise. Therefore this data illustrates the benefit of using vacuum-sealed

cavities for diode-laser systems.

4.2 Applications to metrology

In this section, we show that the long-term stability and auto-locking features of

the laser system can be used for precise measurements of gravitational acceleration by

integrating the laser system with an industrial gravimeter. Gravimeters are sensitive
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to variations in the value of the acceleration due to gravity g on the Earth’s surface.

They can be designed to measure the absolute value of g or relative changes due to

temporal effects such as tides and positional variations due to changes in density.

Therefore, gravimeters play a ubiquitous role in the exploration of natural resources

by detecting characteristic density profiles associated with minerals, petroleum, and

natural gas. In particular, these devices provide a non-invasive technique for explo-

ration in wide-area (air, sea, or submersible) mineral assays and borehole mapping

for verifying properties of rocks, determination of bulk density detection of cavities,

and tidal forecasts. They are also used for seismic monitoring of environmentally

sensitive areas that are designated for resource extraction.

The most accurate portable absolute gravimeter is based on a falling corner cube

Mach-Zehnder optical interferometer (Scintrex FG5X) [36], in which one arm con-

taining a retro-reflecting corner cube falls in gravity inside a vacuum chamber. Mea-

surements of g accurate to ∼2 ppb have been realized by recording the chirped ac-

cumulation of fringes over a drop height of ∼0.3 m. The accuracy depends on the

frequency stability of an iodine-stabilized 633-nm He-Ne laser used for interferometry.

This laser has a power output of ∼100 µW, a linewidth of ∼10 kHz, and an ADEV

of ∼ 10−11 that is traceable to the performance specifications of primary frequency

standards. In this section, we compare measurements of g under laboratory condi-

tions using an auto-locked 633-nm diode-laser system and an iodine-stabilized He-Ne
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laser.

For the gravimetric measurement, light from the laser source is split into two

paths – a reference beam along the horizontal, and a measurement beam along the

vertical, which is incident on the corner cube retro-reflector. After the corner cube

falls in gravity, it is gently brought to rest and reset. The change in path difference

between the two arms of the interferometer produces a chirped heterodyne beat note

resulting in a signal with zero-crossings which are timed and counted. The value of

g is determined from a fit to the resulting displacement-time graph. The precision

depends on the drop height, and scales as the square of the drop time. The fit includes

corrections for systematic effects such as the Earth’s gravitational gradient and laser

modulation frequency. Models for tidal variations are also used to correct temporal

changes in g so that a baseline of gravity values obtained over a few hours can be

used to compare the two laser systems. In this work, the value of g was obtained by

performing 100 drops of the corner cube over a period of 5 minutes, and repeating

this sequence every half an hour for several hours.

Fig. 4.6 shows measurements of g using the auto-locked diode-laser system stabi-

lized with respect to the P(33)6-3 branch in iodine vapour at 633 nm using a current

controller with a power spectral density of 200 nA/
√
Hz. Each individual point

represents an average of 100 drops of the corner cube, as defined by the Scintrex

measurement protocol. The zero baseline represents the values established by the
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Figure 4.6: Measurements of g obtained with an auto-locked diode laser at 633 nm

integrated with the Scintrex FG5X gravimeter. Each point represents an average of

100 drops of the corner-cube reflector. This sequence was repeated at intervals of 30

minutes for a time period of 3 hours. The zero represents the baseline established by

an iodine-stabilized He-Ne laser.

iodine-stabilized He-Ne laser. The typical standard deviation for a single set of 100

measurements is 18 ppb which corresponds to 18 µGal (where 1 Gal = 1 cm/s2)

and the root-mean-square value of the fit residuals of the displacement-time graphs

is 3 nm. The overall uncertainty for the entire data set (statistical uncertainty of 3

µGal and a systematic uncertainty of 11 µGal) shows that the two lasers produce

measurements in agreement with each other. The signal-to-noise ratio was limited

by the input optical power of the detector, which was optimized for the 100-µW out-

put of the He-Ne laser. As a result, we can expect further improvements since the

auto-locked diode-laser system is capable of power outputs of ∼100 mW.

We now describe an application of the laser system relevant to LIDAR trans-
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mitters. LIDAR sources are widely used for atmospheric pollution monitoring and

there has been considerable interest in developing diode laser-based LIDAR sources

[61, 62]. The ability of LIDAR to detect water vapour has also enabled these systems

to be adapted for planetary exploration such as the investigation of the hydrological

cycle on Mars as part of the NASA Phoenix mission [63]. The auto-locking feature

of the diode lasers described in this work coupled with a pattern-matching algorithm

allows the laser frequency to be locked to a spectral line and to be tuned with a pro-

grammable offset with respect to the peak. In this section, we utilize these features

to demonstrate a key step toward the realization of a differential absorption LIDAR

(DIAL) transmitter. The standard measurement technique for DIAL-type LIDAR

[64, 65, 62] involves the absorption and scattering of pulsed laser light propagating

through the atmosphere. Light is emitted into the atmosphere, and the light that

is scattered back is detected and recorded as a function of propagation time. The

density of a desired aerosol can be determined by comparing the intensity of laser

backscatter to a reference signal at an off-line wavelength that is not absorbed. A

pulsed laser system that can operate at both wavelengths can be realized by integrat-

ing the auto-locked diode laser with a semiconductor tapered amplifier waveguide [5]

for power amplification and an acousto-optic switch to realize a pulsing module with

repetition rates of up to 1 MHz [66]. Unlike traditional DIAL-type LIDAR transmit-

ters that rely on a pulsed YAG or diode laser and a separate laser-based measurement
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of the off-line signal, we anticipate using a single auto-locked master oscillator that

can be locked and tuned to multiple frequencies with respect to atomic or molecular

spectral lines as well as their corresponding off-line points. Here, we show that a

solid-state temperature-tunable spectral marker (transmission spectrum of FBG) can

be calibrated against known hyperfine splittings of atomic lines so that the frequency

of a LIDAR transmitter can potentially be extended to a region in which convenient

frequency markers are unavailable.

Fig. 4.7(a) shows the transmission peak from an FBG in the 780-nm band, which

has a FWHM of 70 MHz. The portion of the fiber containing the FBG (∼1 cm

in length) was encased in a thermally-conductive paste and temperature tuned and

stabilized with a Peltier cooler so that the transmission peak could be calibrated

against rubidium hyperfine lines. Fig. 4.7(b) shows the tunability of the FBG peak

as a function of temperature. This data was recorded with a Ti:Sapphire laser since

it had a larger mode hop-free scan range than the ECDL. The slope of (-2.90 ±

0.13) GHz/degree and the range of the temperature controller imply that the lock

point can be tuned over a frequency range of approximately 300 GHz. In this set-up,

the resolution of the temperature tuning of the FBG peak allows the lock point to

be changed in steps of 3 MHz, which is significantly smaller than the typical pulse

bandwidth of a LIDAR transmitter (10 MHz). Fig. 4.7(c) shows the ADEV of the

laser frequency locked to the FBG transmission peak. The floor value of the ADEV
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Figure 4.7: (a) Calibration of the FBG peak using rubidium resonances. The highest

peak in the blue curve, which represents the FBG transmission spectrum was used for

calibration. The secondary peak is related to strain and polarization-dependent effects.

The red curve represents a saturated absorption spectrum in 87Rb. The FWHM of the

FBG transmission peak was inferred to be (70 ± 1) MHz. (b) Tunability of the FBG

transmission peak as a function of temperature performed using a Ti:Sapphire laser.

(c) ADEV of lock signal recorded with a 780-nm diode laser cavity of type A that was

frequency stabilized to the FBG peak.
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(4×10−9) corresponds to a frequency excursion of 1.4 MHz in 350 s. Since the LIDAR

can be operated at repetition rates of 1 MHz, it implies that the frequency drifts can

remain small compared to the pulse bandwidth until approximately a billion pulses

are applied, which constitutes a comfortable measurement window. The ADEV is

significantly worse than the data obtained with the lasers locked to atomic resonances

(Fig. 4.3) since the frequency stability of the FBG system is limited by the resolution of

the temperature controller. As a consequence, further improvements can be expected

with a higher-resolution controller. We note that we have relied on the ADEV of

the lock signal in Fig. 4.7(c) rather than the ADEV of the beat note to infer system

performance. This procedure seems to be justified, since the ADEV of the lock

stability and of the beat note showed similar trends in Fig. 4.3. Nevertheless, the 1/τ

dependence of the data from 0.3 s to 50 s – which is not expected for a frequency-

locked oscillator – could suggest that additional beat note measurements would be

required to conclusively establish the observed trends.

While we do not describe the design of the LIDAR receiver and its integration

with the transmitter, it is possible that the versatility of this design will allow the

nature of the excitation pulses to be tailored to the distribution of trace gases and

pollutants that can be detected. For example, it is possible to envision a heterodyne

detection system in which a cw local oscillator derived from the master laser can be

used to generate a beat note from the back-scattered signals. Since the repetition

49



rate is easily controlled, it should be possible to operate at a low repetition rate and

detect the zones from which the return signals arise. The repetition rate can then be

adjusted to increase the signal-to-noise ratio. It is also possible to chirp successive

pulses and alter the frequency at which the return signals are detected. Further,

the pulses can also be generated in bursts with an adjustable duty factor. All these

features, combined with the ability to generate on-line and off-line lock points in a

spectral range where wavelength references are not readily available suggest that this

system could have significant advantages.
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5 Photon echo: theory

We begin this chapter with a comparison of atomic lifetime measurements, and

discuss the principles and advantages of the photon echo technique. This is followed

by an overview of the optical Bloch vector model, which allows the time-dependent

polarization and electric field to be calculated.

5.1 Overview of lifetime measurements

Atomic lifetime measurements are used to confirm theoretical predictions for

atomic level structure such as dipole matrix elements, polarizabilities, and binding

energies. In recent years, increases in computational power have allowed accurate,

relativistic, many-body perturbation-theory calculations of not only lower levels of

hydrogen-like atoms, but also properties of upper levels of heavier atoms. The calcu-

lations are widely used for interpretation of spectroscopic signatures in a variety of

applications, ranging from astrophysics to industry in the area of photonics and laser

spectroscopy [67, 68]. The best lifetime measurement to date (based on photoassoci-
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ation) has achieved a statistical uncertainty of 0.007% and a systematic uncertainty

of 0.03% [69], whereas the characteristic accuracy of other commonly-used techniques

[22, 24, 25, 70] and theoretical calculations [67, 68] is at the level of 0.2%. These

experiments involve measurements of the natural linewidth (on the order of a few

megahertz in alkali atoms) using absorption spectroscopy [22] or studies of radiative

lifetime in samples such as laser-cooled atoms [25, 22] and atomic beams [24]. The

most prominent systematic effect in absorption measurements is the laser linewidth,

making it necessary to develop lasers with kilohertz linewidths [22]. For measure-

ments of radiative lifetimes, it is necessary to operate at low densities to avoid the

effects of radiation trapping, thereby making it essential to develop photon-counting

techniques that can result in longer data acquisition times [24, 25, 70]. Both types of

measurements have additional complexities associated with sample preparation such

as state-selection of atoms, non-magnetic set-ups for atom trapping, and highly colli-

mated atomic beams that need to be spatially imaged so that the distance over which

excited atoms fluoresce can be converted to time from the knowledge of the speed dis-

tribution [24]. Other motivations for accurate lifetime measurements [71, 72] and their

comparison with theory [73, 74] are related to tests of the standard model involving

parity nonconservation. Table 5.1 shows a comparison of leading atomic lifetime mea-

surements. Such comparisons can be further validated by performing measurements

using experimental techniques with different systematic effects [75, 76, 77, 78].
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Table 5.1: Comparison of lifetime measurements achieved by leading techniques. The

last two entries represent the most accurate theoretical calculations.

Reference Technique
Rb lifetime

measurements
Accuracy

[22]
Linewidth of

laser-cooled atoms (Na)
N/A 0.25%

[24]
Supersonic atomic

beams (Li, Na, K, Rb)

52P1/2: 27.70(4) ns

52P3/2: 26.24(4) ns
0.14%–0.25%

[25]
Photon counting in

atom trap (Fr and Rb)

52P1/2: 27.64(4) ns

52P3/2: 26.20(9) ns
0.15%–0.37%

[72]
Photon counting in

atomic beam (Cs)
N/A 0.2%–0.3%

[69]
Cold atom

photoassociation (Li)
N/A 0.03%

[70]
Photoassociation

spectroscopy in 87Rb

52P1/2: 27.75(8) ns

52P3/2: 26.25(8) ns
0.3%

[67]
Relativistic perturbation

theory in Rb

52P1/2: 26.82 ns

52P3/2: 26.44 ns
N/A

[68]
Relativistic perturbation

theory in 87Rb

52P1/2: 27.41 ns

52P3/2: 26.02 ns
N/A
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Another well-established technique that has been extensively exploited to measure

relaxation effects in solids [79, 80, 81], collisional relaxation in gases [82, 83], and

molecular lifetimes [84] is based on optical photon echoes [27, 28, 83]. A photon

echo experiment can eliminate many of the aforementioned specialized requirements

for atomic lifetime measurements. Such an experiment requires the excitation of a

two-level atomic system by two travelling-wave pulses that are temporally separated

by t = T . The first pulse prepares a coherent superposition of ground and excited

states, which produces coherent radiation along the direction of the excitation pulse.

In a classical description, the radiation terminates due to Doppler de-phasing when

the individual atoms of a dilute gas travel a distance larger than the wavelength of

light. The duration of this transient signal, known as FID, is on the order of λ/u = 1

ns in a room-temperature gas of Rb atoms, where u is the most probable speed and

λ is the wavelength of light. However, if the excited state has not decayed, a second

excitation pulse can rephase the superposition state at a time t = 2T , resulting in a

burst of radiation known as a photon echo [29]. The radiation associated with the

FID and the photon echo is analogous to coherent emission from a phased array of

dipole oscillators. The main limitation on the time scale of the experiment is the

radiative lifetime of the excited state. Therefore, the exponential decay of the echo

intensity (energy radiated by the system) as a function of T can be used to infer the

radiative lifetime τ1, as illustrated in Fig. 5.1.
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Figure 5.1: Top figure shows an idealized representation of two square π/2 and π

excitation pulses with their centers separated by T . The bottom figure shows the FID

due to each pulse and an echo signal at t = 2T . The second pulse can be applied even

a long time after the FID to rephase the atoms in the excited state, as long as this

state has not decayed. The exponential decay time constant τ1 of the echo intensity is

measured as a function of T .
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A striking aspect of the photon echo technique is that the coherent emission is

directional, with a signal strength that can be many orders of magnitude larger than

the signals used in lifetime measurements that rely on monitoring isotropic sponta-

neous emission. Other advantages are that it does not impose stringent requirements

on the laser linewidth. Since the time scale of the measurement is less than 500 ns,

it is sufficient to ensure that the excitation pulses are phase coherent over this time

period. Consequently, the experiment can be carried out with megahertz-linewidth

lasers in contrast to kilohertz-linewidth lasers used in other work [22]. A narrow laser

linewidth becomes unnecessary because the pulse bandwidth – which is significantly

larger than the laser linewidth – determines the fraction of excited atoms under the

Doppler profile. Although typical laser phase noise can be expected to average out,

and therefore only weakly impact the decay time of the echo intensity, it is still nec-

essary to quantify this effect. Most significantly, like other vapour-cell experiments

[85], it has the potential for realizing data acquisition with a large repetition rate.

Furthermore, the experiment is not sensitive to radiation trapping. This is because

the sample density, which can affect the propagation of the echo pulse [28, 86], does

not impact the total energy as a function of T that is used in the lifetime measure-

ment. Moreover, the sensitivity relies on the ability to measure the energy radiated

as a function of precisely-incremented delay times T , and not on details such as the

onset times of the excitation pulses or the time occurrence of the echo signal. Despite
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these advantages, this technique appears to have been largely overlooked for precision

measurements of atomic lifetimes [28, 87].

The first measurement of the 52P3/2 excited state lifetime (∼26 ns) in Rb vapour

using the photon echo technique reported a “double-blind” lifetime value with an

accuracy of 1% using 20-ns excitation pulses [87]. This preliminary measurement

involved recording 300 points on the exponential decay, with each point being av-

eraged 128 times at a repetition rate of 20 Hz, resulting in a measurement time of

one hour. The characteristic precision of a single data set was ∼10%, and in the

absence of systematic effects, 72 hours of data acquisition was required to produce

the 1% accuracy. The agreement of this result with the best measurements in Rb

[25, 24, 70] served as an impetus for this work. Here, we explore the sensitivity of

the echo technique and its potential for realizing the most accurate measurement of

any atomic lifetime. We use 12-ns excitation pulses to reduce the effects of sponta-

neous emission during excitation, and a data acquisition system that can operate the

experiment at a repetition rate of up to 1 MHz to measure the 52P3/2 excited-state

lifetime in 85Rb. We report a transit time-corrected lifetime value of (26.10 ± 0.03)

ns based on 4 hours of data acquisition over several weeks, which agrees at the level

of 1σ with the best measurement in Rb [25], as indicated in Table 5.1, but it disagrees

with the values reported in references [24, 70]. The statistical precision of 0.11% is

based on an ADEV analysis of the data. We find that this measurement is dominated
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by noise sources that occur on time scales longer than 50 ms. These noise sources

produce variations in the lifetime values that limit a conclusive study of systematic ef-

fects. Nevertheless, we find that none of the experimental control parameters produce

changes in the lifetime value larger than the statistical uncertainty. We attribute the

source of the long-term variations to imperfect background subtraction of excitation

pulse tails and present a simple model that supports these conclusions. The model

also suggests a practical approach for reducing the long-term variations. Our studies

of the fractional uncertainty in the lifetime suggest that the repetition rate achievable

in this experiment can result in a statistical precision of 0.03%, which would allow a

rigorous study of systematic effects at the same level.

5.2 Description of the Bloch vector model

An analytical treatment for calculating the echo intensity is given in reference

[28]. This treatment ignores the effects of atomic recoil, and is based on the optical

Bloch equation model for a two-level atom in a rotating frame, as described by the

following torque equation:

dρ

dt
= Ω′ × ρ. (5.1)

Here, the Bloch vector ρ = (u, v, w) has components u and v that represent the

in-phase and in-quadrature components of the dipole moment, respectively; w is the
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population difference between the ground and excited states, and the components

of the generalized Rabi frequency are given by (−Ω, 0,∆) so that Ω′ =
√

Ω2 + ∆2,

where the Rabi frequency is represented by Ω and the detuning is represented by

∆ = ω − ω0. Here, ω is the driving frequency and ω0 is the resonant frequency. This

model does not include the effects of spontaneous emission and pulse propagation.

Fig. 5.2 shows a representation of the photon echo experiment using the Bloch

vector model. The first excitation pulse exerts a torque on the Bloch vector for the

system, which is initially pointing down along the w axis, corresponding to atoms

in the ground state. After excitation, the radiation from the phased array of dipole

moments decays due to the dephasing of individual Bloch vectors in the horizontal

plane. The second excitation pulse of area π rephases the Bloch vectors, so that a

macroscopic state vector is formed at t = 2T . It should be noted that the phase

of the rephased dipole moment is opposite the phase of the initial dipole moment.

The illustration in Fig. 5.2 also ignores spontaneous emission, which would cause the

Bloch vectors to shorten as a function of time.

The time-dependent solutions to Eq. (5.1) can be obtained on the basis of succes-

sive rotational transformations which give
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Figure 5.2: Representation of the photon echo experiment in the Bloch vector pic-

ture. At t = 0, the torque due to the driving electric field establishes a macroscopic

Bloch vector, which corresponds to a 50:50 superposition of ground and excited states.

Doppler dephasing produces a spread in the evolution of the individual Bloch vectors.

A second excitation pulse applied at t = T results in rephasing of individual Bloch

vectors, and produces a macroscopic Bloch vector at t = 2T . The illustration ignores

the effect of spontaneous emission, which would reduce the length of the rephased Bloch

vector.
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 . (5.2)

Here, u0, v0, w0 represent the initial values of the Bloch vector and Ω = 2dE0/~ is

the Rabi frequency specified in terms of the electric field amplitude E0 and the dipole

moment d. The solutions represented by Eq. (5.2) impose no limit on the value of

the Rabi frequency and can model the time-dependent Bloch vector components for

a wide range of experimental conditions, including on-resonant and far-off resonant

excitation. Eq. (5.2) can be simulated with the inclusion of spontaneous emission and

the spatial profile of the excitation beam [87]. For Delta-function excitation pulses,

the ratio of pulse areas r = θ2/θ1 (where θ1 and θ2 are the areas of the first and

second pulse, respectively) required for the maximum echo intensity has a value of

2, corresponding to a π/2 – π pulse sequence [28]. Here, the pulse area is defined

by θ =
∫ τp

0
Ω(t)dt, where τp is the excitation pulse width. Simulations of Eq. (5.2)

with either square pulses or Gaussian pulses show that r has a value of 1.89 and 1.70,

respectively. For Gaussian pulse excitation, the value of r is further reduced to 1.44 if

spontaneous emission is included through the introduction of phenomenological decay

terms in Eq. (5.2). These results are in general agreement with the experimental value

of 1.2 obtained with 20-ns excitation pulses [87].
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For square-pulse excitation (Fig. 5.1) in the limit that Ω � ∆, Eq. (5.2) can also

be used to obtain an analytical expression for the atomic polarization density of the

photon echo [28], as given by

P (t4) = −ξd sin(ω + ∆)t4 × exp

[
−π

4

(
t43 − t21 − 1/Ω

T ∗2

)2
]
, (5.3)

where ξ is the number density. If 1/Ω � T , this equation predicts that the

duration of the echo signal envelope is dominated by the inhomogeneous (Doppler

dephasing) time T ∗2 . If the excitation pulse bandwidth only excites a fraction of the

Doppler width, the value of T ∗2 becomes the pulse width. To calculate the electric

field, the polarization density in Eq. (5.3) can be used as the source term in the wave

equation given by

∂2E(x, t)

∂x2
− 1

c2

∂2E(x, t)

∂t2
= µ0

∂2P (x, t)

∂t2
. (5.4)

In the presence of spontaneous emission, the echo intensity I (at t = 2T ) can be

obtained from the propagated electric field given by Eq. (5.4). If a phenomenological

decay rate 1/τ1 is included to account for spontaneous emission, the echo intensity

can be modelled as

I = I0 exp

[
−2T

τ1

]
, (5.5)
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where I0 is the peak intensity. This model ignores the effects of other dephasing

mechanisms, such as collisions and transit time. Reference [28] predicts small devia-

tions in the echo time in the vicinity of t = 2T for specific pulse areas. However, in

the experiment, we integrate the echo intensity over the echo envelope and plot the

resulting energy as a function of 2T to measure τ1.
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6 Photon echo: experimental details

The key requirements for this experiment include excitation pulses that are com-

parable or shorter than the atomic lifetime (∼26 ns), low background light so that the

atomic coherences remain unperturbed during the measurement, rapid data acquisi-

tion to avoid long-term noise sources that can contribute to lifetime variations, and

detection systems that can avoid saturation and still temporally resolve an echo signal

that is approximately 1,000 to 100,000 times smaller in intensity than the excitation

pulses. Additionally, the spatial profile of the excitation beam should be sufficiently

large to minimize transit time corrections to the atomic lifetime, while still ensuring

adequate atom-field coupling strengths for the excitation pulses to compensate for

vapour absorption and spontaneous emission during excitation. The experiment ex-

ploits the benefits of a fiber-coupled master oscillator power amplifier (MOPA) laser

system [5] coupled through a chain of AOMs to generate short pulses. The signal de-

tection is accomplished by either a balanced heterodyne detector with an electronic

gate or a photo-multiplier tube (PMT) gated by an AOM.

64



6.1 Optical set-up

The experimental set-up is shown in Fig. 6.1. We use an ECDL that is frequency

stabilized to the F = 3→ F ′ = (3, 4) cross-over resonance, as well as to neighbouring

resonances within the Doppler profile in 85Rb using a saturated absorption spectrom-

eter with a room-temperature Rb vapour cell that is 5 cm in length. Fig. 6.2 shows

the energy-level diagram for 85Rb. The 50-mW output of the ECDL is amplified to

200 mW by a TA and fiber-coupled so that it can seed a number of TAs simultane-

ously. References [88, 89] show that the spectral characteristics of the amplified light

are well matched with those of the seed laser. The photon echo experiment relies on

a TA with a 30-mW fiber-coupled input to produce an output of 1.7 W. After passing

through a Faraday isolator and beam shaping lenses, this beam is spatially filtered

using an optical fiber. The role of the fiber is to reduce the amplified spontaneous

emission associated with the TA output, and to achieve a Gaussian spatial profile

that can be diffracted with a high efficiency by AOMs. The fiber-coupled output

of 400 mW is aligned through two successive AOMs operating at 250 MHz. The

first (“upstream”) AOM produces an up-shift of 250 MHz and operates in the Bragg

regime with a gently-focused laser beam to achieve a diffraction efficiency of ∼70%.

This AOM provides a gate pulse for the experiment (FWHM of 500 ns) to suppress

background light from going into the experiment. The second (“downstream”) AOM
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is aligned to produce a down-shift of 250 MHz. The laser beam is focused to a spot

size of ∼30 µm through this AOM to generate Gaussian pulses with a FWHM of ∼12

ns, as shown in Fig. 6.3. As a result, the diffraction efficiency is reduced to ∼35%

which ensures that the excitation beam has a peak power of 100 mW. The diffracted

beam from the downstream AOM is thus tuned back to the original lock point, which

is within the Doppler profile of the F = 3 → F ′ = 2, 3, 4 transitions. Both the

upstream and the downstream AOMs are pulsed to generate the two-pulse excitation

sequence. The excitation beam has an elliptical spatial profile with 1/e2 half-widths

of ∼1.5×1.0 mm2 (with an estimated uncertainty of 10%). From the peak intensity

and the average beam radius, we estimate that the maximum pulse area for a 12-

ns second excitation pulse is ∼15π. The ratio of the areas for the excitation pulses

range from 1.3 to 1.5. The first-order diffracted beam of the downstream AOM is

sent through a 10-cm long Rb cell. Since the excitation pulses are collinear, the echo

is emitted along the same direction. The cell is surrounded by heating tape and in-

sulated so that its temperature can be increased and stably maintained to ±1◦C. We

generally operate at a temperature of ∼40◦C, at which the Rb vapour pressure is ∼3

×10−6 Torr. The insulated cell is placed inside a solenoid that allows the magnetic

field along the direction of excitation to be varied by ±20 Gauss. It was also possible

to vary the polarization of the excitation beam from linear to circular with the use

of wave-plates.

66



ECDL + TA

Rb saturated
absorption

set-up

Rb cell

AOM
(250 MHz)

Up-shift

PD1

TA
fiber

fiber

Down AOM
(250 MHz)

-shift

BS

-

PD2

TTL gating
switch

Data
card

ν

ω0: F = 3 Fʹ = (3,4) C.O.→

ω0

ω0 + 250 MHz

ω0 + 250 MHz

ω ω0 0+ 250 MHz – 250 MHz =BS

PMT
Gated AOM
(250 MHz)

Data
card

PMT detection

gated echo

gated echo

Figure 6.1: Experimental layout showing the seed laser, TA, AOM chain, and hetero-

dyne detector. ω0 designates a cross-over (C.O.) resonance. The dashed lines show the

experimental layout involving PMT detection.
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Figure 6.2: Energy-level diagram for 85Rb. The photon echo experiment relies on

exciting the F = 3→ F ′ = 2, 3, 4 transitions within the Doppler profile.

Figure 6.3: Excitation pulse FWHM of (11.64 ± 0.04) ns.
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For the heterodyne detection set-up shown in Fig. 6.1, the undiffracted beam from

the downstream AOM serves as a local oscillator (LO), which is aligned parallel to

the excitation beam (diffracted beam from downstream AOM) outside of the Rb

cell. Since the LO frequency is up-shifted with respect to the excitation beam, any

background light that scatters into the cell from this beam can be resonant with the

Doppler-broadened transition. The electric field of the photon echo signal is detected

by overlapping with the LO to generate a 250-MHz beat note, which is recorded by

a pair of balanced PIN photodiodes (1-ns rise time) in an optical heterodyne set-up.

The output of the heterodyne detector is sent into a 25-dB RF amplifier and gated

by a transistor-transistor logic (TTL) switch so that only the echo signal is sent to

the data card. In the alternate detection scheme, the echo intensity is recorded on

a PMT with a rise time of 1 ns. An additional 250-MHz AOM is used to gate the

echo signal so that the PMT is not exposed to the excitation pulses, as shown in the

dashed region of Fig. 6.1.

In order to observe the echo signal, we ensured that the LO frequency was up-

shifted by 250 MHz with respect to the diffracted beam so that any background

light from the LO was far off-resonance with the energy levels of the F = 3 →

F ′ = 2, 3, 4 transitions, thereby avoiding spontaneous emission within the vapour cell.

The frequencies of the LO and diffracted beams were independently verified using

absorption spectroscopy. As an additional precaution, the LO was routed outside
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of the Rb cell. To obtain the best wavefront matching and the largest beat note,

and to minimize the effect of vibrations that can cause the beat note amplitude to

average out to zero, it was necessary to ensure that the path lengths for the LO

and diffracted beams were similar and contiguously aligned with the same number

of optical elements. We also ensured that the signal beam and the LO reflected

off the same number of surfaces so that the same spatial parity was maintained for

both pairs of heterodyne beams incident on the photodiodes in Fig. 6.1. Another

consideration was to achieve the beat note alignment with suitably-expanded beams

in order to increase the number of atoms contributing to the signal and the transit

time. Estimates suggest that all these modifications improved the signal size by a

factor of ∼30, thereby allowing the echo to be observed with an adequate signal-to-

noise ratio.

A number of iterations and improvements of the experimental set-up were also

required in order to obtain the best configuration for the echo signal shown in Fig. 6.1.

An initial excitation scheme involved sculpting each excitation pulse produced by the

upstream AOM with a corresponding pair of slightly narrower, nested excitation

pulses driving the downstream AOM. This technique aimed to significantly reduce

the width of the excitation pulses. However, the long time scale associated with the

turn-on and turn-off of the upstream AOM pulses resulted in incomplete turn-off of

light between the excitation pulses. As a result, this method had to be abandoned and
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the upstream AOM was gated by a longer pulse encompassing both excitation pulses

produced by the downstream AOM and the echo. This configuration was effective in

reducing the background light passing through the vapour cell, both before and after

the excitation pulses.

Another modification of the optical alignment involved operating the downstream

AOM in the Bragg regime, so that high efficiencies in the first-order diffracted beam

could be achieved. Under these conditions, the focused spot size was of order 100

µm, generating Gaussian pulses with 1/e2 widths of ∼20 ns. This set-up was par-

ticularly well suited for aligning the heterodyne beat note since both the LO and

diffracted beams had good spatial profiles. A disadvantage of this configuration was

the challenge it posed for the detection of the echo signal at the tail end of the second

excitation pulse, due to the background light from the increased pulse width. As a

result, we operated the downstream AOM in the Raman-Nath regime with tightly-

focused beams to produce pulse widths of 8 ns. Here, the Raman-Nath regime is

loosely defined to refer to an experimental configuration in which the diffraction an-

gle is smaller than the divergence angle. However, this configuration severely distorted

the spatial profile of the LO (by creating a hole at its center). Since the divergence

angle of the focused beam was larger than the diffraction angle, a beat note was

present even when the excitation pulses were turned off. Therefore, the last iteration

of the alignment involved operating the downstream AOM in an intermediate regime
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to generate pulse widths of ∼12 ns. The echo data presented in this work was taken

under these conditions, as well as in the Bragg regime.

6.2 RF network

The two AOMs are operated by a phase-locked voltage-controlled 250-MHz oscil-

lator slaved to a 10-MHz Rb clock with an ADEV of 5× 10−13 at 5,000 seconds [47].

The 10-MHz signal also slaves the time base of the delay generator that controls the

gating pulse of the upstream AOM and the two excitation pulses of the downstream

AOM. Under these conditions, the leading edges of the pulses can be set to a preci-

sion of 1 ps. The AOMs are controlled by an RF network consisting of TTL switches

with an extinction ratio of 80 dB, power splitters, mixers, and RF isolators, as shown

in Fig. 6.4. The temporal sequence of key pulses from the RF network is shown in

Fig. 6.5.

To improve the intensity stability of the RF pulses, we introduced a simple feed-

back loop [90] into the RF network shown in Fig. 6.4. The 250-MHz phase-locked

oscillator output is mixed down with itself in a reference arm and low-pass filtered

to generate a DC signal. This DC signal is integrated and added to a stable refer-

ence voltage, which is then low-pass filtered and used to regulate the amplitude of a

mixer that controls the RF intensity in both the reference arm and the experiment.

A schematic of this feedback loop and the adder circuit containing the integrator are
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Figure 6.4: A 250-MHz oscillator (PLL) is phase locked to a 10-MHz signal from

a Rb clock. The Rb clock also slaves the time base of a delay generator. The RF

from the 250-MHz oscillator drives the TTL switches that control the upstream and

downstream AOMs. These switches are controlled by the CD, EF, and GH pulses from

the delay generator. A second delay generator (not shown) that is triggered by the

delay generator in the figure is used to produce the gate pulse to isolate the echo signal

from the excitation pulses. The AB output of the delay generator triggers the data card

that acquires the echo signal. The pulsed outputs of the TTL switches are amplified

and sent to the AOMs. 73
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Figure 6.5: Temporal sequence of important control pulses. T0 represents the onset

of internal triggering of the delay generator. CD is the control pulse for the upstream

AOM. EF and GH are the control pulses for the downstream AOM. AB is the gate

pulse that triggers the data card approximately 100 ns before the occurrence of the

echo pulse.

shown in Fig. 6.6.

Fig. 6.7(a) shows the ADEV of the RF intensity associated with the 250-MHz

phase-locked oscillator without the feedback loop. To obtain these measurements,

the RF oscillator was mixed with itself to produce a DC voltage that was monitored.

The ADEV plot shows a floor of ∼2 ×10−6 at an averaging time of 20 s. The ADEV

plot of the amplified RF is slightly noisier, with an ADEV floor value of ∼3 ×10−6

at an averaging time of 15 s. When the feedback loop is engaged, the ADEV plot

in Fig. 6.7(c) shows a floor value of 2.5 × 10−6 at a significantly extended averaging

time of just over 100 s, which is longer than the typical time required to record a

single exponential decay of the photon echo intensity. Therefore, this feedback loop

was retained when the lifetime data was recorded.
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Figure 6.6: (a) Feedback loop used to stabilize the RF intensity of the network shown

in Fig. 6.4. (b) Details of the adder circuit with an integrator that is part of the feedback

loop.
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(a) (b)

(c)

Figure 6.7: (a) ADEV of RF from 250-MHz PLL before amplifiers (no feedback

circuit). (b) ADEV of RF from 250-MHz PLL after amplifiers (no feedback circuit).

(c) ADEV of RF from 250-MHz PLL with feedback circuit (after amplifiers).
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The excitation pulses are generated by varying the amplitude and width settings of

the pulse generator to optimize the echo amplitude. The protocol to measure the echo

signal involves temporally overlapping two identical excitation pulses, identifying the

minimum value of T (defined as the time separation between the leading edges of the

RF excitation pulses) at which the echo signal can be recorded without interference

from the tail of the second pulse, and then adjusting the excitation pulse amplitude

and widths to maximize the signal without consideration of pulse areas. Subsequently,

the time delay T between the leading edges of the excitation pulses are randomly

selected between the minimum value and the maximum value at which the signal size

is comparable to the background.

6.3 Data acquisition

The echo signal is detected by a data card with an acquisition rate of 1 GS/s. The

card is triggered by the pulse generator 100 ns before the onset of the echo whereupon

it acquires 256 points (256 ns) before re-arming for the next trigger. The card can

be configured to operate at repetition rates up to 1 MHz. The time base of the data

card is also slaved to the Rb clock. A C++ program is designed to average sequential

acquisitions and can be run via an input variable from a LabVIEW interface specifying

the number of averages and an output variable array for the averaged signal. The

quad core xeon processor and high throughput PCIe interface to the card allow for
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continuous real time averaging. For each fixed value of the delay time T between the

excitation pulses that is set by a LabVIEW interface, this C++ program is called to

acquire and average repetitions ranging in number from 1 to 1 million.

Fig. 6.8(a) shows the heterodyne signal (averaged 50,000 times) recorded by the

balanced detector in the form of a 250-MHz beat note. A similarly-averaged back-

ground is obtained by turning off the first excitation pulse, as shown in Fig. 6.8(b).

These averaged output files from the C++ program are saved to disk by LabVIEW.

A Mathematica program reads all the averaged files within that output folder and

populates arrays for the excitation and background pulses, respectively. To gener-

ate the echo intensity, the Mathematica program subtracts the background from the

signal trace, as shown in Fig. 6.8(c). This trace shows a residual amplitude for the

second pulse, since the background subtraction is imperfect. The Mathematica pro-

gram then squares and integrates the background-subtracted signal over a window

centered around the 50-ns envelope of the echo signal, as shown in Fig. 6.8(d). The

peak intensity of the echo signal is used in Chapter 7 to identify the optimal condi-

tions for data acquisition. The integrated signal, which is proportional to the energy

emitted by the sample, is used in the lifetime measurements presented in Chapter 7.

Under optimal operating conditions, a decay of the echo signal is recorded by

varying the pulse separation T in randomized increments of 1 ns over 300 discrete

values, and acquiring 50,000 repetitions for each of these points. The decay time
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Figure 6.8: (a) Averaged heterodyne signal containing the two excitation pulses and

echo recorded at T = 46 ns. (b) Background trace consisting of only the second excita-

tion pulse. (c) Background-subtracted signal obtained by subtracting the traces shown

in parts (a) and (b). (d) Square of the background-subtracted echo signal showing the

integration window of the Mathematica program.
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constant is obtained on the basis of an exponential fit to the echo signal. For such a

300-point data set, each signal and background trace is acquired in 50 ms, and the

pulse generator delays are configured via a GPIB interface in 60 ms between each

acquisition. This results in an acquisition time of 220 ms per data point, and a total

time of 66 seconds for the entire data set.

80



7 Photon echo: results and discussion

7.1 Characterization of the echo intensity

We now discuss the results of the atomic lifetime measurement, along with stud-

ies of the signal strength and supporting data relating to investigations of technical

limitations [21]. Fig. 7.1 shows the envelope of the echo recorded with heterodyne

detection [part (a)] and PMT detection [part (b)]. The heterodyne signal has been

squared so that both traces have dimensions of intensity. The acquisition rate of the

data card (1-ns sampling time) ensures that both traces have the same number of

points over the echo envelope. Here, the heterodyne signal consists of a 250-MHz

beat note. Since the sampling rate is 1 GHz, the Nyquist frequency of 500 MHz is

twice the signal frequency (and the same as the frequency of the squared heterodyne

signal), and so the measured value represents the signal accurately. In contrast, the

analog signal from the PMT can be fit to a Gaussian envelope to extract the radiated

energy and the width of the Doppler-broadened profile excited by the pulse band-

width, as described in Chapter 5. The 1/e2 fit value of 18.6 ns is consistent with the
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Figure 7.1: Envelope of echo signal in heterodyne detection (a) and PMT detection

(b). The Gaussian fit in part (b) gives a 1/e width of (18.6 ± 0.1) ns. We note that the

two traces were obtained with different excitation pulse widths and cannot be directly

compared.

width of the signal predicted by the square of Eq. (5.3).

Prior to obtaining the lifetime measurements, the echo intensity was investigated

as a function of the excitation pulse parameters, the overall cw power in the excitation

beam, and the cell temperature. Fig. 7.2 shows the peak echo intensity obtained from

the echo envelope, as shown in Fig. 6.8(d). This data was recorded at an optimized

cell temperature of ∼40◦C. The echo intensity was also optimized by regulating the

optical power in the excitation beam to a cw value of ∼100 mW. In Figs. 7.2(a) and

(b), the peak echo intensity is plotted as a function of the excitation pulse intensities.

For each of these plots, the echo intensity was first optimized, after which one of the

pulse intensities was varied, while the other was fixed at the optimal setting. The peak

intensity of each excitation pulse was determined by blocking the LO and fitting to
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the shape of the pulse envelope recorded by the photodiode. Likewise, in Figs. 7.2(c)

and (d), the peak echo intensity is plotted as a function of the excitation pulse widths.

Once again, the echo intensity was first optimized, after which one of the pulse widths

was varied, while the other was fixed at the optimal setting. The pulse widths were

determined by blocking the LO and fitting to the pulse envelope. These plots show

that the peak echo intensity is obtained for nearly the same excitation pulse intensity

for both pulses. With both pulses set to maximize the echo, it was possible to reduce

the intensity of each pulse by adding attenuators to the RF network. This results in a

decrease in the echo intensity, as observed in Figs. 7.2(a) and (b). To increase the pulse

intensity to obtain the maximum echo intensity, it was necessary to increase the pulse

width. The decrease in the echo intensity beyond the maximum in both Figs. 7.2(a)

and (b) is therefore attributed to the reduced bandwidth of excitation. The pulse

width dependence is explicitly studied in Figs. 7.2(c) and (d). Here, the peak echo

intensity was obtained for the shortest (12 ns) excitation pulses, and decreased when

the pulse widths became larger. This trend is also consistent with the expected

decrease in signal strength due to the reduced bandwidth of excitation. We note that

there is a significant reduction in the slopes of the trends in Figs. 7.2(c) and (d) for

pulse widths of ∼18 ns. We attribute this effect to interference between pulse tails,

as discussed later in this chapter.

Fig. 7.3 shows the peak echo intensity as a function of the cw optical power of
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Figure 7.2: Peak echo intensity as a function of pulse intensity and pulse width. (a)

Peak echo intensity vs. pulse 1 intensity. (b) Peak echo intensity vs. pulse 2 intensity.

(c) Peak echo intensity vs. pulse 1 width. (d) Peak echo intensity vs. pulse 2 width.
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Figure 7.3: Peak echo intensity as a function of cw optical power of the excitation

beam.

the excitation beam. Here, the excitation pulse widths and intensities are set to their

optimal values, as shown previously in Fig. 7.2, and the cell temperature is maintained

at 40◦C. As noted in Chapter 6, the maximum power of 100 mW and the optimum

pulse widths of 12 ns result in excitation pulse areas of ∼15π. According to the area

theorem [86, 26], excitation pulses with certain optimized areas can be expected to

propagate through the cell without attenuation for a given optical depth. However,

our studies show that the echo intensity exhibits a single well-defined maximum for

a particular optical depth, suggesting that pulse absorption has a dominant effect on

the echo intensity. As a result, we attribute the plateau in Fig. 7.3 at a power of ∼100

mW to the effect of saturating the optically-thick atomic sample.

Fig. 7.4 shows the peak echo intensity recorded by varying the cell temperature.
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Figure 7.4: Peak echo intensity as a function of cell temperature.

Here, the pulse widths and intensities have been optimized for an input cw excitation

beam power of ∼100 mW. The data shows that the increase in the echo intensity is

proportional to the increase in density due to the cell temperature until pulse attenu-

ation becomes dominant at a temperature of ∼40◦C. This effect is strongly correlated

with an increase in the optical depth. We now present lifetime measurements that

were obtained under the optimized conditions identified through the investigations

described in this section.

7.2 Lifetime measurements

Fig. 7.5(a) and (b) show the echo decay on a log and linear scale, along with

linear and exponential fits, respectively. This data set, which consists of 300 points,

each averaged 50,000 times, was obtained with heterodyne detection on a time scale
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of ∼1 minute. The averaged signal shown in Fig. 6.8(d) was integrated over the

echo envelope to obtain the echo intensity shown in Fig. 7.5. The integrated area

under the echo envelope is proportional to the radiated energy, which is plotted as

a function of 2T . The exponential and linear fits extending over ∼4 lifetimes give

consistent values for τ1 within error bars. The measurement precision of 0.3% is

adequate for obtaining accuracies comparable to the measurements in Table 5.1. For

these conditions, the peak value of the echo signal corresponds to a power of 80 µW,

based on the calibration of the heterodyne detector. The residuals in Fig. 7.5(c) and

(d) show no trend, thereby suggesting that there are no significant systematic effects

on the measurement time scale. In comparison, we find that the signal-to-noise ratio

of exponential decays recorded with the PMT is considerably smaller due to the lower

dynamic range compared to the heterodyne measurement. Other complicating factors

associated with PMT detection include worse background subtraction compared to

the heterodyne technique – an effect that arises because the PMT’s response is affected

by the preceding excitation pulses. As a result, we rely only on the heterodyne

technique for the rest of the measurements discussed in this dissertation.

Fig. 7.6(a) shows a sequence of 217 lifetime measurements recorded over the course

of several weeks over four runs using the same data acquisition protocol as in Fig. 7.5.

Each point corresponds to an exponential decay recorded in 66 seconds, resulting

in a total acquisition time of 4 hours. These data sets were selected because the
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Figure 7.5: (a) Decay of the echo signal recorded with heterodyne detection displayed

on a log scale. Here, the lifetime inferred from the slope of the linear fit on the basis of

Eq. (5.5) is τ1 = (26.12 ± 0.08) ns, and the intercept is (1064 ± 1) a. u. (b) Same data

as in part (a) displayed on a linear scale. Here, the parameters of the exponential fit

function described by Eq. (5.5) are obtained from a fit of the form Ae−t/τ1 +B, where

A = (1240 ± 10) a. u., τ1 = (26.13 ± 0.08) ns, and B = (12.2 ± 0.1) a. u. We note

that the time origin for plots (a) and (b) is not 2T = 0. (c) Corresponding residuals of

the linear fit in part (a). (d) Corresponding residuals of the exponential fit in part (b).
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variations in the lifetime value were smaller than the size of the error bars. Inspection

of these data sets also indicated that the corresponding exponential decay curves

showed no evidence for oscillations. Additionally, these measurements were carried

out in a “double-blind” manner, in which the value of the lifetime was not only

hidden, but also multiplied by a scale factor that was revealed only after the data was

processed. Fig. 7.6(b) shows a histogram of the measurements from part (a) based on

the parameters of the exponential fits. The mean value of these measurements is 26.09

ns, and the standard deviation of 0.09 ns corresponds to a statistical uncertainty of

0.3%. We note that the error bars of the exponential fits in Fig. 7.6(a) are comparable

to this value.

We obtain a rigorous estimate of the uncertainty by computing the variances of

the four individual runs in Fig. 7.6(a). For each run, the statistical uncertainty is

taken to be the last point on the corresponding ADEV curve, as discussed further

in the context of Fig. 7.7. The average values of the four runs shown in Fig. 7.6(a)

and their corresponding statistical uncertainties based on the last point of the ADEV

curves are (26.075 ± 0.003) ns, (26.101 ± 0.008) ns, (26.14 ± 0.01) ns, and (26.10 ±

0.03) ns, respectively, which result in an overall average of τ = 26.10 ns. We calculate

the standard variance of the four runs with respect to the overall average value to be

0.0007 ns2. The average of the statistical variances of the four runs is 0.0003 ns2. We

then obtain a standard deviation of 0.03 ns from the square-root of the total variance,
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Figure 7.6: (a) Sequence of 217 lifetime measurements recorded in 4 hours, with τ1

inferred from exponential fits. The vertical lines indicate the demarcation between four

data runs in which data points were taken in an uninterrupted sequence. The typical

size of the fit error bars is 0.3%. (b) A histogram of the data presented in part (a).

The standard deviation of 0.35% is comparable to the fit error.

which represents the statistical error in the measurement. The final result of τ1 =

(26.10 ± 0.03) ns (statistical uncertainty of 0.11%) is the best estimate of the lifetime

value of our results, which omits the effects of variations and technical limitations.

We also find that none of the experimental parameters that affect the signal – such as

number density, pulse areas, magnetic fields, and polarization – produce variations in

the lifetime values that are larger than this best estimate. Furthermore, our estimate

of the statistical uncertainty is more conservative than the value given by the standard

deviation of the mean of the 217 data points.

Fig. 7.7 shows the ADEV of the longest uninterrupted data run (the first 100

points) included in Fig. 7.6(a). This data has a floor value of 1.3 × 10−4 at a mea-

90



Figure 7.7: ADEV of the longest data run of 100 points from the data set in Fig. 7.6.

The floor value is 1.3× 10−4 at τfloor ∼ 2,500 s, and the last point is 1.6× 10−4.

surement time τfloor ∼ 4,000 s, and the last point is 1.6 × 10−4. The ADEV floor

value (0.013%) represents the best statistical uncertainty that can be achieved by the

current configuration of the experiment. It is also evident that the approach to the

ADEV floor value does not scale down as rapidly as τ−1/2 (where τ is the measure-

ment time). At longer measurement times, the long-term variations begin to impact

the stability of the measurement. The ADEV floor value also suggests that technical

limitations need only be decreased by a factor of two to reduce the statistical pre-

cision below that of the best lifetime measurement (0.007%) [69]. This suggests the

viability of the photon echo technique for obtaining the best lifetime measurements

if the technical limitations that produce long-term variations can be understood and

addressed.

The estimated collisional rate of 10 s−1atom−1 in the vapour cell shows that the
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dominant systematic effect that can be anticipated is transit time broadening. We

use the measured transit time broadening parameter of 4.1 µs/mm for ground-state

coherences in a similar vapour cell experiment [91] to estimate the corrected value of

the lifetime τcorr. This broadening parameter is consistent with the model used in

references [87, 92, 93]. The transit time τtransit for the average beam diameter used

in this work is estimated to be 5.1 µs ±10%, with the uncertainty arising from our

beam size measurements. Following reference [93] in the limit that T << τtransit, we

obtain 1/τ1 = 1/τcorr + T/τ 2
transit. For an average value of 2T = 130 ns, we obtain

τcorr = (26.10 ± 0.03) ns, which represents a negligible correction [21]. This value

for the 52P3/2 lifetime agrees at the level of 1σ with the most precise measurement

for this transition (26.20 ± 0.09) ns [25], as indicated in Table 5.1, but it disagrees

with the values reported in references [24, 70]. Furthermore, all these measurements

disagree with the best theoretical calculations for this Rb transition [67, 68]. A more

rigorous estimate of the transit time correction can be obtained by measuring the

lifetime over a range of beam diameters.

Another factor that can potentially influence the lifetime measurement is laser

phase noise, which produces a decoherence on a time scale τphase, so that 1/τ1 =

1/τcorr + T/τ 2
transit + 1/τphase. Although the short-term linewidth of seed lasers used

in our work of ∼200 kHz on a time scale of 50 ms (coherence time of 5 µs) [2, 21]

are small, it can only be estimated on the basis of a direct measurement. We now
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explain the technical limitations that preclude studies of systematic effects.

7.3 Lifetime variations and checks

We now explain the technical limitations that preclude studies of systematic ef-

fects. Fig. 7.8 shows an example of a single data run of 100 consecutive lifetime

measurements with no change in experimental conditions. It is evident that the life-

time values show significant variations that are larger than the size of the error bars

and deviate by ∼0.5 ns from the measured value of 26.09 ns. Since these varia-

tions always resulted in lifetimes below the accepted value – an effect that could be

caused by decoherence due to background light – we investigated a number of po-

tential causes for this effect. First, we operated the downstream AOM in the Bragg

regime so that the divergence angle of the focused laser beam is smaller than the

diffraction angle, thereby reducing the amount of background light passing through

the vapour cell. Under these conditions, the 1/e full width of the excitation pulses

was 20 ns. However, this change in alignment did not reduce the lifetime variations.

We also measured the background light with a power meter in both configurations of

the downstream AOM over several hours and determined that the maximum power

level was 5 µW. Since these photons are associated with the LO, which is 250 MHz

up-shifted with respect to the excitation beam, we also varied the lock points of the

ECDL across the Doppler profile. However, using different lock points did not change
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Figure 7.8: Data set showing 100 sequential measurements of the lifetime that exhibits

a variation of ∼0.5 ns. This measurement was obtained on a time scale of ∼2 hours.

the 5-µW background level. The largest excitation probability due to the background

photons over the duration of the experiment was 1.2 ×10−5, suggesting that the life-

time variations were not related to background light or to changes in alignment and

detuning. Studies with a Fabry-Perot cavity with a resolution of 60 MHz ruled out

any multi-mode behaviour of the laser. Any dependence on the heterodyne detection

scheme – such as the effects of mirror vibrations – was ruled out by the observation

of similar lifetime variations using a PMT to measure the echo intensity. Although

estimates of the changes in the index of refraction of the AOM crystal due to thermal

effects were negligible, we also carried out measurements with a thermally-stabilized

AOM, and found that the lifetime variations persisted.

In addition, we verified that the lifetime variations shown in Fig. 7.8 were uncor-
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Figure 7.9: Peak echo intensity as a function of the lifetime for the data in Fig. 7.8.

related with the corresponding peak echo intensities of the exponential decays, as

shown in Fig. 7.9.

We also investigated whether laser intensity variations could affect the lifetime

variations. Fig. 7.10(a) shows the ADEV of the intensity of the ECDL shown in

Fig. 6.1. The ADEV floor is ∼5 ×10−6 at an averaging time of ∼10 s, which is consis-

tent with the results in Chapter 4. Similarly, the ADEV floor value of ∼1.5 ×10−5 in

Fig. 7.10(b) for the TA occurs at the same averaging time as the ADEV plot shown

in part (a) of the figure. These results are qualitatively consistent with references

[88, 89], and suggest that the TA output has the same spectral characteristics as the

ECDL, although it exhibits a higher level of intensity noise. The periodic ripples in

both Figs. 7.10(a) and (b) are attributed to the effect of room lights. However, this

effect is less pronounced in Fig. 7.10(a) since the photodiode was better shielded than
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in part (b). Fig. 7.10(c) and (d) represent the same TA intensity stability data as in

part (b), but recorded with lower and higher sampling rates, respectively. The sam-

pling rates were varied to investigate intensity noise on the time scale of acquiring a

single point on the exponential decay (50 ms), as well as the time required to record

an entire decay curve (66 s). Based on these data sets, we infer that laser intensity

noise is not responsible for the observed lifetime variations.

We further investigated the role of RF intensity stability on the lifetime variations.

We established that the 250-MHz phase-locked oscillator shown in Fig. 6.4 did not

produce intensity variations on the time scale of ∼10 s, and that this time scale

could be significantly extended by a feedback loop, as shown in Fig. 6.7. We also

operated the experiment with a commercially-available phase-locked signal generator

tuned to 250 MHz, which was slaved to a Rb clock. Fig. 7.11 shows ADEV of the RF

intensity from the commercial generator with and without amplification. It is evident

from these graphs that the ADEV floor, which occurs at an averaging time of ∼10 s

without the feedback loop, is in fact slightly worse than that of the oscillator used in

Fig. 6.7. We also conclude that both oscillators did not affect the lifetime variations.

7.4 Theoretical model for understanding lifetime variations

Since our experimental investigations showed that the lifetime variations were not

related to decoherence, we focused on the effect of imperfect background subtraction
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(a) (b)
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Figure 7.10: (a) ADEV of the intensity stability of the ECDL in Fig. 6.1, recorded

at a sampling rate of 100 Hz. (b) ADEV of intensity stability of the downstream TA

output in Fig. 6.1, recorded at a sampling rate of 100 Hz. (c) ADEV of the intensity

stability of the same TA as in part (b) recorded on a short time scale, at a sampling

rate of 1 kHz. (d) ADEV of the intensity stability of the same TA output as in part (b)

recorded on a long time scale, at a sampling rate of 1 Hz. All these plots were recorded

on different days. They serve as representative examples and should not be used to

infer correlations.
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(a) (b)

Figure 7.11: (a) ADEV of the RF intensity of a 250-MHz signal generated by a

commercially-available signal generator, with a tuning range of several gigahertz. (b)

ADEV of the same RF signal as in part (a) after amplification.

of the excitation pulse tails and their interference with the atomic response. This

background is dependent on the value of the pulse separation T , as well as slowly

varying optical phase variations due to beam pointing. Additionally, an interference

effect is produced by the slow phase variation associated with the residual RF pulse

and the ring-down of the AOM cavity following the application of short pulses, which

results in a modulated optical background. We now present a simple model of this

effect, which is highly relevant to short-pulse, time-domain spectroscopy using optical

switches such as AOMs.

7.4.1 Heterodyne detection

For the heterodyne configuration, we model the total electric field at time t as a

superposition of the electric fields of the two excitation pulses and the electric field
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of the echo pulse, given by:

Etot(t) = E1(t) + E2(t) + Ee(t). (7.1)

Each pulse is defined by

Ei(t) = Ai(t) cos(ωt+ φi(t)), (7.2)

where the Ei(t) are the electric fields of the first excitation pulse, the second

excitation pulse, and the echo, with i = 1, i = 2, and i = e, respectively. Each pulse

is described by its amplitude Ai(t) which reaches a maximum at A1(0), A2(T ), and

Ae(2T ). The phase φi(t) represents all contributions due to mirror vibrations, laser

phase noise, and AOM phase drifts that might occur during the data acquisition time.

Both Ai(t) and φi(t) are assumed to be slowly varying functions over the time scale

of the period of one RF cycle (4 ns).

At the time of the echo t = 2T , the total electric field is therefore

Etot(2T ) = E1(2T ) + E2(2T ) + Ee(2T ). (7.3)

Since the background signal is obtained by turning off the first excitation pulse,

it is described by the electric field of the second excitation pulse E2(2T ). As a result

of the background-subtraction procedure, the electric field is given by
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Ebkg−sub(2T ) = E1(2T ) + Ee(2T )

= A1(2T ) cos(ωt+ φ1(2T )) + Ae(2T ) cos(ωt+ φe(2T )) e−T/τ1 ,

(7.4)

where the phenomenological decay rate 1/τ1 is written explicitly as the decay of

the amplitude following e−T/τ1 . Because the data is processed by squaring the signal,

the corresponding background-subtracted intensity is:

I(2T ) =A2
1(2T ) cos2(ωt+ φ1(2T )) + A2

e(2T ) cos2(ωt+ φ(T )) e−2T/τ1

+ 2A1(2T )Ae(2T ) e−T/τ1 cos(ωt+ φ1(2T ) cos(ωt+ φe(2T )).

(7.5)

The heterodyne signal is obtained from the time average of Eq. (7.5) over the pe-

riod of one RF cycle. The time average of the first two terms in Eq. (7.5) gives 1
2
A2

1(2T )

and 1
2
A2
e(2T ) e−2T/τ1 , respectively. Using the trigonometric identity 2 cosAcosB =

cos(A+B) + cos(A−B), the time average of the last term in Eq. (7.5) becomes:

A1(2T )Ae(2T ) e−T/τ1 ×
∫ 4ns

0ns

[
cos(2ωt+ φ1(2T ) + φe(2T )) + cos(φ(2T ))

]
dt, (7.6)

where φ(2T ) = φ1(2T )−φe(2T ). The integral of the first term, which is modulated

at twice the optical frequency, gives zero; the second term, which is constant over the

4-ns period, only varies on longer time scales. Eq. (7.6) then becomes:

A1(2T )Ae(2T ) e−T/τ1 cos(φ(2T )). (7.7)
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Figure 7.12: An example of the exponential decay of the echo signal plotted on a log

scale (a) and on a linear scale (b). Here, the quality of the fits is severely impacted by

the modulated background. The exponential fit gives τ1 = (26.1± 0.2) ns.

As a result, the intensity of the background-subtracted signal given in Eq. (7.5)

becomes:

Ī(2T ) =
1

2
A2

1(2T ) +
1

2
A2
e(2T ) e−2T/τ1 +A1(2T )Ae(2T ) e−T/τ1 cos(φ(2T )). (7.8)

The result of Eq. (7.8) shows that the decay intensity of the echo signal as a

function of time is modulated by a slowly varying background cos(φ(2T )) which decays

as e−T/τ1 , does not subtract out, and is the likely cause for the lifetime deviations.

We now show representative data that supports the conclusions of our theoretical

model. Fig. 7.12 shows an example of an exponential decay obtained with heterodyne

detection in which the effects of the modulated background can be seen to significantly

affect the quality of the exponential fit.
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Fig. 7.13 shows expanded plots of the DC pulses from the pulse generator, the RF

drive pulses that control the AOMs, and an optical pulse used for excitation. The

pulse tails and AOM cavity ring-down effects including a ∼20-MHz beat note at the

tail of the optical pulse offer additional supporting evidence for the time-dependent

and T -dependent modulated background predicted by the model.

7.4.2 PMT detection

A similar model for Eq. (7.3) for PMT detection shows that the background-

subtracted signal is even more complicated. This is because intensity detection re-

quires the squaring of the electric fields before background subtraction. To demon-

strate this effect, we first find the intensity detected by the PMT by taking the square

of Eq. (7.3):

I(2T ) = [E1(2T ) + E2(2T ) + Ee(2T )]2. (7.9)

After background subtraction, the intensity becomes:

Ibg−sub(2T ) = E2
2(2T ) + E2

e (2T )

+ 2E1(2T )E2(2T ) + 2E1(2T )Ee(2T ) + 2E2(2T )Ee(2T ).

(7.10)

Substituting Eq. (7.2) into Eq. (7.10) gives:
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(a) (b)

(c)

Figure 7.13: (a) DC pulse from delay generator showing distortions in the tail. (b) An

example of a magnified RF pulse showing RF leakage in the tail. (c) Magnified optical

pulse detected as a heterodyne beat note showing ring-down effects of the AOM cavity

and beat frequency between the 250-MHz drive frequency and the cavity resonance

frequency.
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Ibg−sub(2T ) = A2
2(2T ) cos2(ωt+ φ2(2T )) + A2

e(2T ) e−2T/τ1 cos2(ωt+ φe(2T ))

+ 2E1(2T )E2(2T ) cos(ωt+ φ1(2T )) cos(ωt+ φ2(2T ))

+ 2E1(2T )Ee(2T ) cos(ωt+ φ1(2T )) cos(ωt+ φe(2T )) e−T/τ1

+ 2E2(2T )Ee(2T ) cos(ωt+ φ2(2T )) cos(ωt+ φe(2T )) e−T/τ1 .

(7.11)

Averaging over the period of one RF cycle gives 1
2
A2

2(2T ) and 1
2
A2
e(2T ) e−2T/τ1 for

the first two terms in Eq. (7.11), respectively. Using once again the trigonometric

identity 2 cosAcosB = cos(A+B) + cos(A−B), the respective time averages of the

last terms give:

A1(2T )A2(2T )×
∫ 4ns

0ns

[
cos(2ωt+ φ1(2T ) + φ2(2T )) + cos(φ′(2T ))

]
dt

+ A1(2T )Ae(2T ) e−T/τ1 ×
∫ 4ns

0ns

[
cos(2ωt+ φ1(2T ) + φe(2T )) + cos(φ(2T ))

]
dt

+ A2(2T )Ae(2T ) e−T/τ1 ×
∫ 4ns

0ns

[
cos(2ωt+ φ2(2T ) + φe(2T )) + cos(φ′′(2T ))

]
dt.

(7.12)

where φ′(2T ) = φ1(2T )−φ2(2T ), φ(2T ) = φ1(2T )−φe(2T ) (as defined previously

in the heterodyne treatment), and φ′′(2T ) = φ2(2T ) − φe(2T ). Following the same

arguments for Eqs. (7.6) and (7.7) as in the heterodyne treatment, the second terms

in each of the integrals of Eq. (7.12) are constant over the 4-ns integration period. As

a result, Eq. (7.12) becomes:
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A1(2T )A2(2T ) cos(φ′(2T ))

+ A1(2T )Ae(2T ) e−T/τ1 cos(φ(2T ))

+ A2(2T )Ae(2T ) e−T/τ1 cos(φ′′(2T )).

(7.13)

It therefore follows that the intensity of the background-subtracted signal given

in Eq. (7.10) becomes:

Ī(2T ) =
1

2
A2

2(2T ) +
1

2
A2
e(2T ) e−2T/τ1 +A1(2T )A2(2T ) cos(φ′(2T ))

+ A1(2T )Ae(2T ) e−T/τ1 cos(φ(2T )) + A2(2T )Ae(2T ) e−T/τ1 cos(φ′′(2T )).

(7.14)

It is evident from Eq. (7.14) that PMT detection is far less effective for adequately

subtracting the background than heterodyne detection, as indicated by the additional

modulating terms. The results of this model are well supported by the experiment,

since we consistently find that background subtraction works better for heterodyne

detection. This aspect of the detection was further emphasized by studies of the

background subtraction carried out without the presence of the Rb cell.

Other indirect evidence that supports this model is the behaviour of the back-

ground offset parameter of the exponential fits, which represents an average variation

in the background over the entire exponential decay. This fit parameter shows cor-

relation with the lifetime variations for PMT detection, but is weakly correlated for
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heterodyne detection. We now show representative data sets in which the variations

in the lifetime values were larger than the size of the error bars. Fig. 7.14(a) shows 100

sequential lifetime measurements acquired using heterodyne detection. Fig. 7.14(b)

shows that the corresponding offset parameters B of the exponential fits [refer to

Fig. 7.5] are uncorrelated with the lifetime values. Fig. 7.14(c) shows comparative

sequential lifetime measurements as in part (a) acquired using PMT detection. For

this data, the offset parameter shows significant correlation with the lifetime values,

as shown in Fig. 7.14(d).

The effects described by the model are further emphasized by a plot of the frac-

tional uncertainty of the lifetime recorded by varying the number of repetitions for

each point on the exponential decay, and the number of points on the decay curve, as

shown in Fig. 7.15(a) and (b), respectively. Here, the data was obtained with hetero-

dyne detection because it provided greater sensitivity than PMT detection. In both

these figures, the fractional uncertainty with respect to the lifetime value is deter-

mined from the fit error of a single exponential decay. In Fig. 7.15(a), the number

of points on the exponential decay was fixed at 300, and the averaging time varied

from 1 ms for 1,000 repetitions to 1,000 ms for 1,000,000 repetitions. The reduction

in the fractional uncertainty on short times scales exhibits an inverse square-root de-

pendence (fit line) until the optimum number of repetitions (50,000) is reached. The

turning point at 50 ms indicates the contributions of long-term effects due to optical
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(a) (b)

(c) (d)

Figure 7.14: Examples of data sets in which the lifetime variations are larger than

the size of the error bars. (a) 100 sequential lifetime measurements acquired with

heterodyne detection. (b) Offset parameters of exponential fits corresponding to part

(a) as a function of run number. (c) 100 sequential lifetime measurements acquired

with PMT detection. (d) Correlations between offset parameters of exponential fits

corresponding to part (c) as a function of run number.
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and RF phase variations. The increase in the fractional uncertainty is dominated by

the long time scale noise (up to 1 second) represented by the modulated phase term

in Eq. (7.8). The fractional uncertainty in Fig. 7.15(b), which was recorded by incre-

menting the number of points on the decay curve from 100 to 1,000, shows that the

optimum number of points corresponds to 300. Here, the number of repetitions for

each point on the exponential decay was fixed at 50,000 so that the acquisition time

varied from 22 s to 220 s. It is evident that the long-term phase variations continue

to dominate on time scales extending to several minutes. The results from Fig. 7.15

for the best fractional uncertainty on the lifetime values from exponential fits (0.28%)

are consistent with our best estimate for the statistical error of a single exponential

fit (0.3%).

Our studies show that if the long-term phase variations are addressed, the inverse

square-root dependence in Fig. 7.15(a) will result in a statistical precision of 0.03%

for a single exponential decay with 1 million repetitions (corresponding to a total

acquisition time of 636 s for 300 points on the exponential curve). Such conditions

would allow rigorous investigations of possible systematic effects due to excitation

pulse parameters, polarization, magnetic fields, and cell density.

Although the model we have presented is simple, it provides insight into how the

lifetime variations can be avoided in a future experiment, as outlined in Fig. 7.16.

Here, we envision a heterodyne beat note that can be generated in real time in a
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Figure 7.15: (a) Fractional uncertainty in the lifetime values from single exponential

fits recorded with heterodyne detection as a function of the number of repetitions

(averaging time) for each point on the exponential decay. The averaging time varied

from 1 ms for 1,000 repetitions to 1,000 ms for 1,000,000 repetitions. The linear fit

represents an inverse square-root dependence. (b) Fractional uncertainty in the lifetime

values from single exponential fits recorded with heterodyne detection as a function of

the number of points on each exponential decay. For all data points on this plot, the

number of repetitions was fixed at 50,000. The acquisition time varied from 22 s for

100 points to 220 s for 1,000 points. Both data sets exhibit minima corresponding to

the optimal operating conditions for the experiment, namely 50,000 acquisitions with

300 points on the exponential decay.
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Figure 7.16: Proposed experimental set-up for correcting the long-term lifetime vari-

ations. The signal from a separate heterodyne alignment without the presence of a Rb

cell would be mixed with the signal containing the echo and fed back to a piezo-mounted

mirror to correct for mirror vibrations and long-term phase variations.
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separate reference interferometer without the presence of a Rb cell. For each value of

T , the time-averaged beat note in the reference interferometer can be subtracted from

the time-averaged echo signal. The subtraction of these two signals would eliminate

the first two terms in Eq. (7.1), so that only the echo term survives. To ensure that the

subtraction works well for all T values and on long time scales, both interferometers

must have the same relative phase. To achieve this outcome, we propose controlling

the optical phase in the reference interferometer with a piezo-mounted mirror with a

response time of ∼50 ms so that it is faster than the time scale of any anticipated

phase variations. A correction signal obtained by mixing the two heterodyne beat

notes and integrating the resulting DC signal can be fed back to the piezo to ensure

the necessary long-term stability.
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8 Conclusions and future work

The first part of this thesis presents simple adaptations of the well known IF-based

ECDL design that include the development of an auto-locked controller that can tune

and stabilize the laser frequency using various algorithms and a vacuum-sealed cavity

that reduces the effects of pressure variations [2]. The long-term performance is

characterized at both 633 nm and 780 nm using the ADEV of the beat note and

of the lock signal. These studies suggest that reducing current noise and cavity

pressure are both important for improving the long-term stability of the laser system.

Further improvements at lower cavity pressures may be possible since performance

limitations appear to be related to outgassing. We incorporate the laser with a state-

of-the-art commercial gravimeter to demonstrate accurate measurements of gravity

that are relevant for natural resource exploration. The auto-locking features of the

laser are also potentially useful for realizing the basis of a LIDAR transmitter used

in remote sensing to detect trace gases. The versatility of the system has enabled

it to be integrated with tapered amplifier waveguides and acousto-optic switches for
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high-power, pulsed applications. These include industrial magnetometry [6, 7], precise

determinations of atomic lifetimes [94, 21], atom interferometry with cold atoms [1, 8],

and diagnostic experiments involving trapped atoms [95].

The laser characterization results presented here enabled gravimeter trials with a

laboratory prototype of the IF-based ECDL operating at 633 nm. The subsequent

success of the 780-nm IF-based ECDL has opened the door for future gravimeter trials

using portable engineering prototypes of these laser systems. Since the hyperfine

spectra of the 780-nm laser system are readily identifiable by inspection, it is easy

to verify (without relying on a wavemeter) that the auto-locking pattern-matching

algorithm is frequency stabilizing the laser to the desired peak. As a result, transition

frequencies obtained on the basis of femtosecond comb measurements can be readily

used as inputs to the gravimeter. However, the 780-nm laser systems cannot be used

in real-time beat note experiments with the He-Ne lasers that are already incorporated

with the Scintrex gravimeters. For this reason, the industrial partner Scintrex Ltd.

may prefer to utilize our 633-nm laser systems, despite significant challenges. Firstly,

the availability of reliable low-cost laser diodes remains a concern. Secondly, spectra

of repeating molecular series are nearly identical, thereby making it difficult for the

auto-locking algorithm to lock to the transition from a cold start of the laser without

reliance on a wavemeter. However, both 633-nm and 780-nm IF lasers are capable

of producing much more power than the iodine-stabilized He-Ne lasers, and thereby
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achieve better signal-to-noise ratios. As a result, we expect to continue trials of

portable engineering prototype laser systems with Scintrex gravimeters.

The atomic lifetime measurement presented in this work highlights the advantages

of the photon echo technique for achieving the most accurate determinations of such

lifetimes. In this thesis, we have reported a transit-time corrected value of 26.10 ns

with a statistical uncertainty of 0.03 ns (0.11%) in 4 hours of data acquisition for

the 85Rb 52P3/2 lifetime, acquired over several weeks. This determination is consis-

tent with the value represented in reference [25], but it disagrees with the results of

references [24, 70]. Furthermore, our best estimate of the statistical uncertainty of

0.013% from the ADEV floor value is only a factor of two larger than the statistical

uncertainty of the best lifetime measurement [69], which is indicative of the potential

of the photon echo technique. Our studies of the technical limitations supported by

a simple model suggest that the long-term stability is related to eliminating the tails

of optical excitation pulses. In Fig. 8.1 we present a possible scheme using a higher-

frequency (800 MHz) AOM to achieve even shorter (5 ns) excitation pulses. Since the

pulse bandwidth will be more than two times larger than in this work, we can also

anticipate an increase in the signal strength. An additional AOM that is also shown

in Fig. 8.1 will enable optically pumping atoms out of the F = 2 ground state in

85Rb and further increase the signal strength by a factor of two. A notable challenge

with this approach is that it is necessary to use suitable impedance-matched resonant
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Figure 8.1: A possible scheme for a future echo experiment involving shorter excitation

pulses generated by an 800-MHz AOM. We show both heterodyne and PMT detection

schemes. The set-up also involves an optical-pumping AOM to empty out the F = 2

ground state prior to applying the excitation pulses.
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cavities and RF switches with faster settling times to reduce the excitation pulse

widths by the desired factor of two compared to the experimental work presented

here. However, such improvements will not sufficiently eliminate the pulse tails, sug-

gesting that the feedback loop we have outlined based on our model in Chapter 7

offers a more effective solution for reducing the observed lifetime variations. Our

studies of the fractional uncertainty in the lifetime value show that the advantages

of the high repetition rate can be fully exploited to achieve a statistical precision of

0.03% for a single exponential decay recorded over ∼10 minutes if the long-term vari-

ations are eliminated. Exploration of systematic effects at such a level would open the

possibility of comparative measurements of the lifetimes of the Rb 52P3/2 and 52P1/2

levels for even more precise comparisons with theory that can serve as tests of the

standard model. Since the echo technique is generally applicable to low-lying, closed

transitions in atomic systems with large oscillator strengths, it could open the door

for a new round of such lifetime measurements. Although the echo technique can

achieve even lower fractional uncertainties for longer-lived lifetimes, its applicability

to upper-level transitions is possibly limited due to competing coherent optical effects

such as superradiance and superfluorescence [96] that also lead to rapid relaxation.

However, for specific level schemes, multi-step incoherent excitation can at least limit

the evolution of superradiant processes and create conditions for utilizing the echo

technique.
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A Applications of home-built ECDLs to

laboratory courses

One of the motivations of designing the IF-based ECDLs is to support our two

semester-long laboratory courses dedicated to laser spectroscopy and atom trapping.

These courses constitute a powerful approach for teaching experimental physics in

a manner that is both contemporary and capable of providing the background and

skills relevant to a variety of research laboratories. The courses are designed to be

accessible for all undergraduate streams in physics and applied physics, as well as

incoming graduate students. In the introductory course, students carry out several

experiments in atomic and laser physics. In a follow-up course, students trap atoms

in a magneto-optical trap (MOT) and carry out preliminary investigations of the

properties of laser-cooled atoms based on the expertise acquired in the first course. In

this appendix, I discuss my contributions to developing and refining these experiments

[15]. In particular, an optical tweezers experiment for trapping dielectric particles

in solution and in free space has developed into a full-fledged research project, as
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discussed in Chapter 1.

A.1 Description of experiments in the Laser Spectroscopy

course

We now provide an overview of the experiments in the Laser Spectroscopy course

along with concluding remarks about the relevance of these experiments to the Atom

Trapping course. All experiments reviewed in this section provide a suitable back-

ground for experiments with atoms in a MOT.

Most of the laser spectroscopy experiments in the course are carried out in Rb

vapour at room temperature using ECDLs. The energy level diagrams for the D2-

lines in 85Rb and 87Rb are shown in Fig. A.1(a). The Doppler-broadened absorption

spectrum obtained by scanning the ECDL several GHz over the Rb resonances in

a 5-cm long vapour cell at room temperature is shown in Fig. A.1(b). The Doppler

widths of the individual transitions (for example, the F = 3→ F ′ = 2, 3, 4 resonances

in 85Rb) can be obtained from background-subtracted fits. The calculated FWHM

for an isolated two-level atomic system at a wavelength of 780 nm and a temperature

of 300 K is 511.2 MHz. It is an interesting exercise to understand this discrepancy

using known frequency splittings between individual transitions that contribute to

the fitted line shape and the corresponding transition probabilities. The Doppler-
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free saturated absorption spectrum corresponding to the aforementioned resonance is

shown in Fig. A.1(c). A fit to the F = 3→ F ′ = 4 resonance is shown in Fig. A.1(d).

A.1.1 Emission and absorption spectroscopy and the electro-optic phase

modulator

Students are introduced to atomic structure and absorption and fluorescence spec-

troscopy in the first part of the experiment. The two measurement techniques are

compared and contrasted. A schematic of the experimental set-up is shown in Fig. A.2.

A weak probe beam is scanned across Rb resonances in a vapour cell and the absorp-

tion is detected by photodiode A. In this manner, the Doppler-broadened absorption

spectra from the ground states of 85Rb and 87Rb can be measured. The spectra are

fitted using Gaussian functions, as shown in Fig. A.1(b). The absorption of a weak

probe beam in the presence of a strong counter propagating pump beam is detected by

photodiode B showing Doppler-free resonances as shown in Fig. A.1(c). A Lorentzian

fit to a single resonance line is shown in Fig. A.1(d).

In a separate experiment, an electro-optic phase modulator (EOM) is placed in

the pump laser with the probe beams blocked [97, 98]. This commercially-available

modulator is tuned to a resonance frequency of 2.915 GHz. This value was chosen

corresponding to the difference between the F = 3 → F ′ = 4 and F = 2 → F ′ = 3

transitions in 85Rb, shown in Fig. A.1(a).

119



(a) (b)

0

(c) (d)

Figure A.1: (a) Energy level diagrams for 85Rb and 87Rb. The Rb reference cell

contains the two naturally-occurring isotopes in the number ratio of 72:28. (b) Oscil-

loscope trace of Doppler-broadened absorption spectra in 85Rb and 87Rb observed by

scanning the ECDL. The ground states corresponding to each peak are labelled. The

frequency interval between the two ground states in 85Rb is marked. The time axis can

be converted to frequency units based on the known separation between energy levels.

The FWHM extracted from a Gaussian fit of the F = 3 → F ′ = 2, 3, 4 resonance is

(735± 5) MHz. Based on Beer’s law, I = I0e
−α(ν)l, where α(ν) is the absorption coeffi-

cient, l is the length of the Rb cell, I0 is the incident intensity, and I is the transmitted

intensity.
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Figure A.1: (cont’d caption) We find that the maximum absorption corresponds to an

optical depth of α0l = 0.516±0.003, where α0 = α(ν0) and ν0 is the resonance frequency.

(c) Oscilloscope trace of Doppler-free spectrum for the 85Rb F = 3 → F ′ = 2, 3, 4

transitions. The frequency interval between the F ′ = 4 peak and the adjacent crossover

resonance is 60.4 MHz. (d) An expanded plot of the F = 3 → F ′ = 4 resonance line.

A FWHM of (12.7± 0.9) MHz is obtained from a Lorentzian fit. In general, this value

should have contributions from natural broadening (∼6 MHz), power broadening, and

laser linewidth.

In the EOM experiment, the pump beam intensity is fixed and the fluorescence

spectra from a detector at an angle of 90◦ [photodiode C in Fig. A.2] with respect

to the laser beam is monitored. Spectra are recorded with the EOM turned on and

off, as shown in Fig. A.3. New spectral features that are displaced by the operating

frequency of the EOM are produced. These features can be used to infer the efficiency

of the EOM. In addition, it is an interesting challenge to interpret the relative changes

in amplitudes of other spectral lines [97].

This experiment can also be carried out using a home-built EOM with a resonance

frequency of ∼ 20 MHz. The cost of the home-built EOM is approximately one sixth

of the cost of the commercial EOM [98]. For experiments with low-frequency EOMs,

it is necessary to measure Doppler-free absorption spectra (in the presence of pump
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Figure A.2: Saturated absorption set-up used in emission and absorption spec-

troscopy, Zeeman shift, and laser frequency stabilization experiments. A quarter wave-

plate represented by λ/4 is used to produce circularly-polarized laser beams. A half

wave-plate, represented by λ/2, is used to control the ratio of power reflected and trans-

mitted by the polarizing beam splitter. “A” and “B” represent photodiodes used for

recording absorption spectra. The absorption of a weak probe beam that serves as a

reference is recorded by photodiode A. The absorption of a weak probe beam in the

presence of a strong counter-propagating pump beam is recorded by photodiode B.

Electronic subtraction of the signals from these photodiodes gives a Doppler-free spec-

trum shown in Fig. A.1(c). Photodiode C is used to record right-angle fluorescence.

Locations of the EOM used in the emission and absorption spectroscopy experiment

and the solenoid used in the Zeeman shift experiment are shown by dashed lines. In

experiments with the EOM, the two weak probe beams are blocked and only the pump

beam remains on.
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Figure A.3: Fluorescence spectra from a pump laser beam passing through an EOM

and a Rb vapour cell. The laser is scanned over several GHz and a fluorescence signal is

recorded by photodiode C in Fig. A.2. The black curve shows the fluorescence with the

EOM off. The grey curve is obtained with the EOM on. The operating frequency of the

EOM is 2.915 GHz which represents the energy difference between the F = 3→ F ′ = 4

and F = 2→ F ′ = 3 transitions in 85Rb.

and probe lasers) to resolve the side-bands.

A comprehensive introduction to atomic level structure, Doppler-free spectra, and

cross-over resonances is provided in the laboratory manual [99] so that students can

interpret the results. A description of the lineshapes due to Doppler broadening

and natural broadening is also provided. A brief description of electro-optic phase

modulation and applications of EOMs is provided in connection with the last part of

the experiment.
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Knowledge of atomic level structure and frequency shifts of laser beams are crucial

for experiments in atom trapping since these experiments require frequency stabiliza-

tion and frequency tuning of a laser beam with respect to an atomic spectral line.

Trapping 85Rb atoms in a MOT requires a trapping laser to rapidly cycle atoms be-

tween the F = 3 and F ′ = 4 states and a second (repump) laser to optically pump

the F = 2 ground state. The laser frequencies can be derived from the same ECDL

using an EOM with an appropriate operating frequency.

A.1.2 Zeeman shift

In this experiment, the frequency shift of an atomic transition in Rb is studied

as a function of magnetic field strength [42]. The saturated absorption set-up shown

in Fig. A.2 is used to observe the Doppler-free Rb spectrum shown in Fig. A.1(c). A

solenoid is placed around the Rb vapour cell [see Fig. A.2] to produce a nearly uniform

magnetic field. The laser is scanned over the F = 3 → F ′ = 4 atomic resonance as

shown in Fig. A.1(a) and Fig. A.1(d). To measure the Zeeman shift of this spectral

line, spectra are simultaneously recorded with reference to a separate Rb vapour

cell under ambient conditions. This procedure is crucial for eliminating the effect

of laser frequency drifts. The magnetic field has been sufficiently large (> 1 Gauss)

to overwhelm the effect of the Earth’s field, but not large enough (< 30 Gauss) to

produce level mixing. It is also important to ensure that the circular polarization of
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both pump and probe beams are set so that they drive the same transition.

An example of the measured Zeeman shift plotted as a function of magnetic field

is shown in Fig. A.4. The slope is consistent with the expected Zeeman shift for

the F = 3,mF = 3 → F ′ = 4,mF ′ = 4 transition. This suggests that a system

consisting of seven independent transitions between the F = 3 and F ′ = 4 levels can

be modelled by a two-level system. We attribute this behaviour to two effects [42].

Firstly, for circular polarization, the transition probabilities increase for transitions

with higher magnetic quantum numbers. For example, the transition probability for

the mF = 3→ mF ′ = 4 spectral line is 28 times larger than the transition probability

for the mF = −3 → mF ′ = −2 spectral line. Secondly, if the beam diameter is

sufficiently large such that the transit time is comparable to the optical pumping time,

optical pumping during the scan time of the pump laser can preferentially populate

the F = 3,mF = 3 ground state. It is instructive to record the Zeeman shifts of

both Doppler-free and cross-over resonances with different polarization settings for

the pump and probe and compare the measured shifts with theory.

It is notable that the narrow laser linewidth and Doppler-free spectroscopy allow

the Zeeman shift to be characterized using a small wire-wound solenoid and a compact

set-up. In contrast, the Zeeman shift is typically studied in upper-year laboratories

using a discharge lamp source and a large water-cooled solenoid to generate magnetic

fields of ∼ 1 T.
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Figure A.4: The frequency shift of the F = 3 → F ′ = 4 transition as a function of

magnetic field. The frequency shift is obtained by recording the position of the spectral

line in a Rb cell placed in a magnetic field relative to the position of the spectral line

without a magnetic field. A value of (1.49 ± 0.08) MHz/G for the Zeeman shift is

found from the slope of a straight line fit. The expected value for the Zeeman shift of

the mF = 3 → mF ′ = 4 sublevel transition is 1.4 MHz/G. The horizontal error bars

are estimated to be ±5% and the vertical error bars are comparable to the size of the

points.
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In the final part of the experiment, the dependence of the width of a spectral line

on laser intensity is studied. In this case, the width of the Doppler-free resonance is

recorded as a function of the pump beam intensity, which is varied by using a λ/2

wave-plate and polarizing beam splitter at the entrance of the saturated absorption

set-up. Alternatively, optical neutral density filters can be introduced into the pump

beam. It is possible to infer the natural linewidth of the spectral line as well as the

saturation intensity of the transition from this data if the vapour cell is magnetically

shielded.

Background concepts related to the Zeeman shift, calculation of Landé g-factors

and power broadening are described in the manual. In this way, students are intro-

duced to the Zeeman shift, which is responsible for the restoring force in a MOT.

Additionally, the frequency shifts of laser beams used in atom trapping can be con-

trolled by Zeeman shifting spectral lines to which the lasers are locked [42].

A.1.3 Faraday isolator and Fabry-Pérot interferometry

Two separate experiments have been combined into this lab. In the first part, the

function of polarizing elements such as linear polarizers and wave-plates are reviewed.

Linearly- and circularly-polarized light are distinguished by measuring the transmis-

sion through a rotating polarizer attached to a compact motor. Since optical feedback

can alter or damage laser diodes, the utility of using an optical isolator consisting of
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Figure A.5: Experimental set-up for measurement of the laser linewidth using a FPI.

The grating in the ECDL cavity is bypassed by inserting a mirror attached to a remov-

able mount so that the linewidth of the free-running laser diode can be determined. This

configuration is shown by the dotted box. When the mirror is removed, the linewidth

of the laser is much smaller (∼ 1 MHz) due to the presence of grating feedback. Since

the FPI resolution is ∼ 60 MHz, only the instrument-limited linewidth is measured in

this case.

a polarizing cube and λ/4 wave-plate to reduce optical feedback is demonstrated.

This arrangement reduces optical feedback only for a particular polarization. Subse-

quently, students align a home-built Faraday isolator [100], a device that eliminates

optical feedback for all polarizations. The rotation angle and the isolation ratio of

the isolator are measured in the experiment.

In the second part of the experiment, light from the ECDL (linewidth ∼ 1 MHz)

is sent through a Fabry-Pérot interferometer (FPI) with a resolution of ∼ 60 MHz.
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The ECDL grating that provides optical feedback is bypassed so that the linewidth of

the laser becomes larger than the FPI resolution. The laser frequency is fixed and the

transmission spectrum of the FPI is recorded by scanning the spacing between the

cavity mirrors. The linewidth of the free-running laser diode can be estimated from

the transmission spectrum of the FPI. The experiment is repeated after the reintro-

duction of the grating. In this case, the instrument-limited resolution rather than

the laser linewidth is measured. A schematic of the experiment is shown in Fig. A.5

and representative FPI spectra are shown in Fig. A.6. The mode characteristics of

the ECDL can also be investigated by varying the diode current and temperature.

The operating principles and design of a Faraday isolator and essential properties

of the FPI are reviewed in the lab manual. The students are exposed to the properties

and characteristics of narrow linewidth ECDLs that are used for atom trapping.

A.1.4 Laser frequency stabilization and the lock-in amplifier

This experiment focuses on the use of a lock-in amplifier for frequency stabilization

of a diode laser. The saturated absorption set-up used in this experiment is shown in

Fig. A.2. The schematic for the feedback loop required to lock the laser frequency to

the peak of an atomic spectral line is shown in Fig. A.7.

In the first part of this experiment, students are guided through the essential

components of a lock-in amplifier, shown in Fig. A.8. Exercises include studying the
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Figure A.6: Transmission peaks obtained by operating the diode laser at a fixed

frequency and scanning the FPI. (a) FPI peaks without grating feedback. The measured

FWHM is (133.3±5) MHz. (b) FPI peaks with grating feedback. The measured FWHM

of (66.7 ± 3) MHz is comparable to the calculated resolution of the FPI. The value of

the free-spectral range of the spherical mirror FPI (c/4L), calculated on the basis of the

known cavity length of L = 7.5 cm, is ∼ 1 GHz. Since the separation between adjacent

transmission peaks is equal to the free-spectral range, it is possible to convert the time

axis into frequency units.
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Figure A.7: Set-up for laser frequency stabilization using a lock-in amplifier. The

modulation was provided by a function generator operating at ∼7 kHz. A scan con-

troller is used to scan the laser frequency at a rate of ∼10 Hz. An example of the

saturated absorption set-up is shown in Fig. A.2. A trace of the saturated absorption

signal obtained by scanning the laser over a single Doppler-free transition is shown.

For illustrative purposes, this trace was recorded with a large amplitude for frequency

modulation. The output of the lock-in amplifier generates the corresponding dispersion

shaped error signal. To lock the laser to the peak of this resonance line, the laser fre-

quency is centred on the resonance peak, and the scan amplitude is gradually reduced

(ideally to zero) before engaging the feedback loop.
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Figure A.8: Schematic diagram showing the essential components of a lock-in ampli-

fier.

performance of a phase shifter and radio frequency (RF) mixer. The phase shifter

consists of an analog circuit with a variable resistor that allows the phase shift imposed

on an RF waveform to be varied and calibrated. Two RF inputs, consisting of the

output of the phase shifter and the modulated absorption signal, are used as inputs to

the mixer. The mixer output is verified to scale as the cosine of the phase difference

between the two RF inputs.

In the second part of the experiment, a commercial lock-in module attached to the

laser controller is used to study the dispersion-shaped error signal shown in Fig. A.8.

For this experiment, the modulated saturated absorption signal and the modulation

from a built-in function generator are used as inputs to the lock-in. The dependence

of the error signal on lock-in phase is studied by scanning the laser across a suitable

atomic resonance, as shown in Fig. A.9. To lock the laser, the error signal is first

minimized by varying the phase, as shown in Fig. A.9(b). The phase is incremented
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Figure A.9: Lock-in output (error signal) obtained by scanning the laser across a res-

onance line for various phase shifts between the absorption signal and the modulation:

(a) φ = 0◦, (b) φ = 90◦ and (c) φ = 180◦.

by ±90◦ to maximize the error signal, as shown in Figs. A.9(a) and (c). It can be

determined that the laser will remain locked for one of these settings and that it

will be forced away from resonance for the other setting. To lock the laser, the scan

amplitude is reduced and the feedback loop is engaged by sending the error signal to

the laser. After locking the laser to a particular spectral line, the frequency stability

of the laser is determined by recording the fluctuations in the DC level of the error

signal, as shown in Fig. A.10. This figure also illustrates the frequency excursions of

the laser without feedback.

Atom trapping experiments require frequency stabilized lasers to drive specific

atomic transitions. The lab manual presents both a physical model of the error signal

[101], as well as a more mathematical treatment [102].
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Figure A.10: Lock-in error signal recorded with and without engaging the feedback

loop. For both parts of the trace, the scan amplitude has been turned off, whereas the

modulation remains on. The amplitude variations are mainly due to laser frequency

fluctuations, which are greatly reduced with the feedback loop engaged (lock on). Under

typical operating conditions, the diode laser remains locked for about 30 minutes.
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A.1.5 RF components and optical heterodyne detection

Students are introduced to the function of RF components in the first part of this

experiment. Simple experiments that utilize a voltage-controlled oscillator (VCO) are

used to understand working principles of amplifiers, mixers, power splitters, frequency

doublers, and TTL switches. For example, students can design a frequency doubler

by connecting two outputs of a power splitter into a mixer and filtering out the low-

frequency component. Other experiments include measuring the frequency range and

power output of a VCO and measuring the on/off ratio of RF pulses using a mixer

or a TTL switch.

In the primary experiment, a cw RF signal from an amplifier is used to drive an

AOM. Light from one of the ECDL-based experiments described previously is aligned

through the AOM. The first-order diffracted beam is rendered co-propagating with

the undiffracted beam using a combination of mirrors and a 50/50 beam splitter, as

shown in Fig. A.11(a). The undiffracted beam from the AOM serves as an optical

local oscillator (LO). A photodiode placed in the path of overlapped beams records

a heterodyne beat note at the RF frequency used to drive the AOM. Under typical

operating conditions, the intensity of the diffracted beam is comparable to that of

the undiffracted beam. If the AOM is driven at low power, the diffracted beam can

represent a weak signal. With the LO blocked, the photodiode can be used to detect
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the signal as a change in intensity. With the LO unblocked, the signal can be detected

by the presence of the beat note. Other extensions of this experiment could include

studying the size of the beat signal versus the power in the diffracted beam and

comparing the smallest signals that can be measured using heterodyne and intensity

detection.

The remainder of the experiment involves pulsing the RF signal driving the AOM

and recording the diffracted pulse detected by the photodiode. Pulsing the amplitude

of the RF signal from a VCO is accomplished using a function generator and a TTL

switch, as shown in Fig. A.11(a). The photodiode records a time-delayed optical pulse,

as shown in Fig. A.11(b). The envelope of the optical pulse exhibits the heterodyne

beat note. The time delay between the trigger pulse used to drive the AOM and

the corresponding optical pulse is measured. The distance between the transducer

attached to the AOM crystal and the laser beam is recorded. These measurements

allow the speed of sound through the AOM crystal to be inferred. The rise time of the

diffracted pulse can be used to measure the size of the laser beam passing through the

AOM. Additional exercises relating to this experiment could include demonstrations

of setting up AOMs in a dual-pass configuration [66].

The background covered in the lab manual includes the theory of Bragg diffraction

in an AOM and a derivation of the frequency shift of the diffracted beam based on

the first-order Doppler shift for sound waves. In the atom trapping course, students
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Figure A.11: (a) Heterodyne detection set-up. The incoming beam is generated by an

ECDL operating at 780 nm. The optical LO is the undiffracted beam from the AOM.

The first-order diffracted beam from the AOM is rendered co-propagating with the LO

using a beam splitter and mirrors so that a heterodyne beat signal can be detected by

the photodiode. The RF input to the AOM is either cw or pulsed, and the control

electronics are shown. The output of the TTL switch is an RF pulse that drives the

AOM. (b) The square pulse used to amplitude-modulate the AOM and corresponding

time-delayed optical pulse detected by the photodiode. The square pulse is the signal

input to the electronic TTL switch, which also triggers the oscilloscope. The optical

pulse exhibits a beat note at the AOM drive frequency. The time delay between the

onset of the square pulse and the beginning of the optical pulse is (3.45± 0.05)µs. This

delay is consistent with the estimated time for an acoustic wave to propagate from the

transducer at the edge of the AOM crystal to the location of the laser beam passing

through the AOM.
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use an AOM to derive the frequency-shifted trapping laser beam from a diode laser

locked to an atomic spectral line. The trapping laser can be amplitude modulated

for a range of cold-atom experiments.

A.1.6 Optical detectors

This experiment is designed to provide a working knowledge of three different

optical detectors: photodiodes, PMTs, and charged coupled devices (CCD cameras).

In a preliminary experiment, cw light intensity is measured using both photodiodes

and PMTs so that the dynamic range, saturation characteristics, and signal-to-noise

ratios associated with these detectors can be estimated. Using an AOM, it is also

possible to demonstrate pulsed detection. The response time of an optical detector

with a 1-MΩ termination resistance is measured. The time constant of the detection

system is modified by changing the termination resistor so that the rise time of the

optical pulse from the AOM can be measured.

A triggered CCD camera and frame grabber are used to measure the fluorescence

generated by an electron beam moving across the phosphor screen of an analog os-

cilloscope, as shown in Fig. A.12. The characteristic decay in fluorescence intensity

as the beam sweeps across the screen is shown in Fig. A.13. We find that the de-

cay time of the phosphor coating on the oscilloscope screen is strongly dependent on

both the electron beam intensity and the oscilloscope time-base settings. For this
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Figure A.12: A CCD camera and frame grabber are used to measure the fluorescence

of an electron beam as it sweeps across the screen of an analog oscilloscope. A pulse

generator is used to generate a TTL pulse that controls the shutter of the CCD camera.

measurement, we used an oscilloscope with a P31 phosphor.

Triggering the CCD prepares students for atom trapping experiments since pho-

tographing the electron beam fluorescence is analogous to photographing the ballistic

expansion of a cloud of laser-cooled atoms after turning off the confining forces. CCD

imaging is a standard technique used for measuring the temperature of trapped atoms

[103]. PMTs and photodiodes are also extensively used in atom trapping. For ex-

ample, a PMT can be used to measure trap fluorescence and estimate the number of

trapped atoms and a photodiode can be used for measuring the absorption spectrum

of the cold sample [23].
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Figure A.13: Intensity of fluorescence due to an electron beam sweeping across the

screen of a line-triggered oscilloscope recorded by a shutter-controlled CCD camera. The

dips in intensity correspond to the grid lines on the oscilloscope. The spacing between

the grid lines is determined by the time base setting of the oscilloscope, thereby allowing

the pixel axis to be converted to a time scale. The solid curve is the best fit to the data

based on a decaying exponential. The fit gives a decay time of (1.30± 0.03) ms.
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A.1.7 Gaussian beam propagation and optical fiber coupling

This lab builds on earlier experiments in second-year optics, where students are

introduced to techniques for obtaining the spatial profiles of laser beams. These

techniques include scanning a pinhole or knife edge across the profile of a beam while

measuring the transmitted intensity, or measuring the intensity through a series of

calibrated apertures centered on the beam. In this dissertation, all measurements of

the spatial profile are carried out using a commercially-available scanning knife-edge

beam profiler.

In the first part of the experiment, the spatial profile of a focused He-Ne laser is

measured along two orthogonal directions perpendicular to the direction of propaga-

tion of the laser beam. The measured beam size of a focused laser beam as a function

of position is shown in Fig. A.14(a). The Rayleigh range and beam divergence can

be determined from fits to the beam profile as a function of the distance from the

position of the focus.

The second part of the lab demonstrates how spatial filtering can be used to im-

prove the beam profile. Both pinhole filtering and optical fiber coupling are demon-

strated. Since the experiment involves very few optical elements and the laser beam

propagates over a limited distance on the optical table, a scratched cover slide is used

to distort the beam profile. The effect of spatially filtering this beam using an optical
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Figure A.14: (a) Beam radius, w, orthogonal to the direction of propagation as a

function of distance (z) from a 20-cm focal length plano-convex lens. The beam size

was measured using a scanning knife-edge beam profiler. The position z = 0 represents

the focal spot. The solid line is a fit to the equation w = w0[1 + (z− z1)2/z2
0 ]1/2, where

z0 = πw2
0/λ. Here, w0 is the minimum beam radius, z0 is the Rayleigh range, and z1 is

an offset that specifies the location of the minimum beam radius from the origin. The

fit gives w0 = (58.7±1.3) µm, z0 = (5.8±0.2) cm, and z1 = (4.6±0.8) mm. (b) Spatial

profile of a laser beam before (black) and after (grey) passing through an optical fiber.

The profile at the entrance to the fiber was obtained by distorting the beam using a

scratched cover slide. The profiles represent the analog outputs of a scanning knife-edge

spatial profiler.
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fiber is shown in Fig. A.14(b).

Further appreciation of spatial profiles is emphasized in the atom trapping exper-

iment, since the number of atoms that can be trapped in a MOT depends critically

on the beam profile.

A.1.8 Vacuum components and pumping techniques

This experiment provides a working knowledge of some vacuum pumps and pump-

ing techniques. The experimental set-up is shown in Fig. A.15. In the first part of

the experiment, students use a roughing pump to pump on a vacuum chamber with

a volume of ∼13 L. The pumping speed is investigated with different bellows hose

lengths, apertures, and leaks. In all these cases, the decrease in the fore line pres-

sure is measured as a function of time using a Pirani gauge and a stopwatch. We

find that the change in pressure can be suitably modelled as a decaying exponential

immediately after the pump down commences. For the geometry with the highest

pumping speed, the transition from the viscous flow regime to the molecular flow

regime is estimated to occur for pressures less than 10 mTorr. In the second part of

the experiment, the vacuum chamber is pumped using a roughing pump in series with

a turbo pump to a pressure of ∼ 10−6 Torr. The effect of outgassing is illustrated by

valving off the turbo pump and by heating parts of the vacuum chamber.

The theoretical background in the laboratory manual includes a discussion of both
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Figure A.15: Vacuum system used in the experiment. In the first stage of the experi-

ment, valves B and C are closed and the chamber is pumped directly using the roughing

pump. In the second stage, valve A is closed and the chamber is pumped by the turbo

pump in series with the roughing pump.

continuum and molecular flow regimes, mean free path, and the effect of the diameter

and the length of a hose on the conductance. The principles of operation of roughing

pumps, turbo pumps, diffusion pumps, and entrapment devices such as ion pumps and

cryogenic pumps are reviewed. A few common types of pressure gauges are discussed.

This experiment provides a suitable background for understanding the conditions in

the small volume vacuum chamber used for atom trapping experiments.

A.1.9 Optical tweezers

We have also introduced an optical tweezers experiment based on reference [104].

A suspension of polystyrene beads (∼1-2 µm in diameter) in saline solution is placed
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in a channel on a cover slide attached to a translation stage, as shown in Fig. A.16.

The beads can be viewed on a CCD camera using a backlight for shadow imaging,

as shown in Fig. A.17(a). The beads are trapped using light from a diode laser that

outputs ∼ 50 mW of power at a wavelength of λ = 532 nm. Most of the laser light

incident on a dichroic mirror [oriented at 45◦ as shown in Fig. A.16] is focused onto

the sample using a microscope objective. A lens mounted on a rail is used to adjust

the size of the beam at the entrance to the objective. A small fraction of the back-

scattered light from a trapped bead will pass through the dichroic mirror, along the

line of sight associated with the backlight. The position of the bead can be tracked

using the CCD camera. A LabVIEW interface displays an image of the trapped bead

obtained by subtracting the background light, as shown in Fig. A.17(b). The interface

allows the data associated with the trapped bead to be displayed either in real time

or after the acquisition of a number of frames. Fig. A.17(b) also displays the spatial

profiles of light reflected off a trapped bead along two orthogonal directions. These

plots represent pixel readouts along directions marked by cursors placed on the image

of the trapped bead. Due to the relatively slow processing time of the CCD camera,

the data representing the bead positions are well separated in time (∼15 ms) so that

correlation effects can be ignored.

Fig. A.18(a) shows the mean-squared displacement of the bead (calculated in soft-

ware) as a function of the inverse laser power. The spring constant, ks, of the harmonic
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filter

Figure A.16: Schematic diagram of the optical tweezers experiment. The laser source

is a diode laser operating at λ = 532 nm. The dichroic mirror ensures that most of

the laser light reaches the microscope objective. The rail lens is used to vary the size

of the laser beam. The objective focuses the laser beam to a spot size of ∼3 µm. The

sample of polystyrene glass beads in saline solution is placed at the focal spot of the

laser. The sample is uniformly illuminated by a backlight. Light from this lamp source

passes through a condenser lens and the sample. After passing through the microscope

objective, it is imaged on a CCD camera. With the laser blocked, the CCD camera

can image the glass beads suspended in solution. When the optical dipole force trap is

aligned, the dichroic mirror and dichroic filter ensure that a small fraction of the light

scattered by the trapped beads reaches the CCD camera. The scattered light follows

the same optical beam path as the backlight and is sufficiently intense for the trapped

bead to be imaged.
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(a) (b)

Figure A.17: Display of the LabVIEW interface used to record and analyse CCD

images of the trapped beads. (a) Image of beads suspended in solution. (b) The upper

frame shows the image of a 2-µm diameter trapped bead. The corresponding intensity

profile is displayed in the lower frame.
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potential associated with the dipole force trap is proportional to laser intensity. There-

fore, the mean-squared displacement is inversely related to laser power in a manner

consistent with expectations. The spring constant of the dipole force trap as a func-

tion of the laser power is shown in Fig. A.18(b). The spring constant was calculated

by using the equipartition theorem and the measured mean-squared displacement.

As expected, we find that the spring constant varies linearly with laser power.

The same set-up can also be used to measure the autocorrelation function of a

trapped bead. In this case, a position sensitive detector (PSD) with a response time

of ∼100 µs is used to track the bead position. The PSD is placed at the location of

the backlight. To ensure a sufficient signal-to-noise ratio, an iris is placed in front

of the PSD to eliminate background light. Fig. A.18(c) shows the bead displacement

measured by the PSD over a time scale of 45 ms. An autocorrelation function can be

calculated from this data, as shown in Fig A.18(d). The correlation time τc is inferred

by fitting the data to a Lorentzian function [104]. Fig. A.18(e) shows the correlation

time τc as a function of the laser power. The inverse dependence is consistent with

the prediction for τc = γ/ks. Here, γ is the damping rate due to collisions with the

solute molecules and the trapped bead.

An even more popular variant of this experiment has been added to the course,

which allows students to trap micron-sized particles in free space using the same

diode laser, as shown in Fig A.19(a). The simplest particles to trap are carbon-based
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Figure A.18: (a) Mean-squared displacement as a function of inverse laser power.

The power represents the measured value at the entrance to the microscope objective.

Only ∼50% of the light reaches the sample. (b) Spring constant of the dipole force

trap as a function of laser power. The horizontal axis has not been corrected for the

power loss at the microscope objective. The points representing the spring constant

are calculated from the data in part (a) on the basis of the equipartition theorem. (c)

Signal from the PSD which represents the position of the bead as a function of time.

149



Figure A.18: (cont’d caption) (d) Auto-correlation function (black) calculated from

the PSD signal by fitting to a Lorentzian (gray) for a small section of the data such as

in part (c). The horizontal axis represents the time lag between the data points in the

record. The fit gives a correlation time τc = (0.422 ± 0.005) ms. (e) Correlation time

as a function of laser power.

ink particles ablated from the surface of a permanent marker or saturated cotton

swab. The particles are trapped near the location of the minimum beam waist. A

plastic enclosure with glass-slide “window” is used to surround the region around

the trap to shield the droplets from air currents. Particles can also be introduced

into the trapping beam by atomization through one of the windows. In this manner,

we have been able to measure the spring constant of the traps for different particles

such as charcoal, graphite, and carbon black ink, as shown in Fig. A.19(b). However,

the light intensity scattered by these particles is significantly smaller than the light

scattered by the polystyrene beads. As a result, measurements of the autocorrelation

function could not be carried out. In the recent past, we have overcome this limitation

by using a CMOS camera that has the desired light sensitivity and can operate at

rates of up to ∼300,000 fps, which is even faster than the response time of the PSD.

Therefore, real-time imaging of a number of trapped particles has become possible.

Using these results, we are in the process of measuring the damping rate γ using
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Figure A.19: (a) Modified experimental set-up for free-space trapping experiment.

(b) Spring constant of the dipole force trap as a function of laser power for a charcoal

particle confined in free space. The horizontal axis has been corrected for the power

loss of the microscope objective.

two independent techniques. In the first case, we combine the time constant of the

autocorrelation function and the spring constant, as in my preliminary experiments.

In the second case, we either drop the particle after switching off the laser field and

track its motion, or construct the trajectory of the particle being restored to the

center of the trap when the laser field is turned back on. Both these experiments

should allow γ to be determined independently.

The lab manual provides an introduction to the origin of the optical dipole force

(ODF) on glass beads and discusses the mechanism by which the ODF can trap neu-

tral atoms. The techniques used in this experiment are widely applied in biophysics
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to manipulate proteins, DNA, and other organic molecules that can be tethered to

glass beads [105, 106]. This experiment has additional relevance to atom trapping,

since neutral atoms that are laser cooled and trapped in a MOT can also been loaded

into an ODF trap, also known as a far-off resonance trap (FORT). FORTs can be

designed to have large potential-well depths and have the advantage of low scattering

rates in comparison to MOTs.

A.2 Description of experiments in the Atom Trapping course

The following section provides a description of the experiments in the Atom Trap-

ping course. These experiments provide a suitable background for realizing a MOT

and outline methods for characterizing the properties of the atom trap, such as atom

number, trap size and density, and trap temperature.

Fig. A.20(a) shows a picture of the atom trapping apparatus. The stainless-steel

vacuum chamber has eight symmetrically-aligned view-ports in the horizontal plane

and two view-ports along the vertical axis. Six view-ports are used by the three pairs

of orthogonally-directed trapping beams. Two view-ports in the horizontal plane are

used for detection of trap fluorescence using a photodiode, and for CCD imaging of

the atom cloud, as shown in Fig. A.20(b). The two remaining view-ports can be used

for experiments such as absorption spectroscopy with a probe laser.

Typically, it takes a few weeks to prepare a vacuum system that is suitable for
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Figure A.20: (a) A portion of the atom trapping set-up. A pair of anti-Helmholtz coils

is used to apply a magnetic field gradient. Two pairs of the trapping beams are aligned

in the horizontal plane between the anti-Helmholtz coils. An orthogonal trapping beam

is aligned along the vertical. (b) Image of trapped 85Rb atoms recorded by a CCD

camera. An optimized trap has a 1/e2 cloud radius of ∼1 mm and holds ∼107 atoms.

The CCD image of the trap in part (b) is saturated, thereby causing blooming.
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atom trapping. The vacuum system is initially pumped down using a turbo pump

and baked at ∼100◦C for a few weeks so that the base pressure is ∼10−9 Torr at the

end of the bake-out. The turbo pump is then disconnected and an ion pump with a

pumping speed of 8 litres per second is used to maintain the vacuum. The Rb source

consists of a sealed ampoule that is fused to a glass-to-metal adapting flange. The Rb

source can be fabricated in a glass shop using a commercially-available ampoule and

a glass-to-metal adapter. The seal can be broken in vacuum by using a magnet to

manipulate a glass-enclosed magnetic striker. During the atom trapping experiments,

the typical vapour pressure of Rb atoms in this chamber is ∼5 ×10−8 Torr.

The number of atoms that can be accumulated in a MOT can be optimized by

maximizing the laser-cooling force and the atom-trapping force. The trapping beam

diameter, which is set by the available power and laser detuning, determines the

laser-cooling force [107]. Typically, the atom-trapping force can be maximized under

conditions in which the Zeeman shift is comparable to the Doppler shift. For 85Rb

atoms, this is achieved using a magnetic field gradient of ∼10 G/cm. The anti-

Helmholtz coils of the MOT shown in Fig. A.20(a) (diameter ∼20 cm, ∼140 turns)

can produce the required magnetic field gradient with an operating current of ∼5 A.

The coils can be constructed by winding magnet wire on a plastic or metal frame.

For a multi-level atom such as 85Rb exposed to a high-intensity laser beam, the

laser-cooling force is maximized [108] for a trap laser detuning of ∼ 15 MHz below
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the F = 3 → F ′ = 4 cycling transition [see Fig. A.1(a)]. A second (repump) laser

is tuned to the F = 2 → F ′ = 3 transition to optically pump atoms out of the

F = 2 ground state. The recommended power in the trapping laser is > 50 mW.

For a trapping beam with 50 mW of power and a diameter of ∼1 cm, we find that a

repump laser power of ∼1 mW is sufficient. We find that the experiments described

in the next section of this dissertation can be carried out without the need to actively

lock the repump laser due to the power available (∼50 mW). However, the repump

laser frequency is carefully monitored to ensure that it coincides with the resonant

frequency. The number of trapped atoms can be maximized if the repump laser is

combined with the trapping beams along all three axes using polarizing beam splitters.

However, it is possible to operate the MOT even if the repump laser is aligned along

a separate axis through the center of the chamber.

The trapping laser is aligned along three orthogonal directions of the trapping

chamber using polarizing cube beam splitters and λ/2 wave-plates to control the

relative intensities in each direction. At the entrance to the trapping chamber, each

incident beam is circularly polarized using a λ/4 wave-plate and aligned through the

centers of the view-ports. After passing through the chamber, each beam is directed

through another λ/4 wave-plate and retro-reflected. This alignment ensures that the

polarization of the MOT laser beams is set to a σ+–σ− configuration along each

orthogonal direction. The incident and retro-reflected beams have opposite angular
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momentum with respect to the axis defined by the incident beam. Due to quantum

mechanical selection rules, these beams drive atomic transitions between hyperfine

states with magnetic quantum numbers that differ by ∆mF = ±1, provided that the

quantization axis is collinear with the axis of propagation.

Maxwell’s equations ensure that the magnetic field gradients along the three or-

thogonal directions satisfy the condition that ∇ ·B = 0. Therefore, it is necessary to

ensure that two of the incident trapping beams in the horizontal plane have the same

angular momentum due to cylindrical symmetry. The third incident beam (along the

vertical axis in this case) is set with the opposite angular momentum. The orienta-

tions of the first λ/4 wave-plate in each of the incident beams should be set carefully

to ensure circular polarization. However, the σ+–σ− configuration for a MOT can be

achieved for any orientation of the second λ/4 wave-plate.

The MOT is formed at the location where the magnetic field is zero. Therefore, it

is important to align the anti-Helmholtz coils so that the field is zero at the center of

the apparatus. It is also important to ensure that the laser beams are centred at this

location. Ideally, the Earth’s magnetic field, which shifts the position of zero field,

should be cancelled at the center of the chamber using three pairs of Helmholtz coils.

However, cancellation of ambient fields is generally not required in an instructional

experiment.

We have described the standard configuration used for a vapour-cell loaded MOT
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[109], in which the repump laser is derived from a separate diode laser. Other pos-

sible configurations include a system of pyramidal mirrors that ensure the MOT is

automatically aligned if the incident beams are directed along the appropriate axis

[110]. It is notable that miniaturized vacuum chambers using epoxied glass sheets

have been used [111]. It is also possible to introduce an EOM in the trapping laser

to generate a side-band that corresponds to the repump transition frequency.

We now provide a step-wise description of the stages involved in the Atom Trap-

ping experiment. A small fraction of laser light is required for setting up saturated

absorption for both trap and repump lasers. The repump laser is tuned to resonance

with the F = 2 → F ′ = 3 transition in 85Rb. The trap laser is locked to the peak

of a crossover transition ∼ 60 MHz below the F = 3 → F ′ = 4 transition in 85Rb

[see Fig. A.1(c)]. Most of the trap laser light is aligned through a single-pass AOM

operating with a frequency up-shift of ∼45 MHz so that the laser frequency of the

diffracted beam is ∼ 15 MHz below the F = 3 → F ′ = 4 resonance. The diffracted

beam serves as the trapping laser, and it can be conveniently amplitude modulated

using the AOM. This beam is combined with the repump laser using a polarizing

beam splitter. The combined beams are split into three paths and aligned through

the vacuum chamber. Ideally, the retro-reflected beams should be aligned collinear

within a few milliradians with respect to the incident beams. Spatial filtering of the

beams using fibers can result in a significant increase in the number of trapped atoms.
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However, we avoid the use of fibers since there is a 50% reduction in laser power and

increased experimental complexity. The polarization of the three orthogonal trapping

laser beams can be conveniently determined throughout the beam paths by measuring

the optical transmission through a rotating polarizer.

The next step involves the calibration and alignment of the anti-Helmholtz coils.

The Rb source is gently heated so that the fluorescence associated with laser beams

passing through the vacuum chamber is visible on a monitor or on a hand-held view-

scope sensitive to near-infrared light. If the frequencies of the lasers are adequately

controlled and the optical alignment is satisfactory, a MOT can be observed with

very few permutations to the experimental configuration. These involve switching

the polarization state of the vertical trapping beams between two orthogonal circular

polarizations and reversing the direction of current through the anti-Helmholtz coils.

A.2.1 Experiments with laser-cooled atoms

After optimizing the MOT, a number of straightforward experiments relating to

the properties of cold atoms are carried out. All these experiments can be performed

by monitoring the fluorescence of the MOT using a PMT or amplified photodiode

and determining the cloud radius using steady-state images captured by the CCD

camera, similar to Fig. A.20(b). Examples include tuning the lasers to trap 85Rb

and 87Rb isotopes, studying the atom number as a function of the magnetic field
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gradient and laser frequency, measuring the atom number and atomic density us-

ing the trap fluorescence and cloud radius, determining the temperature of trapped

atoms and gravitational acceleration by photographing the ballistic expansion of the

trapped cloud, investigating optical pumping by turning off either the trap or repump

lasers, measuring the effect of collisions from the loading rate of the trap, probe-laser

spectroscopy, and investigation of the spring constant of the trap. We now review a

selection of the aforementioned experiments using 85Rb atoms.

Fig. A.21(a) shows the steady-state atom number, Nss, as a function of trap laser

power for a fixed trap laser detuning and trapping beam diameter. The experiment is

carried out with trap laser intensities that are significantly larger than the saturation

intensity Isat for 85Rb atoms (Isat = 1.67 mW/cm2 for the F = 3,mF = 3 → F ′ =

4,mF ′ = 4 transition). Under these conditions, it has been predicted that the optimal

detuning should be ∆ = −2.5Γ [108, 107], which is the value used in this experiment.

The data shows that the atom number saturates as the trap laser power is increased.

This is a result of the excited-state population saturating for intensities I � Isat. The

ratio I/Isat can be used to quantify the radiation pressure force on atoms.

To understand the steady-state atom number, we note that the MOT operates

by slowing and trapping atoms in the low velocity tail of the speed distribution of

the background Rb vapour. The trapping beam diameter determines the maximum

velocity of atoms (the capture velocity, vc) that can be trapped. The steady-state
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(a) (b)

Figure A.21: (a) Steady-state atom number as a function of trap laser power. The

atom number is inferred by recording the trap fluorescence on a photodiode. The voltage

recorded by the detector can be converted into atom number. The maximum voltage

corresponds to an atom number of ∼ 107. Since the trap laser is retro-reflected through

the vacuum chamber, the laser power incident on the atoms is approximately twice the

trap laser power. (b) Atom number as a function of repump laser power. For both of

these experiments, the trap laser detuning was fixed at 15 MHz below resonance, the

trapping beam diameter was ∼0.90 cm, and the magnetic field gradient was ∼ 7 G/cm.
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atom number is related to the capture velocity throughNss = (d2/σ)(vc/u)4 [112, 113],

where d is the diameter of the trapping beams, σ is the cross-section for collisions

with “hot” background atoms, and u is the most probable speed of the background

atoms (u ∼ 242 m/s for 85Rb at T = 300 K).

The repump laser is combined with the trapping laser along all three orthogonal

directions. Fig. A.21(b) shows Nss as a function of the repump laser power. Under

these conditions, atoms can be cooled over the entire volume of Rb vapour that is

illuminated by both trap and repump lasers. The data shows that the atom num-

ber saturates with an increase in repump laser power, thereby confirming that the

atom number is not limited by repump laser intensity. Under these conditions, the

experiment achieves complete optical pumping out of the F = 2 ground state.

For dilute traps (optical depth less than unity), photons that are absorbed and

emitted by trapped atoms are not re-absorbed by other trapped atoms. Under these

conditions, the density of the trap should increase as the atom number is increased

[103]. As radiation trapping becomes important, the density of the cloud is expected

to saturate, indicating that the cloud volume increases with an increase in atom

number due to the outward pressure from re-scattered photons [114]. The data in

Fig. A.22 is consistent with these expectations. Here, the atom number is varied by

changing the trap laser power. Fig. A.22 also shows that the data is independent of

repump laser power. The average density is calculated by combining the atom number
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measured from trap fluorescence and the cloud radius measured using a CCD camera.

Since the trap density is relatively low, the power requirements for the repump are

very modest.

It is possible to obtain atom numbers of ∼ 109 by using larger trapping beam

diameters. Under these conditions, it is possible to observe a “bounce trap” [115] if

the repump laser intensity is lowered. In this situation, the repump light is highly

attenuated at the center of the cloud due to absorption. Only atoms in the outer

shell that are cycled on the F = 3 → F ′ = 4 transition by the trapping laser

contribute to the trap fluorescence, leaving the atoms at the center of the cloud

predominantly optically pumped into the F = 2 ground state. As a consequence, the

trap fluorescence can scale linearly as a function of the surface area of the cloud. In

contrast, if the repump laser intensity is large, the trap fluorescence can scale linearly

with the cloud volume. However, to study these trends, it is important to consider

a suitable method of changing the steady-state atom number without independently

changing the cloud size.

The capture velocity for a MOT is a non-linear function of the trapping beam di-

ameter. As a consequence, the atom number is predicted to scale as dx, where d is the

trapping beam diameter, and x typically ranges from ∼3 to 4 [113, 107]. The variation

in x arises because the atom number must be optimized for a given trapping-beam

diameter by varying the detuning, trap laser intensity, and magnetic field gradient.
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Figure A.22: Variation in average density as a function of atom number. The atom

number, inferred from trap fluorescence, was varied by changing the trap laser power.

The trap laser detuning was fixed at 15 MHz below resonance, the trapping beam

diameter was ∼ 0.90 cm, and the magnetic field gradient was ∼ 7 G/cm. Three different

repump laser powers were used: (0.6± 0.06) mW (red squares), (1.0± 0.1) mW (green

circles), and (50± 5) mW (blue triangles). The cloud radius was determined from fits

along two dimensions that were summed in quadrature. (b) Spatial profile of the cloud

obtained from a CCD camera image for a trap laser power of (75 ± 7) mW, repump

laser power of (50 ± 5) mW, and a magnetic field gradient of ∼ 7 G/cm. The vertical

axis represents the intensity obtained by integrating pixel values. A Gaussian fit gives

a 1/e2 cloud radius of (0.66± 0.01) mm.
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(a) (b)

Figure A.23: (a) Atom number as a function of iris diameter, d. The data shows a

sensitive dependence on the beam size. For a well-aligned trap and a well-centred iris,

the atom number can be expected exhibit a power-law dependence shown by the solid

line. For this experiment, the trap detuning was set to 15 MHz below resonance, the

trap laser power was ∼ 65 mW, the repump laser power was set at ∼ 15 mW, and the

magnetic field gradient was ∼ 7 G/cm. (b) Cloud radius (1/e) as a function of magnetic

field gradient along the vertical direction. For this data, the trap laser power was fixed

at ∼ 75 mW and the trap laser detuning was ∼ 15 MHz below resonance with a beam

diameter of ∼ 1.0 cm. The repump power was ∼12 mW.

The sensitive dependence of the atom number on the trapping-beam diameter can

be studied by varying the size of an aperture that is centred on the trapping beam.

Fig. A.23 shows a strong dependence of the atom number on beam diameter. The

atom number falls to zero for a finite beam diameter due to misalignment.

For a small atom number, the linear variation of the density with atom number

in Fig. A.22(a) suggests that radiation trapping does not affect the cloud radius for
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this data set. As a result, we assume that the temperature of the trapped atoms is

not affected by the absorption of re-scattered photons [103]. Careful measurements

of the temperature in reference [103] suggest that the effects of radiation trapping

influence the temperature even in the linear regime.

If the temperature is assumed constant, the equipartition theorem can be used to

argue that the cloud radius should scale as
√

1/(dB/dz) [103, 116]. This is because

kBT = ksr
2, where ks is the spring constant of the trap (which is directly proportional

to the magnetic field gradient [108]) and r represents the cloud radius. Although it

can be challenging to confirm the predicted trend, typical data shown in Fig. A.23(b)

qualitatively confirms expectations that the cloud radius decreases monotonically

with increasing magnetic field gradient. This is because the stiffness of the trap

is proportional to the magnetic field gradient. For an optimally-aligned trap, the

position of the centroid of the cloud should not change when the magnetic field

gradient is increased. Therefore, studies as a function of magnetic field gradient are

also useful as a test of alignment.

Fig. A.24 shows the decay of the fluorescence from the trap after turning off the

repump light reaching the trap using an AOM. The AOM has a switching time of

< 1 µs. The decay represents optical pumping to the F = 2 ground state. Atoms

in this state do not interact with the trap laser. The data is fitted to an exponential

decay to determine the optical pumping time. The value obtained from the fit is
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Figure A.24: Fluorescence from the F = 4→ F ′ = 3 transition as a function of time

after blocking the repump laser. An exponential fit gives a time constant for the decay

of (42.42 ± 0.05) µs. The trap laser power was (75 ± 7) mW, the repump power was

(50± 5) mW, and the magnetic field gradient was ∼ 7 G/cm.

consistent with the expected time for optical pumping based on a three-level model.

This data is a clear signature of optical pumping, as the time scale for atoms to leave

the trapping volume is much longer. This experiment also illustrates the importance

of using a repump laser. An important precaution for this experiment is that the time

for shutting off the repump laser must be much shorter than the optical pumping time.

Fig. A.25(a) shows a measurement of the loading time of the trap obtained with a

separate set-up. To record this data, the magnetic field gradient was initially turned

off, with the trap and repump lasers on. In this manner, the trapped atoms were

allowed to escape from the trapping volume. The magnetic field gradient was then
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(a) (b)

Figure A.25: (a) Loading curve for the MOT. The data was recorded for a fixed nRb.

A fit to the functional form described in text gives Γ−1 = (1.17± 0.03) s. (b) Variation

of the collisional rate with background fluorescence, which is proportional to nRb.

turned on and the atom number was recorded as a function of time. Alternatively,

the magnetic field gradient and repump lasers can be left on, and the trap laser can

be amplitude modulated. This approach makes it easier to trigger the experiment.

However, it is necessary introduce an RF switch and pulse generator for amplitude

modulation.

The loading rate of a vapour-cell loaded MOT can be modelled by a differential

equation of the form dN/dt = R − ΓN [109]. Here, N is the atom number, R =

nRbd
2v4
c/u

3 is the capture rate of atoms from the background, nRb is the background

density of Rb atoms, and Γ is the collisional rate of cold atoms with background Rb

vapour. This equation assumes that there are no collisions between cold Rb atoms

that can also result in a change in the atom number. The solution to this differential
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equation is N(t) = Nss(1− e−Γt), where Nss = R/Γ is the steady-state atom number.

The data shown in Fig. A.25(a) is well modelled by N(t). The collisional rate Γ can

be extracted by fitting the data to the prediction for N(t).

Loading curves such as those shown in Fig. A.25(a) can be recorded for different

background Rb densities by varying the temperature of the Rb source. Since Rb

has an appreciable vapour pressure at room temperature (3 × 10−7 Torr) and since

the melting point of Rb is 312.5 K, only a small variation in the temperature of

the Rb source is required to affect a significant change in the background density.

Fig. A.25(b) shows that the collisional rate is a linear function of the background Rb

density, nRb. The relative density was monitored by measuring the fluorescence at

the center of the cell. The measured trend is consistent with expectations, since the

variation of Γ as a function of density can be described by Γ = nRbσvrel. Here, σ is

the cross-section for collisions between background and laser-cooled Rb atoms, and

vrel is the relative velocity between colliding atoms.

It is also an interesting exercise to monitor Nss as a function of the change in

background fluorescence due to an increase in the temperature of the Rb source. For

low background density, Nss increases because the increase in the capture rate R is

larger than the increase in the collisional rate Γ. As the background density increases

further, the trap loads faster, and Nss can be observed to decrease.

If the MOT is carefully aligned, it is possible to observe an optical molasses due
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to the damping force of the laser beams by turning off the magnetic field gradient.

Fig. A.26(a) shows the molasses decay time for typical operating conditions. The

decay is monitored by recording the fluorescence associated with cold atoms after the

magnetic field gradient is turned off. The relatively fast decrease in trap fluorescence

is primarily due to imbalances in the forces due to trapping beams and the failure

to cancel background magnetic fields. Typically, the molasses decay time can be

extended to several seconds by improving the alignment and cancelling background

magnetic fields such as the Earth’s field. For these reasons, monitoring the molasses

decay time can be a sensitive test of MOT alignment. This experiment was carried out

by turning off the power supply driving the anti-Helmholtz coils. The time constant

for turning off the current is determined primarily by the self-inductance of these coils.

However, this time scale is generally much smaller than the time constant associated

with molasses decay. It should be noted that in research labs, magnetic field gradients

can be turned off on sub-millisecond time scales using field effect transistors (FETs)

or insulated gate bipolar transistors (IGBTs).

Fig. A.26(b) shows a measurement of the temperature of the trap using the release

and re-capture technique [117]. With the repump laser and magnetic field gradient

on, the trap laser is pulsed off, allowing atoms to leave the central region of the MOT

before the remaining atoms are recaptured by the trap light turning back on. The

atom number remaining in the central region is measured by varying the “off” time
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(a) (b)

Figure A.26: (a) Measurement of the optical molasses decay time. A fit to a decaying

exponential gives a 1/e time constant of (0.165±0.002) s. (b) Measurement of the tem-

perature of trapped atoms using the release and re-capture method. The vertical axis

represents the fraction of re-captured atoms. The horizontal axis is the free-expansion

time. A determination of the most probable speed u from the fit gives a temperature

T = (420± 20) µK.
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of trap laser light and recording the fluorescence at the time of trap laser turn on.

For this experiment, the central region is carefully imaged on an optical detector.

Ideally, the repump laser and the magnetic field gradient should also be turned off.

However, it is not critical to do so since these parameters have a small effect on

the temperature. Turning off the magnetic field gradient and repump laser requires

additional equipment. The temperature of the trapped atoms, T , is determined by

fitting to an expression of the form [Rd/R(t)]3, where R(t) =
√
R2

0 + (ut)2. Here, Rd

is the radius of the detection volume, R0 is the initial cloud radius, u =
√

2kBT/M

is the most probable speed, and M is the atomic mass. A more complete expression

for R(t) can be derived on the basis of references [118, 119].

We note that there are several methods for measuring the temperature of the

trapped atoms. For example, references [118, 119] describe time-of-flight techniques

used in references [103, 116]. However, these experiments require additional lasers,

changes in alignment, and synchronized timing for CCD imaging. Therefore, we find

that the release and re-capture technique is generally best suited for an instructional

environment.

MOTs are also well suited for several additional experiments including trapping

87Rb and spectroscopy of cold atoms. Absorption spectroscopy can be carried out by

scanning the frequency of a probe laser across Rb resonances and comparing it with

the saturated absorption spectrum at room temperature. Alternatively, fluorescence
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measurements can be carried out by slowly sweeping the trap laser across resonance

after the atoms have been trapped.
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