UNIVERSITA DEGLI STUDI DI GENOVA

SCUOLA POLITECNICA

DIME
Dipartimento di Ingegneria Meccanica, Energetica,
Gestionale e dei Trasporti

PhD THESIS
IN

MATHEMATICAL ENGINEERING AND SIMULATION
Simulation applied to military sector - tactic and strategic

MODELLING & SIMULATION HYBRID
WARFARE
Researches, Models and Tools for Hybrid Warfare and
Population Simulation

Supervisor:
Distinguished Professor Agostino BRUZZONE

Co - Supervisor:
Dr. Andrea REVERBERI, PhD Student:

Paolo Di Bella
MAY 2020



UNIVERSITA DEGLI STUDI DI GENOVA

SCUOLA POLITECNICA

DIME
Dipartimento di Ingegneria Meccanica, Energetica,
Gestionale e dei Trasporti

TESI DI DOTTORATO
IN

INGEGNERIA MATEMATICA E SIMULAZIONE
Simulazione applicata al settore militare - tattico e strategico

SIMULAZIONE E MODELLAZIONE DELLA
GUERRA IBRIDA
Ricerche, modelli e strumenti per la guerra ibridae la
simulazione della popolazione

Relatore:
Chiar.™ Prof. Ing. Agostino BRUZZONE

Correlatore:
Dott. Ing. Andrea REVERBERI Allievo:
Paolo Di Bella
MAGGIO 2020



Notice/disclaim: it is necessary to highlight that the content of this study and the
concepts expressed within, does not reflect in any way the official opinions nor of
the Italian Government/Italian Armed Forces neither of NATO, or those of any
other government, organization or individual. No military classified materials have
been used. All the published sources, pictures, screenshots, reference books etc. are
available to the public, with the exception of parts of the Exploratory Team 43 study
material and SIMJOCH related products, which intellectual property belongs to
their owners. On that regard, the author wants to thank Professor Agostino
Bruzzone, Head of the SIMCJOH Consortium, the pro tempore Chairman of
Exploratory Team 43, Professor Erdal Cayirci, and Dr. Armando Geller in his
capacity of member of the working group, for granting the possibility to access and
use disclosed items made available for the purpose of the current research.
Last, but not least, a special thanks goes to Captain (ITA Navy) Vincenzo Milano,
former Director of the NATO MS COE, who encouraged my PhD endeavour.

The study itself, made in fulfilment of a PhD in Mathematical Engineering and
Simulation, it is scientific with regard to the followed methodology, with no
intentions or purposes other than provide a rigorous inquiry into the subject of
Hybrid Warfare and Human Behaviour Modelling, not contaminated with value
judgments, pre-concepts or beliefs of any kind. | hope I have won this struggle.



MODELLING & SIMULATION HYBRID WARFARE
Researches, Models and Tools for Hybrid Warfare and
Population Simulation

Abstract

The present work has been inspired by the candidate’s membership and active
commitment inside the NATO Modelling & Simulation Centre of Excellence (from
2011 to 2018), thus participating at different national and international working
groups, workshops, conferences and courses, until current days.

In particular, the candidate acted inside:

1. MSG 139 “NATO M&S User’s Risk Methodology “Task Group:
the probability that inappropriate application of M&S results for the specific
intended use will produce unacceptable consequences to the decision maker, had
driven NATO to create a Modelling & Simulation Task Group, in order to
optimize the use of V&V resources and minimize risks associated with the
application of M&S during the development of systems. The Final Report has
been submitted to NATO in March 2018;

2. SIMCJOH Simulation of Multi Coalition Joint Operations involving
Human Modelling project: participation, as Subject Matter Expert, at the
development of the conceptual model and VV&A process for SIMCJOH
simulator. SIMCJOH (Simulation of Multi Coalition Joint Operations Involving
Human Modelling) is a MS2G (Modelling & Interoperable Simulation and
Serious Game) project for Strategic Decision Making, designed as a HLA
interoperable immersive framework for the Commander and his staff within
time-critical decision making over Joint and Multi Coalitions scenarios,
considering a strong impact of human factors. SIMCJOH was extensively tested,
verified and validated and finally employed by the author at NATO Modelling
and Simulation Centre of Excellence during the M&S Basic Course, as

“demonstrator” of Human Behaviour Modelling;



3. NATO Exploratory Team n.43 on Hybrid Warfare (NATO ET 43):
a working group on Hybrid Warfare Modelling and Simulation, tasked in early
2016 to investigate the dynamics of hybrid warfare environments, analyse the
requirements, survey the existing capabilities, develop a conceptual model and
finally recommend a follow on in order to properly address the shortfalls
identified.

In particular, the subject of the “Hybrid Warfare” sparkled the current research.
As such, all the previous activities were put into a logic order by their contribution
to the framework of the Hybrid Warfare Modelling and Simulation.

The Hybrid Warfare phenomena has been framed by the work of Professor
Agostino Bruzzone (University of Genoa) and Professor Erdal Cayirci (University
of Stavanger), and thanks to their efforts in June 2016 the NATO Exploratory Team
n.43 was approved by NATO Modelling & Simulation Group (a panel of the NATO
Science & Technology Organization) and established with the participation as well
of Doctor Armando Geller and Lieutenant Colonel Paolo Di Bella. The author
brought his personal contribution within the ET43 by introducing insights coming
from the lecture of “Fight by the minutes: Time and the Art of War (1994)”, written
by Lieutenant Colonel US Army (Rtd.) Robert Leonhard. In such work, Leonhard
extensively developed the concept that “Time”, rather than geometry of the
battlefield and/or firepower, is the critical factor to tackle in military operations and
by extension in the Hybrid Warfare domain. The critical reflection about the time -
both in its quantitative and qualitative dimension - in a hybrid confrontation it is
addressed and studied inside SIMCJOH, a software built around challenges that
imposes literally to “Fight by the minutes”, echoing the concept expressed in the
eponymous work.

Furthermore, the author, capitalizing on his personal experience as Officer deployed
in several missions abroad in Irag and Afghanistan, integrated this analysis with
time management in Low Intensity Conflict (LIC), Train Advice Assist (TAA) and
Security Force Assistance (SFA) mission. In this contest, the mass of the military
apparatus appears to asymptotically decelerate into an endless commitment.
Moreover, Hybrid Warfare — which, we will see, by definition and purpose aims to
keep the military commitment of both aggressor and defender at the lowest level-
can gain enormous profit by employing a wide variety of non-military tools, turning



them into a weapon, as in the case of mass migrations, as it is examined in the “Dies
Irae” simulation architecture. Currently, since migration is a very sensitive and
controversial issue among the public opinions of many European countries,
cynically leveraging on a humanitarian emergency caused by an exogenous,
inducted migration, could result in a high level of political and social
destabilization, which indeed favours the concurrent actions carried on by other
hybrid tools. Other kind of disruption however, are already available in the arsenal
of Hybrid Warfare, such cyber threats, information campaigns lead by troll factories
for the diffusion of fake/altered news, etc. From this perspective the author
examines how the TREX (Threat network simulation for REactive eXperience)
simulator is able to offer insights about a hybrid scenario characterized by an
intense level of social disruption, brought by cyber-attacks and systemic faking of
news. Furthermore, the rising discipline of “Strategic Engineering”, as envisaged by
Professor Agostino Bruzzone, when matched with the operational requirements to
fulfil in order to counter Hybrid Threats, it brings another innovative, as much as
powerful tool, into the professional luggage of the military and the civilian
employed in Defence and Homeland security sectors.

This thesis is then structured as follows: chapter 1 describes the theoretical
framework developed in order to understand and properly address the concerns
posed by Hybrid Threats, in accordance with the Modelling and Simulation (M&S)
established foundations and the work of ET 43; chapter 2, with the use of M&S
tools and techniques, concrete hybrid scenarios are explored in the contest of a
Hybrid Conflict/Military Operation Other Than War (CAPRICORN simulator),
with the challenges posed by an exogenous, massive phenomena of mass migration
pressing the gates of Europe (examined though the lens of a proposed simulation
architecture named “Dies Irae”), and by terrorist attacks coupled with a campaign of
truth defacing (T-REX simulator). Then in chapter 3, with the support of M2SG
technology and in particular the SIMCJOH simulator, the time concern will be
addressed within the frame of a tactical situation, however capable to escalate into a
serious strategic blunder because of mismanagement of time and human factors.
The results from the reiteration of SIMCJOH scenarios will be displayed with
insights.

Finally, in the last chapter, the conclusions and way ahead are drawn.
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1. Introduction: Modelling and Simulation for Hybrid
Environment (MSHE)

The objective of the present introduction is to understand the description of hybrid
environments, to identify the M&S requirements with regard to hybrid threats, and
finally point out M&S shortfalls and ways for addressing/mitigate them.
What follows is an extract of the work carried out by the NATO Exploratory Team
43 between 2016 and 2017, and scientific papers co-presented by the Author at
2018 WAMS workshop, framed within the applicable and relevant M&S
foundations. In particular, it is introduced an overview of Agent Based Modelling
(ABM) in the DIMEFIL/PMESII domains, with a survey of the current M&S tools
available. Finally, we will present two other perspectives which address the issue of
Hybrid threats, and in conclusion, we will compare those with the findings of
NATO ET 43.

1.1 Hybrid Warfare: Seed and Evolution

Hybrid derives from Latin hibrida, meaning the offspring of two creatures, which is
indeed an appropriate term to describe such phenomena. One of the first researcher
who introduced the concept of Hybrid Warfare was Lieutenant Colonel US Army
(Rtd) Frank G. Hoffman, who described it as the “convergence of the physical and
the psychological, the kinetic and non-kinetic, and combatants and non-combatants,
of states and non-states actors, and of the capabilities they are armed with”.
Hybridity, more broadly, means complexity and multi-dimensionality (Hoffman,
2009).

Adopting this perspective, it is possible to track back the genesis of the Hybrid
Warfare to the work of two PLA Chinese Colonels (Liang, Q. & Xiangsui, W.),
which in 1999 wrote a book called “Unrestricted Warfare”. They argued that
Warfare in the modern world will no longer be defined just by military means — or
even involve the military at all (sic!); instead, society is the battlefield, and so wars
would inevitably encompass attacks on all elements of society without limits.
Indeed, their thesis was quite revolutionary for the ‘90s, characterized by the post-
Cold War posture and the highly (successfully) kinetic military operations named
Desert Shield (1990) and Desert Storm (1991). We may say now, after twenty



years, that they have been the Precursors/Prophets of Hybrid Conflict; this because
indeed nowadays war “is using all means, including armed force or non-armed
force, military and non-military, and lethal and nonlethal means to compel the
enemy to accept one’s interests” (Liang & Xiangsui,1999). Additionally, there isn’t
a clear distinction between soldiers and civilians, since the fight is taking place
virtually everywhere; the new battlefields could include environmental warfare,
financial warfare, trade warfare, cultural warfare, and legal warfare, to name just a
few (Barno & Bensahel, 2016).

The opera of Liang & Xiangsui foreshadowed the evolution of geopolitics in the
21st century, that has revealed the extent to which conflicts have been influenced by
non-linear actions across what has become known as the Diplomatic/Political,
Information, Military, Economic, Financial, Intelligence, Legal (DIMEFIL)
spectrum.
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Fig. 1 — Sinergy of kinetic, non-kinetic and DIMEFIL (Hoffman, 2009)

A number of state and non-state actors, even individuals (Wittes & Blum, 2015),
have sought to undertake activities coordinated across the DIMEFIL spectrum that
challenge the rules of the international order, in order to achieve their political
goals.

This is what has become known as Hybrid Warfare (Cayirci, Bruzzone et al. 2016).
Hybrid Warfare is underpinned by comprehensive strategies based on a broad
complex, adaptive and often highly integrated combination of conventional and



unconventional means, overt and covert activities, by military, paramilitary,
irregular and civilian actors, which are targeted to achieve (geo)political and
strategic objectives (fact box 1- Cayirci, Bruzzone, Di Bella, Geller, 2016).

FACT BOX 1, HYBRID WARFARE IS:

e HIGHLY INTEGRATED (SYNCHRONIZED)
e A COMBINATION OF CONVENTIONAL AND
UNCONVENTIONAL MEANS
e OVERT AND COVERT ACTIVITIES

MILITARY, PARAMILITARY, IRREGULAR AND CIVILIAN
ACTORS

DIRECTED AT AN ADVERSARY'’S VULNERABILITIES
COMPLICATING DECISION MAKING

ACROSS THE FULL DIMEFIL SPECTRUM
CREATING AMBIGUITY AND DENIAL

BOTH STATE AND NON-STATE ACTOR

They are directed at an adversary’s vulnerabilities, focused on complicating
decision making and conducted across the full DIMEFIL spectrum in order to create
ambiguity and denial. The objective of the owner of the Hybrid Strategy is to
iImpose, over the targeted state, the acceptance of a resulting political situation.
Hybrid Strategies can be applied by both state and non-state actors, through
different models of engagement, which may vary significantly in sophistication and
complexity, with the possibility of maintaining economic and diplomatic relations.
For such reason Adversaries employing hybrid strategies will seek to remain
ambiguous, either by claiming pursuit of legitimate goals or by keeping their
activities below a “threshold” and so avoiding a coordinated response from the
International Community (UN Chart, NATO Article 5).
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In order to avoid the response of the International Community, it is of capital
importance to avoid direct military confrontation if not necessary, even though the
use of limited (in size of force over time) overt military actions as part of a hybrid
strategy cannot be discounted (fact box 2 - Cayirci, Bruzzone, Di Bella, Geller,
2016).

FACT BOX 2: HYBRID WARFARE IS:

e COMBINED, POLITICAL, CIVIL AND MILITARY INSTRUMENTS.

e POLITICAL AIMS ACHIEVED THROUGH CONVENTIONAL/REGULAR,
SUBVERSIVE/IRREGULAR, CRIMINAL/CORRUPT ACTIONS.

e INCREASED VULNERABILITIES THROUGH GLOBALIZATION
EMPHASIZED BY TECHNOLOGICAL ADVANCES.

e FALL SHORT OF DIRECT MILITARY CONFLICT.

e COMPLEX PROPAGANDA AND MISINFORMATION CAMPAIGNS.

e TARGETED AND COORDINATED POLITICAL AND ECONOMIC
PRESSURE.

e COMPLICATING, DELAYING AND IMPEDING TIMELY DECISION
MAKING.

o BOTH STATE AND NON-STATE ACTOR
e INTRODUCED AT THE STRATEGIC LEVEL
e NO TWO HYBRID STRATEGIES WILL BE THE SAME.




The use of hybrid strategies in conflict are not new, but what is new for NATO is
the way a wide range of political, civil and military instruments are combined and
coherently applied, aiming at particular vulnerabilities of targeted nations and
international organizations in order to achieve strategic objectives.

From this perspective, Hybrid Warfare could be seen as the “black” counterpart of
NATO Comprehensive Approach (Cayirci, Bruzzone et all, 2016); in facts “lessons
learned from NATO operations show that addressing crisis situations calls for a
comprehensive approach combining political, civilian and military instruments.
Building on its unique capabilities and operational experience, including expertise
in civilian-military interaction, NATO can contribute to the efforts of the
international community for maintaining peace, security and stability, in full
coordination with other actors. Military means, although essential, are not enough
on their own to meet the many complex challenges to our security. The effective
implementation of a comprehensive approach to crisis situations requires nations,
international organisations and non-governmental organisations to contribute in a
concerted effort” ( https://www.nato.int/cps/en/natolive/topics_51633.htm ).
However, common to the state and non-state actors is the simultaneous,
opportunistic, synergistic and sophisticated combination of conventional/regular,
subversive/irregular and criminal/corrupt actions in designated geographic areas to
achieve political aims. Globalization, underpinned by technological advances,
particularly in the field of communications, including those in cyber space, has led
to increased vulnerabilities in nations and international organizations that can be
exploited in a variety of scenarios that fall short of direct military conflict.
Increasingly sophisticated cyber-attacks, far reaching complex propaganda and
disinformation campaigns, as well as targeted and coordinated political and
economic pressure are indicative of modern hybrid warfare scenarios, which
represents a challenge to the defence of Allies’ populations and territory, that is
broader and subtle than just a conventional military threat. Furthermore, hybrid
strategies aim at complicating, delaying and impeding timely decision making and
undermining the ability of a country or an Alliance as a whole to respond to such a
threat swiftly, firmly and effectively. In particular, when modelling the defender in
a Hybrid contest, it necessary to remind what is the role in NATO attributed to the
North Atlantic Council (NAC); standing at the very core of the functionality of the
Alliance as collective body, the NAC is the principal political decision-making



https://www.nato.int/cps/en/natolive/topics_51633.htm

instance within NATO, overseeing the political and military process relating to
security issues affecting the whole Alliance. As such, its decision must be taken
unanimously among members on all issues affecting their peace and security; this
can and will be exploited as a vulnerability, especially when the owner of the
Hybrid Strategy appear to be a monocratic apparatus.

UN / NATO

PLURALISTIC

UNANIMITY

PUBLICITY

CAVEATS

SCRUTINY OF THE PUBLIC OPINION

Fig 3 - Features of typical pluralistic political body vs a typical authoritarian one

Different elements of hybrid strategies will be combined in different ways, resulting
in the fact that no two Hybrid Strategies will be the same (Caircyi, Bruzzone et al.
2016). Each individual element of the Hybrid Threat will not necessarily be illegal
or pose a threat in their own right, but their combination could threaten individual
Allies or the Alliance. The primary response to hybrid threats or attacks rests
foremost with the targeted nation, but the wider international community must also
be prepared to play an important role. No single nation, supranational entity or
international organization has all the levers needed for a coherent counter to hybrid
warfare. Modern technology enables even individuals to wield the destructive
power of states, making less relevant many of the traditional concepts around which



Western Democracies laws and political organization for security have evolved.
National borders, jurisdictional boundaries, citizenship, and the distinctions
between national and international, between act of war and crime, and between state
and private action all offer divides less sharp than they used to. Any nation can face
attack through channels controlled and operated not only by governments but by
private “enterprises” as well, and by means against which governments lack the
ability to defend. Strung together, these issues describe the security future with
which citizens and governments must now struggle with (Wittes & Blum, 2015).
For all the above mentioned reasons, any ambition to model hybrid warfare have to
take in account the extreme volatility of the aggressive means brought into action.
Having introduced the concept of Hybrid Warfare, in the next paragraphs we will
examine the findings of the Modelling and Simulation of Hybrid Environments
(MSHE) task group, with a focus on the human and social behaviour modelling,
because most of the related work that can be useful in MSHE is from that field.
A survey of the current available modelling & simulation tools will be presented.
However, in order to do that, it necessary to introduce the foundations of such M&S
tools, in terms of employing Social Behaviour Models and Agent Based Simulation
and their implementation into DIMEFIL modelling process, which is the
cornerstone of Hybrid Warfare modelling.

1.2 Rationale to employ Models in Hybrid Warfare

A model is a simplified representation - small scale, less detailed, less complex - of
an empirical target, as for example a social structure, system or phenomenon
(Gilbert & Troitzsch, 2005). Rather than studying the empirical target directly,
because it is impossible or difficult, a model is built that can scale down the target,
simplify it to make it more tractable or substitute it with analogical examples (e.g.,
the hydraulic model of an economic system or the computer model of the mind).
Models can perform two fundamentally different representational functions. On the
one hand, a model can be a representation of a selected part of the world (the ‘target
system”). Depending on the nature of the target, such models are either models of
phenomena or models of data. On the other hand, a model can represent a theory in
the sense that it interprets the laws and axioms of that theory.

There are three basic concepts to take into account when developing a model:



I) Abstraction, which is the degree to which (a model) is simplified to its base
form, concept or idea, so that only the important characteristics (based on
purpose of model), attributes or behaviors are apparent;

I1) Fidelity, which is the degree to which the representation within a model or
simulation is similar to a real-world object, feature, or condition in
a measurable or perceived manner;

I11) Resolution: The degree of detail used to represent aspects of the real world
or a specified standard or referent by a model or simulation.

In general, more Abstraction leads to less Fidelity, while Resolution and fidelity are
mutually exclusive, so you can have a greater degree of one and not the other; this
depends on what you are trying to accomplish. The picture below shows, within the
military domain, the Model hierarchy in reference with Abstraction, Fidelity and
Resolution.

Hierarchy of Models (pefence)

Increasing Aggregation
and Abstraction, but ) Effectiveness
larger scope

Theatre/ Joint/Combined Force
Campaign

Mission/Battle  Operational Unit

Increasing Detail, but
smaller scope

Fig. 4 - Hierarchy of Models, NATO M&S Course, NATO MS COE, 2018.



The model can have a theoretical purpose, for example, understanding macro
implications of theoretical assumptions about micro processes, or a more empirical
one, for example, drawing intuitions from existing raw data (Hartmann and Frigg
2006). Epstein (2008) reported a detailed list of reasons to build models in social
sciences. They are (not in order of importance): [predict], explain, guide data
collection, illuminate core dynamics, suggest dynamical analogies, discover new
questions, promote a scientific habit of mind, bound (bracket) outcomes to plausible
ranges, illuminate core uncertainties, offer crisis options in near-real time,
demonstrate trade-offs/suggest efficiencies, challenge the robustness of prevailing
theory through perturbations, expose prevailing wisdom as incompatible with
available data, train practitioners, discipline the policy dialogues, educate the
general public, reveal the apparently simple (complex) to be complex (simple).

For whatever reason, generally, models make reality more understandable in
scientific terms, and a significant proportion of research is carried out on them
rather than on reality itself (Hartmann and Frigg 2006). They have a learning
function, as scientists can learn about the target exactly because they discover
features and ascertain facts by manipulating the model. In this case, the model itself
becomes the “real” object of research as it and only it can be subjected to peer
scrutiny, extension, testing, and comparison. In many respects, such a categorization
orients itself along the lines of a scale that has been developed by Axtell and
Epstein (1994), in which any model can be placed on levels 0 to 3, depending on
performance and analysis:

a) 0 level model is a “caricature”;

b) a level 1 model which “is in qualitative agreement with empirical macro-
structures™;

c) a level 2 model which “produces quantitative agreement with empirical
macro-structures’;

d) alevel 3 model which “exhibits quantitative agreement with empirical micro-

structures”.



Axtell & Epstein Scale of Models

e\
LEVEL 3 MODEL é

Models for Human and Social Dynamics
LEVEL 2 MODEL

LEVEL 1 MODEL 3
B i(::. b Models foramusementand entertainment
b 1

LEVEL 0 MODEL Toys

SR

1 2 3 4 5
m Quantitative Agreement = Qualitative Agreeement
B Microstructures B Macrostructures

Figure 5 - Axtell & Epstein scale of Model (1994), revisited (Di Bella, 2019).

Models that are devised to support real word decision making or training will have
to be located on levels 2 and 3; in other words, models and simulations that are built
for the purpose of representing human and social dynamics have to be necessarily
located on level 2 or higher; therefore, they need to be empirically driven and based,
and validated across multiple scales (Axell & Epstein, 1994).

However, between the “entertainment” and “model for social dynamic”, according
to the author, there could be a sort of buffer zone, where the so called “Serious
Game” are placed. They merge the ludic characteristic with some degrees of
“reality”, being able to reproduce inside the game mechanics the behaviour of real
phenomena; particularly in the case of war-game with historical (the real military
units that took part in the engagement), geographical (the battleground reproduced
with its features) and mathematical (attrition and loss) accuracy. Their goals are to
entertain, yes, but to educate as well.
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Among those purposely born for entertainment, worth to mention are rare cases of
games which turn into a serious game and more, as the fortunate series of paper
game and PC game named “Harpoon”. Born in the 80’ and computer coded in the
90’s, over thirty-plus years witnessed how military professionals used the
commercial product in their official jobs: for education and for training, when they
used the product to do desktop analysis before engaging in various war games on
mainframes (e.g., at the US Naval War College) or with actual forces in the field
conducting live simulations (Gilman & Bond 2016). The RAND Corporation used
the system to evaluate a Taiwan vs. China engagement (Shlapak, et al. 2000).
The bitter irony was the inability of the military establishment to adopt a $50
“game” (Harpoon), even though their multimillion dollar systems only
accomplished a fraction of the same functionality (Gilman & Bond, 2016).

Fig.6 - Harpoon 3 Basic Display (Gilman, 2016)

A recently issued game born with the explicit task of “Entertain & Educate” is
Command Modern Air Naval Operations (CMANO), declared as the global
(gaming) simulation of modern warfare at sea, in the air, in space and over land,
which comes accompanied by a 323 page’s rule book (Matrix Games, 2019).

Fig.7- CMANO opening screen
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1.3 Multi-Agent and Agent based Simulations

Agent-Based Models (ABMs) are a means of understanding the mechanisms which
are responsible for the macro patterns under scrutiny. The idea is that the macro
behaviour of social systems can be better understood bottom-up, rather than
beginning with a set of variables and their predefined relations. Here lies the real
uniqueness of the ABM approach, compared with other approaches that investigate
social patterns through the computer (Castellani & Hafferty, 2009).

ABMs are stochastic simulations that are built around dynamically interacting
objects called agents, which usually are all of comparable size and scope (Hartley,
2015). On this regard, human and social dynamics modelling can be only performed
by means of employing multi-agent simulation technique (Squazzoni, 2012).
In some ABMs the agents are all identical copies of the same object, while in others
there are two or more types of agents. The agents have pre-set attributes and
behaviours; however, the choice of data inputs can dramatically change the model’s
purported real-world ideal. For example, the same agents in an ABM can represent
soldiers with a mission in one model and a set of mines in the ocean in another
model. Generally, ABMs contain some spatial representation, (x, y) or (X, Y, 2)
coordinates, that can be used to model real-world distances. Only multi-agent
simulations concomitantly allow for realistically taking into consideration human
cognition and behaviour in a social context (Geller, 2016). Many types of agent-
based models exist, and differences can be found in empirical foundations, degree
and range of validity, and the purpose of agent-based models.

Agents Interacting in Agent Space (Grid Topology)

Agent Interacting with Neighbors
in Moore Neighborhood

»

®

Information about the
Environment

Environment

Fig.8 - Agents Interacting in Agent Space (Springer, Tutorial on ABMS)
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Agent based modelling focuses on the individual active components of a system.
This is in contrast to both the more abstract system dynamics approach, and the
process-focused discrete event method. With agent based modelling, active entities,
known as agents, must be identified and their behaviour defined; they may be
people, vehicles, equipment, or whatever is relevant to the system. When
connections among them are established and environmental variables set, the
simulations run and so the global dynamics of the system emerge from the
interactions of the many individual behaviours (Castellani & Hafferty, 2009).

The simulations that are most commonly referred to as ABMs have simple sets of
rules; however, the simulations are dynamic. The rules mesh together during the
simulation run and produce often surprising, emergent behaviours. The stochastic
nature of the models and the sensitivity to small changes means that thousands to
millions of runs are required to understand the range of behaviours, their
frequencies, and associations with input data. The outcomes are non-linear, that is,
not predictable beyond small time increments. Further, the results from N iterations
will likely differ from the results of N + M iterations. The emergence of complex
behaviours from simple sets of rules is the principal reason for using ABMs; the
best way to understand the complexity of human interactions is to investigate the
emergence of complex interactions from simple simulation rules in an ABM
(Geller, 2016).

The more complex ABMs incorporate variable behaviours. These ABMs support
connected sequences of runs in which the results of previous runs are used to
modify the behaviours in subsequent runs. These ABMs are adaptive and can
generate the coevolution of the behaviours of one or more groups of agents (sides).
The ABMs of interest here are the models that include attributes such as emotions,
opinions, and social grouping valences (Hartley, 2015). These attributes present
problems because our understanding of the true relationships among such variables
Is poor, and so validating the code is difficult. Further, some ABM proponents
claim that the primitives that make up the relationships are what should be
modelled, and that by observing the emergent behaviour users can make
correlations between these and real-world behaviour.

The ideal ABM would be a completely protean, content free model in which any
situation in any portion of reality could be modelled simply by changing the data
and changing the human meanings attached to the objects and labels of the model
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(Hartley, 2015). Thus the dots on the computer screen that the model uses to portray
the agents can be thought of as individual soldiers or as floating mines. The rules
governing movement toward or away from other agents can be thought of as social
rules of liking or disliking or as representing the physical constraints of chains and
wave action. On that regard, Multi-agent simulations create simplified versions of
social actors, groups or organizations, along with their behaviours and the
environments they inhabit; these social actors are called agents, which are
autonomous and interact with one another to achieve goals (Bonabeau, 2002).

/ ENVIRONMENT \

AGENT

ATTRIBUTES
BEHAVIOURAL RULES
MEMORY
RESOURCES
DECISION MAKING
RULES TO MODIFY
BEHAVIOURAL RULES

\ ENVIRONMENT /

AGENT CHARACTERISTICS

v
v
v
v
v
v

Fig. 9 - Agent characteristics

For instance, in a multi-agent model of a football game, the agents are the players,
coaching and support staffs, referees and spectators. Their environment is composed
of the stadium and weather. The players have positions, skills, health and physical
conditions; the coaches, game’s strategies; the referees the same characteristics as
the players (plus a hidden amount of bias in assigning penalties). Forward,
midfielder and defence players have common and specialized behaviours. The
outcomes of these agents’ behaviours depend on the initial conditions of the game
and how they evolve. For instance, forwards’ goal capability depends on their
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vision, game reading ability, legs strength and accuracy, along with the weather and
wind shear. The relationships among these factors are represented as algorithms in
the simulation, which represent knowledge gained by observation, field surveys,
and statistical data into computer procedures that describe agent behaviour.
Algorithms can be more than if-then rules based on empirical data, because agents
can have memory and learn. For example, the midfielder can remember how many
times he has passed the ball to the forward and seeing how many have been gone
through. Since it is difficult to compute outcomes of agents’ interaction
mathematically, multi-agent models should be simulated by a computer
(Wooldridge & Jennings, 1995). That is why multi-agent models are often rendered
as simulations.

Specific studies have been focused on using multi-level agents in complex system
modelling to derive macro-level group agent behaviours from micro-level agents;
moreover, different types of agents have been investigated to reproduce proper
human external behaviour as well as human thinking (Takadama et al. 2007; 2008).
Indeed, the modelling based on Multi Agents is capable of capturing collective
effect in simulations resulting from their interactions (Macal et al. 2010).
Furthermore, human behaviour models have been widely used to investigate
reaction of populations during emergency situations; multi-agent simulations enjoy
richness of narrative and rigor of mathematics, because they use data on actors’
perceptions, intentions, actions, and reasoning to inform behaviours. They also
account for the physical space and networks of links among social actors (Axtell
2000). Multi-agent simulations serve as virtual labs in which a system can be
recreated as a counterfactual to the world where policies, plans, programs and
projects are implemented. This property of multi-agent simulations impact
assessment and program evaluation because it makes attribution of effects to
specific interventions possible. That is why multi-agent simulations are popular
tools in designing, analysing and evaluating complex socio natural systems such as
combat (llachinski 2004), civil wars (Epstein 2002; Latek et al. 2013),
environmental management (Matthews et al. 2007), urban planning (Batty 2007),
economic development (Geller et al. 2012) and finance (Samanidou et al. 2007;
Tesfatsion & Judd, 2006) to name a few.

The simulation of Hybrid Warfare is a very challenging framework as well as the
modelling of population and requires sophisticated conceptual model and proper
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implementation (Alam & Geller 2012). Agent Based Modelling and Simulation, as
already outlined, is the most powerful modelling approach and enables many
possibilities. Indeed, the use of Object Oriented Programming (OOP), for instance
using Java, C++ or C#, is a very powerful approach to develop agent driven
simulations of people and population (Signorile, 2004). In facts from this point of
view, there are many M&S tools and approach exist that could be used to model and
simulate population (Zhang 2016). Among them: Repast (Tatara et al. 2006) which
encapsulates both JAVA/C++, RelLogo that adopt AOP (Ozik et al.2013),
CORMAS — Common Pool Resource and Multi Agent Systems (Le Page et al.
2000), Ascape (Parker 2001), MASON (Luke et al. 2005), NetLogo Toolkit
(Wilensky 1999), Swarm (Minar et al., 1996; Lingnau & Drobnik 1999) and
AnyLogic (Borshchev et al. 2002). Therefore, most of them are generalist toolkit
and languages that could be used to build up models and requires obviously the
severe effort of the model expert to define, implement, characterize and tailor the
Hybrid Warfare context, based on skills and expertise as always happen in M&S
(McLeod 1982). However, some of the above mentioned simulations have been
described (para 1.5) because of their relevance versus MSHE.

1.4. Modelling DIME/PMESII domains for Hybrid Warfare

The exploration of the existing models and simulations relevant to Hybrid Warfare
must be pre-empted by an explanation of the conceptual framework where the
hybrid interactions take place, which consist in the DIMEFIL power and the related
PMESII status (Hillson, 2009; Hartley, 2015; Cayirci, Bruzzone et al. 2016;
Balaban & Mielniczek, 2018; Bekkers et al. 2019). The acronym DIMEFIL refers to
Diplomatic, Information, Military, Economic, Financial, Intelligence and Law
Enforcement level of power of a nation, while PMESII refers to the Political,
Military, Economic, Social, Information, and Infrastructure variables that describe
the status of a situation (state vector).

Throughout history, governments, groups, organizations (and individuals
sometimes) have sought to exert influence over others via a range of policies and
actions, in order to achieve a range of objectives. In the current discourse, the
components associated with power and influence projection are abstracted into
Diplomatic, Informational, Military, Economic, Financial, Intelligence and Law
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Enforcement (DIMEFIL) actions, while the resultant impacts are typically
characterized as Political, Military, Economic, Social, Informational, and
Infrastructural (PMESII) effects. Much more recently, efforts based on social,
political, and economic theories have attempted to represent, at least in part, limited
DIMEFIL/PMESII scenarios in a systematic manner suitable for automated
computer simulation (Hillson, 2009).

Adopting this perspective, it is evident that modern (and past as well) military
operations and conflicts cannot be described in purely Kinetic effect terms, such as
damage and kills (Hartley, 2015). Even more than in the past, current military
operations need the capability to understand the human terrain and the various
dimension of human behaviour within it (Levis & Elder, 2016). Leonhard (1994)
regroup military operations as: Peace (Support) Operations (PO/PSO),
Humanitarian Assistance (HA) and Disaster Relief (DR) together HADR, Counter
Insurgency (COIN), Counter Terrorism (CT), and (Military) Operations Other Than
War (MOOTW); later operations have been called Stability and Support Operations
(SASO), and Stability, Support, Transition, and Reconstruction operations (SSTR
or SSTRO). In this framework, quantitative measure of the popular perception of
security, the level of support for the indigenous government, the economic stability
of the country, and other non-strictly and non-military variables are important
indicators of success. Some tangible non-kinetic effect variables, such as the state of
infrastructure reconstruction, free elections, are important. The technical approaches
that have been used to model these operations have generated DIMEFIL, which
refers to the levers of power that a nation has to influence the PMESII state.
Examples of individual PMESII states include (US Office Secretary of Defence,
2009):

%

%

Political: structure, process, policy, laws, diplomatic standings, plans, etc.

Military: status, ROEs, objectives, physical security status, capability,
morale, etc.
Economic: policy, production, norms, behaviours, confidence, etc.

Social: perception, opinions, attitudes, norms, networks, demographics, etc.
Information: sources, content, coverage, quality, availability, etc.
Infrastructure: condition, networks, capability, demand, loads, etc.

K/
0’0

R/ R/ R/
0‘0 0‘0 0‘0

R/
0‘0

Each individual state consists of its current value and associated temporal trend
(time derivatives). Thus the individual states vary temporally, spatially, and
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categorically across the groups of actors, the socio-behavioural contexts, interaction
protocols, and the physical environment.

PMESII_PT DIME_FIL
——DIPLOMATIC ——INFORMATION ——MILITARY
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Fig.10 - PMESII_PT state vectors vs DIMEFIL levels of power

The performance of operations that required more than kinetic effects (a polite term
for destructive effects through physical means) drove the development of
DIMEFIL/PMESII models. Similarly, the development of DIMEFIL/PMESII
models is driving a need to understand and apply social science theories. Therefore,
we have a new acronym and term, HSCB Modelling, which stands for Human
Social Culture Behaviour Modelling. When using the acronym, HSCB, the focus is
on the theoretical basis of a model whereas, DIMEFIL/PMESII focuses on the
technical details needed to implement a model. When the focus is on the operations
being modelled, models may be cited as OOTW, SASO, etc., models; however, it
has become clear that most of the operations listed above will require
DIMEFIL/PMESII modelling techniques, supported by a firm HSCB basis.
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Fig.11 - Categorization of Military Operations (Hartley, 2015)

PMESII models are like other models; they have inputs, logic, and outputs, all
mediated by variables; however, there was an historical reluctance of military
modellers to use “soft factors” in their simulations, especially in the Military
computer combat models of the late 1960s and early 1970s.

Consider figure below in which the PMESII categories have been subdivided. The
entire complement of those early military models would be contained just in the
Military/Conflict subcategory (green boxed).
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Fig. 12 -PMESII categories (Hartley, 2015)

One can understand that there is an (implicit) assumption when looking at the
categories of fig. 12: that each of these 27 subcategories is independent of all the
others. This is obviously not the case, because some of these subcategories are
probably correlated; for example, good health care might not be found where
education levels are too low. Thus, there might actually be fewer than 27
independent dimensions. On the other hand, some of the subcategories are probably
composites, increasing the actual number of dimensions; on this perspective, the
true dimensionality can only be approximated. The dimensionality issue causes
problems with understanding the outputs of a PMESII model, even assuming that it
is a perfect model. Figure 13 displays an example of a 27-dimensional PMESII
snapshot of the state of some geopolitical area. A simulation model would generate
a series of such snapshots over its simulated time domain.
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Fig. 13 - PMESII Dimensional radar diagram

A second difference between kinetic models and PMESII models lies in the nature
of our understanding of their underlying realities. Kinetic models rely on physics,
which at the gross level is well-understood. The non-kinetic parts of PMESII
models rely on economics, sociology, psychology, and other very poorly
understood sciences. Thus not only should the size of the implicit error intervals for
each variable be increased, but also some of the assumed interaction relationships
are probably wrong, meaning that is hazardous to compel correlation in a cause-
effect scheme with linear dependencies among them (Hartley, 2015).

In particular, PMESII system models are (Allen, 2006):

a) non-linear: the response to multiple inputs it is not the same as the composite
of the responses of individual input;

b) non-reversible: don’t always return to the origin, or not along the same path,
as in a hysteresis cycle;

c) non-deterministic: future states are uncertain, and the process is stochastic;

d) non-stationary: statistical properties vary with time;

e) non ergodic: an unexpected behaviour can rise because the statistical
description of individuals over time are not the same as the statistical
description of the whole group at a given time or the whole group over time;

f) non-invertible: initial conditions of the system cannot be inferred from
knowledge of the output.

According to Allen (2006), the PMESII modelling should consist of:

I) creation of behaviour paradigms from psychology, sociology, anthropology,
political science, military, economics, and modelling them using algorithms
and/or agent object simulation;
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I1) creation of databases, model parameters, and initial conditions for any

scenario;

I11) actions and effects of real-world users must be translated into definitions
that correspond to the model. Finally, the actions can be input as
independent variables, the model can be run and the dependent
variables/outputs can be observed as effects.

A third important factor is actually common to both types of models, although only
recently recognized. During the early times of military computer modelling, all
relationships were assumed to be essentially deterministic, although some required
stochastic modelling due to inherent measurement errors. Overall, there is every
reason to believe that PMESII models and the reality they model are also subject to

these complexity and chaos problems (Hartley, 2015).
In modelling PMESII, the below approaches have been identified (Hartley, 2015):

Segmentation by Agent/Object: the concept is that a few significant persons
and groups operate as independent actors, with geographically distributed
demographic categories of people operating as opinion repositories. Events
(E1,E2, ..
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Fig. 14 - PMESII agent objects (Hartley, 2015)

22

.) impact each of the actors/objects (in appropriate ways), with
impacts propagating to external countries, including active interveners, and
active NGOs. The active interveners and the NGOs post events to the event
list, representing their actions, while actors with negative intent are not
explicitly pictured.



Segmentation by PMESII Category: it describes the PMESII system in terms
of links and nodes within and among the six PMESII categories, as shown in
Fig. 16 below. Each category is considered to be a system and must be
analysed as such. Further, these systems interact with each other, The nodes
in the HQ DA npicture are specific physical, functional, or behavioural
entities within each system. The nodes can be facilities, forces, people,
information, or other types of system components. The links are the
connections between the nodes, which can be physical, functional, or
behavioural in nature. In addition, the links have a strength-of-connection
attribute. Node and link analyses will determine potential “decisive points,”
which help in identifying the centres of gravity.

Operational
center of
gravity

Strategic
center of
gravity

Fig. 15 -View of PMESII System (Hartley, 2015)

Influence and Causal Networks: The Analysts’ Guide for the Interim Semi-
Static Stability Model (ISSM) - a model that supports understanding the
evolution of a situation (Hartley, 2006) - describes a node and link system
that is divided into sectors with connections among the nodes in each sector
and between the sectors (Fig. 17 below).
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Fig. 16 - Influence and causal networks (Hartley, 2015)

There is visual similarity to the Segmentation concept; however, the nodes
and links have different meanings. In the ISSM, the nodes are DIME and
PMESII variables and the links are inferential links, some timeless and
sometime delayed. There are several levels of variables. While this is a
relatively simple model, it still has a large number of variables and requires
some decomposition to support human understanding. The input and
intermediate variables are divided into six sectors: conflict, economy,
government, miscellaneous, movement, and needs. These variables feed into
the variables of the final output, which is divided into the core sector and
output variable. The relationships among these PMESII variables are shown
in the upper two-thirds of the inference-diagram in Figure 17; the lower third
of figure consists of the DIME variables, that is, the variables that represent
the interventions in the situation being modelled.

The upper portion derives from the findings of “Doing Windows: Non-
Traditional Military Responses to Complex Emergencies” (Hayes & Sands,
1997), in which the authors examines how military complex contingency
operations can be executed in a way that supports long-term political
objectives such as establishment of civil stability and a durable peace.
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The Situational Influence Assessment Module (SIAM) was the software
(windows fashioned) built upon such requirements in order to plan and train
military staff responses to complex emergencies (Figure 18 below).

The networks created in SIAM can be used to identify important issues,
actions, or factors that can influence a specific outcome in a given situation.
SIAM uses Bayesian probability techniques to assess the relationships
among factors, and as such its results are probabilistic, not deterministic, or
better not predictive; it is a tool designed for performing “what if” analysis.

UNCLASSIFIED

Civil (internal) unrest is
present

Civil stability and
durable peace exist

Conclusion (U

Link Strengths (set both): TRUE FALSE

Significantly No Impact Significantly || Significantly No Impact Significantly
Less Likely More Likely || Less Likely More Likely
Synopsis:

Synopsis:
The premuse’s non-

strongly promotes the conelision

The premise’s ceemence strongly inhibits the conelusion

Unclassified & -

| Move the shider to set the strengths for this Link. |

| _OK Apply Help| -

Fig. 17 — SIAM screenshot
http://www.dodccrp.org/files/Hayes Doing Windows.pdf

In this contest it is necessary indeed to understand the role of Static Models, Time,
and Feedback Loops.

Time flows in the real world and actions cause reactions. These reactions are
feedback loops, sometimes acting to damp the original actions (negative feedback)
and sometimes adding to the effects of the original actions (positive feedback).
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Negative and positive feedback are clocked by time, which affects and drives
decisions; population, friendly forces, insurgent — each of them view/perceive time
its own way and pursue its objective according to such perception (Di Bella, 2019).
Static models are representations of situations at a given instant and thus not
capable of representing feedback loops. Modelling situations over time is directly
addressed by simulation, e.g., discrete event simulation, time-stepped simulation,
continuous simulation, or system dynamics (Fujimoto, 2000). Simulation models
can include feedback loops; however, the existence of feedback loops is dependent
on what was programmed to be a part of the model, not the fact that it is a
simulation.
A choice then must be done with regard to closed form models — which are built to
run without human intervention — and Human in the loop models. Closed form
models are easier to use and avoid the uncontrollable variability of human decisions
inside the model run. Human-in-the-loop models allow for simpler formal models
by substituting available humans’ mental models for portions of the total model.
Human-in-the-loop models require increased complexity in their use to mitigate
human variability and simply because of the increased staffing demand.
Other issue to be addressed is the Complexity; more complex (i.e., complicated)
models can support finer granularity. Finer granularity supports, but does not
guarantee, more precision and accuracy (Sokolowski, 2010; Tolk, 2012);
accordingly, more complex models require more input data and are harder to
examine for problems. Simple models usually run faster and take less time to set up
and analyse. A model of a complex adaptive system is different from a complicated
one. Indeed, the underlying real-world system that is the subject of a PMESII model
Is a complex adaptive system; however, the PMESII model may or may not be
constructed to address typical complex adaptive systems questions (Hartley, 2015).
The problems specific to modelling DIMEFIL/PMESII factors can be divided into
four categories: variables, relationships, invariants, and data. So it is necessary to
answer the following questions:

e Variables: What are the relevant variables and who says so? Which variables

influence each variable and who says so?
e Relationship: What is the functional relationship between influencing
variables and influenced variable and who says so? Which relationships are
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deterministic and which are probabilistic and who says so? What are the
distributions for the probabilistic relationships and who says so?

e Invariant: Which of these things are invariant with scenario because they
describe “human nature” and who says so? How do the non-invariant things
vary with scenario variations and who says so?

e Data: What are the proper data to use as inputs and who says so? What do the
“answers” mean and who says so?

These problems are compelling and they impact the creation of models and the level
of believability in their results, and make hard to build and use DIMEFIL/PMESI|I
models. However, real people (governments) do make decisions in the problem
space that DIMEFIL/PMESII models should address, and so, absent a formal
model, these people use mental, conceptual DIMEFIL/PMESII models, which
means that initially any formal model is based on a mental model; furthermore, a
formal model can be more easily viewed as separate from the user and, thus, be
used as an advisory tool.

For what concern Verification and Validation (V&V) of PMESII models, V&V
itself consists of processes that are difficult to perform for any model, with the
corollary that a complete verification and validation of large simulations is virtually
impossible. However, V&V for PMESII models must possess three key features
(Hartley, 2015):

e continuous, in the sense that they occur throughout the phases of model
conceptualization, development, deployment, operation, refinement.
However, this feature is applicable to any V&YV process (Youngblood et al.
2000; IEEE 2007: Roza et al. 2012; Bruzzone et al. 2017b; MSG 139 final
report, 2018);

e entrenched, meaning that it must be ensured that the users do not violate
bounds such altering parameter settings, initial conditions or model choice
(employ an inappropriate model);

e people-centric” i.e., deal with education and training of model creators,
users, supporters, customers).

However, it is important to realize that the particular humans who are “in the loop”
are part of the model. Their expertise (or lack thereof) informs their mental models
which guide their actions. Some effort must be expended in identifying and taking
into account the effect they have on the results of the overall model.
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In such perspective, the Modelling & Simulation User Risk Methodology (MURM),
as developed within the frame of NATO MSG 139 (Youngblood et al., 2018) is able
to assess the probability that inappropriate application of M&S results for the
specific intended use will produce unacceptable consequences to the decision
maker. This calls for the necessity to optimize the use of V&V resources to
minimize risk associated with the application of M&S during the development of
systems. In any case, it is important to keep in mind that the level of fidelity of a
PMESII model to the real world cannot be expected to be as high as that of a kinetic
model - we simply do not know enough about DIMEFIL/PMESII interactions to
produce theories concerning these interactions that are as good as our theories about
Kinetic interactions (Hartley, 2015); for the reasons above, such models will be
affected by an inferior knowledge when compared to kinetic models, and to the bias
of value judgement. V&V toward PMESII should be able at least to register and
possibly measure, at any moment of the model development process, any such
influence.

In conclusion, the DIME/PMESII taxonomy, with DIME integrated with Financial,
Intelligence, and Law enforcement yielding DIMEFIL, and PMESII integrated with
PT (Physical environment and Time), as a general concept is entirely adequate.
Having DIMEFIL stand for all of the intervention options and letting PMESII stand
for a set of descriptors of the situation, this allows us to organize our thinking when
modelling Hybrid Warfare.

1.5 MODELS AND SIMULATION RELEVANT TO HYBRID
WARFARE

Having go past the necessary taxonomy, the next two paragraphs presents an
extensive - however incomplete - review of multi-agent models of armed conflict of
Irregular Warfare (IW), Military Operations Other Than War (MOOTW), and social
behaviour models and simulations developed in the United States and in Europe
since mid-1990s, in order to provide a general understanding of research trends in
this domain. Most models selected can be characterized as increasingly mature
efforts to develop basic multi-agent technologies for specific conflict contexts, like
peace support operations like post-Operation lIragi Freedom (OIF) in Irag and
International Security Assistance Force (ISAF) mission in Afghanistan. Some are
modelled into validated decision or analysis support systems; none relies on either
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standalone narrative or mathematical analysis: they all include concepts of agency,
purpose, actions and interactions. Doctor Armando Geller (2016) provided a survey
of those models, and NATO ET 43 Working Group deemed those models relevant
to Hybrid Warfare. What follows it is a review of the current M&S tools relevant to
Hybrid Warfare modelling, built in US and in Europe. In Appendix 1 it is reported a
table which reports the main topics of the models.

To facilitate model review, ET 43 has broken down the description of each model
into three parts, corresponding to three stages of the life cycle of a model as: Vision,
Development, Use.

LIFE CYCLE OF A MODEL

VISION = DEVELOPMENT ® USE

Figure 18 — Visualization of a Model’s Life Cycle

Vision: The first part dissects the vision—the purpose—that spurs the development
and usage of a model. It summarizes practical and theoretical needs that give rise to
a model; determines whose needs the model is designed to meet, who has built the
model, and who has funded the development effort. It also discusses the uses for
which the model is built, be it decision and analytic support, theoretical exploration
or technology demonstration. Finally, vision examines the anticipated life cycle of
the model and how the model is meant to integrate with existing platforms.
Development: the second part, labelled development, is dedicated to making sense
of the components of the model and the data and technology that go into building
the model. In this part it is defined the scope of the model and detail various types
of model agents and the model environment, and interactions between agents and
the environment and between subsequent states of the environment.

Use: the last part is called use. Here we delve into model verification, validation and
accreditation efforts, model releases, applications to date, and evaluation by users,
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developers, sponsors and third parties. Finally, the known strength and the known
shortfall of the model/simulator are outlined.

1.5.2 North American Models

In this section we will describe 6 prominent models of conflict developed in the US:
e Regional Threat Evaluator (RTE);
e Senturion;
¢ Political Science - Identity (PS-1) modelling platform;
o Afriland & Rebeland;
e FactionSim & NonKin Village;
e A model of political economy of Afghanistan.

Regional Threat Evaluator (RTE)

Vision: In a joint effort, Defence and Academia developed the Regional Threat
Evaluator (RTE), as a multi-agent network model of state failure (Louie & Carley
2008). Research on state failure attracted US government funds because by mid
2000s, defence establishment, homeland security agencies and intelligence
community had quietly replaced simplistic explanations of international terrorism
like “They hate our freedoms” with more nuanced, but empirically shaky,
hypotheses, linking terrorism incidents to “grievances” of populations who were
supposedly trapped in a vicious circle: dysfunctional states failed to provide basic
services to their citizens; thus, radicalizing individuals, some of whom would resort
to terrorism, weakening the state ever more to “failure”, at which point the state
would crumble and turn into a safe haven for terrorist groups.

RTE evaluates answers to questions such as: How does the likelihood of state
failure change in the event of a natural disaster? How do increased levels of
terrorism in a country affect the likelihood of state failure? These questions mean
that at least in theory, the model was designed to address the link between terrorism
in weak states such as Sudan, Pakistan and Afghanistan. The model is based on the
integration of multiple theories of social, psychological, and economic behaviour
that collectively account for why an agent takes action and what actions the agent
chooses to take.
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Fig. 19 — RTE conceptual model (Center for Computational Analysis of Social and
Organizational Systems - CASOS)

The basic idea behind RTE is that inter-group conflict is due to a combination of
tension and social comparison, the effects of which can be modulated by social
pressure. Perceptions of high tension and relative disadvantage with respect to other
agents induce agents to engage in hostile actions whereas lower tension and higher
advantage lead them to non-hostile actions. An influential agent can exercise
influence over other agents to escalate or de-escalate the impact of tension and
social comparison in their behaviour. Specifically, an agent who is influenced by
others who themselves are tense or feel deprived feel tenser and more deprived than
an agent surrounded by others who are less tense or less deprived. Social influence
derives from shared attributes such as culture, knowledge, borders and goals, and
co-evolves with those attributes. It follows that the more heterogeneous a
population and the more the lines of differentiation, the greater the potential for
hostility. When agents decide to take action, the action and targets are selected
using a bounded rationality cost-benefit analysis subject to resource constraints. The
costs and benefits of taking a particular action against a particular target are also
modulated by social influence. Thus, agents are more likely to take the kinds of
actions against the kinds of targets that social pressure suggests are appropriate and
will be sanctioned by other agents for inappropriate action or target choice.
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Development: in RTE, bounded rational agents interact and take actions to achieve
goals. When agents act, they take into account what resources they have available,
the cost and benefits of the action, and the opinions of others by whom they are
influenced. Agent actions influence the likelihood of state failure at the national
level, measured by a composite index of the following factors: lack of state
legitimacy, potential for province secession, hostility, tension, level of corruption,
level of terrorist activity, level of criminal activity, level of foreign military aid, and
lack of essential services. State failure is measured at the province level by similar
indicators. The model uses real-world data to ground the initial model parameters.
Actors, or agents, then proceed to interact and take actions that consume or generate
resources. Agent activities lead to changes in agents’ states and resources, non-
agent targets, and state failure indicators. For example, forced migration of a
population from one province to another is likely to decrease tension in the province
they have left, increase tension and hostility and decrease essential services in the
province they have migrated to, increase tension in the population that migrated and
decrease their resources. Data used to parameterize the initial conditions of the
model and limited validation of model outputs for the cases of Indonesia and
Thailand came from 32 different sources, among them: national agencies like
Indonesia-Tourism.com, international organizations as the United Nations, the
World Bank and the International Telecommunication Union, US government
agencies such as the Central Intelligence Agency and the Department of Energy,
news services such as the Bangkok Post and British Broadcasting Corporation,
research and academic institutions such as Terrorism Knowledge Base and Institute
of Southeast Asian Studies, and corporate and labour groups like Netcraft.
Additionally, specific information on relevant entities and provinces are drawn from
online news sources like the Washington Post and web services like Wikipedia.
These data were used as a basis for 150 state indicators, 60 province or region
indicators and 30 entity indicators used to initialize the simulation model. Regional
experts on Indonesia and Thailand were also consulted.

Use: Regional experts from the Defence Intelligence Agency (DIA), the Office of
Naval Research (ONR), and the US Pacific Command (PACOM) were put together
by DARPA to face-validate the model. Face validation by these experts focused on
whether the conditions represented in the model produced the expected outcomes in
terms of the indicator variables overtime. However, RTE is based on an eclectic
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conglomerate of theories that raises questions of coherence; its scope is not entirely
clear, for some parts can be read as if it is a conflict theory. Furthermore, it is not
readily clear which parts of the model ontology are supported by evidence and data
and which are not.

Senturion

Vision: another joint effort between Defence and Academia, Senturion is a game-
theoretic platform for predicting outcomes of competitive and adversarial
interactions. The US DOD stance on game-theoretical modelling has oscillated from
ardent support during the cold war, to neglect and benign suspicion in late 1990s;
however, the resurgence and relative failure of data mining and machine learning
approaches to provide insight on dynamics of adversarial and cooperative
interactions in organizations, opened a small venue for behavioural modelling
approaches. Senturion is a simulation capability that analyses the political dynamics
within local, domestic, and international contexts and predicts how the policy
positions of competing interests will evolve over time; the developers of Senturion
view computational modelling as a way to improve understanding human behaviour
and decision making (Abdollahian et al. 2006). Computational modelling should be
based on reliable simulations of human behaviour that can be applied for unbiased
predictions of potential threats, and form the basis of courses of actions as responses
to these threats.

Senturion is a platform and predictive analysis software to facilitate and pool the
knowledge of subject matter experts in the government and academia. Senturion
synthesizes political science and microeconomics into a real-world decision making
tool. Instead of a statistical or probabilistic approach to predictive modelling,
Senturion uses algorithms drawn from game theory, decision theory, spatial
bargaining, and microeconomics. The combination of expert interviews, simulation,
and game theory draws upon some of the most highly regarded approaches to
predictive analysis. But in essence, Senturion is a m