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Background and Motivation – When the 
scientific data becomes too big ….
Today’s scientific simulations are producing extremely large volumes of data – too large to 

save, process, and analyze
Cosmology simulation: 

– A total of >20PB of data when simulating 
1 trillion of particles (500 snapshots)

– Petascale systems never gave 20PB for one project
– On current file system (1TB/s), storing the 20PB may

take 20X10^15 seconds (5h30).
Light source data (material science): 

– Today: All LCLS-II data detectors per experiment: 250 GB/s
– Square Kilometer Array (SKA) will generate 300PB/year; HL-LHC will generate 1EB in 2026.

Challenges: 
Transferring the data through the network or storing the data on file systems become serious 
performance bottlenecks.



Scientific Achievement
• SZ can significantly reduce the data size from simulations and 

instruments while respecting user accuracy requirements.
• SZ supports multiple I/O libraries (HDF5, ADIOS, etc) and 

different parallel models (MPI, multi-core, FPGA, GPU, etc)
Significance and Impact
• SZ has been integrated into multiple scientific applications
• SZ has many use-cases: reducing memory & storage footprint, 

accelerating I/O and computation, reducing streaming 
intensity, etc.

• SZ has been evaluated/used by 20+ 
institutes/universities/companies

• More than 400 citations in 2016-2019.  
Research Details

SZ compressor: 
https://collab.cels.anl.gov/display/ESR/SZ

30+ papers have been published in 
prestigious conferences/journals.
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Research Opportunities and Challenges
Many open research questions and high impact research opportunities:

1. How to optimize the compression for specific use-cases (storing data, 
transferring data, etc.); 

• Challenge: diverse requirements in different use-cases

2. Compression quality/performance depends on parameters/settings
• Challenge: Autotuning parameters of compression is a non-convex optimization problem.

3. How to assess the impact of data distortion to user’s analysis
• Challenge: No standard/criterion because of diverse applications, metrics, analysis. 

4. How to control data distortion to respond to user requirements
• Challenge: Hard to establish a link between user analysis and acceptable data distortion 

5. How to acclerate lossy compressors on GPUs, FPGA and ASICs
• Challenge: advanced high-performance compression pipelines are quite complex
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