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ABSTRACT 

 

 

 

 

An Interactive Mobile Equipment Task-Training with Virtual Reality 

 

Lazar Zujovic 

 

 

Improving the quality of equipment training for the Heavy Equipment Operators (HEO) is 

a critical task in the ever-lasting effort to improve safety and eliminate equipment-related injuries 

in mining environments. Traditional miner training includes the use of hardcopy documents and 

video instructions. However, modern mobile and computer technology offers tremendous potential 

to improve the training process. 

One major responsibility for the heavy-machine operators is proper machine inspection. 

Establishing new training methods that utilize modern technologies—such as 360-degree images, 

videos, and Virtual Reality—and implementing computers for training purposes have a potential 

to help new operators learn how to conduct proper machine inspections in a more efficient and 

technically correct way. This technology could potentially provide a higher knowledge retention 

rate for heavy machine operators. 

This study utilizes a 360-degree camera, open-source platform WordPress™, and the 

software Unity3D in order to create materials and tools for the HEOs training, which in turn will 

help trainees to better understand the pre-shift machine inspection. The outcomes of this research 

are organized into three major phases: Gathering materials, Computer-Based Task-Training 

(CBTT) software, and Virtual Reality (VR) application. The 360-degree images/videos, 2D 

images, and sounds were first gathered, edited, and incorporated into the CBTT and VR 

applications. The major feature of the CBTT, developed with WordPress™, is its training template 

with instructions on creating a new training course for the HEOs. The training courses developed 

for this study cover seven different machines that are widely used in surface mines. Also, the CBTT 

software is optimized for use on mobile devices (such as smart-phones and tablets). The VR 

applications for the same machines are developed with one of the most popular game engines - 

Unity3D. To interact with the virtual world, a trainee can use the Head-Mounted Display (HMD) 

Oculus Rift CV 1, which establishes full immersion while performing the virtual tour of a selected 



machine. If used without HMD, applications become non-immersive desktop versions and can be 

controlled by using a mouse and keyboard. The user-friendly interface and multimedia 

environment are comfortable to handle, flexible, and potentially more convenient to use than 

paper-based documents. 

The CBTT and VR applications were developed, tested, and implemented at a surface coal 

mine in the southern United States. 
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Chapter 1 

 Introduction 

 

1.1 Background 

Maintaining safe worksites is one of the major goals for mining companies and for all people 

working in mines. Keeping the mine secure and maintaining a safe environment is the 

responsibility of everyone involved – upper and lower management, maintenance, heavy 

equipment operators (HEO), and other employees. Apart from operating a machine, HEOs have 

another crucial task: proper machine inspection. Operators should perform machine inspections 

prior to every shift (pre-shift inspections) and once or more during their shifts (i.e. after break). It 

is the trainer’s duty to provide effective and efficient training to the new HEOs on the inspection 

process. Machine inspections differ for each type of machine and include, but are not limited to, 

inspections of the body, tires, rims, bolts, leaks, oil and/or fuel accumulations, oil levels, tracks, 

blade, ripper, cabin, etc. Failure to perform a proper pre-shift machine inspection can result in a 

domino effect, leading to more serious problems or incidents. 

Depending on the type of machine one is operating, each HEO must be trained on how to perform 

a thorough pre-shift inspection of the machine. Operators need to be task-trained and familiar with 

the procedures, commands, main parts of the machines, terminology, and recommendations for 

working with the machines. Heavy equipment operators assigned to a task in which they have no 

previous experience should be adequately trained in safety and health aspects of the safe machine 

inspection, as well as safe operating procedures (Mine Safety Associates, 2007). When conducting 
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the task-training for HEOs, the following Mine Safety and Health Administration (MSHA) 

guidelines should be considered (MSHA, 2019): 

 Task training is performed on all machines and job duties; 

 Adequate task training records are completed for all task training; 

 Task training is provided when there is a change to the equipment, process, or condition; 

 There is adequate time set aside to complete thorough training; 

 HEO should have the ability to demonstrate the knowledge of company and federal health 

and safety procedures applicable to all tasks; 

 HEO should receive knowledge of any required maintenance and service equipment; 

 HEO should understand how and where to report any problems or malfunctions; 

 HEO should have the ability to demonstrate proper startup and shutdown procedures of 

equipment; 

 HEO should have received the proper skills necessary to perform the task in a safe manner; 

 HEO should demonstrate safe operating procedures and know the proper procedures to 

address any change to the equipment, process, or condition. 

One significant factor that still contributes to on-site injuries is a lack of training and/or improper 

equipment inspection (McMahan et al., 2008). Having adequate, high-quality, stable, and 

applicable training is paramount not only for the operators of mining equipment, but also for the 

entire mine personnel. Therefore, all HEOs must achieve an appropriate level of knowledge to 

inspect and operate the mining equipment safely in different conditions. Colin (2017) indicates 

that a pre-job safety analysis can reduce the probability of an incident occurring. The author further 
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explains Neil George’s five point safety system as the “straightforward and structured tool for 

assessing miner’s workplace, equipment and work procedures.” The second of the five points 

addresses questions about the safety of a workplace and its equipment. Workplace and equipment 

examination should require its own specific checklist. 

Kowalski and Vaught (2002) stated that numerous changes in mining population, such as diversity 

of experience, variety in age, and ethnicity, require implementing more modern methods of 

training. The training should be given new measures and more technological means due to the 

growing use of computers. Establishing new training based on the fundamentals of modern 

technology and focusing on computer learning can potentially provide trainees with a higher 

knowledge retention rate. It can also potentially reduce and consequently eliminate equipment-

related injuries. 
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1.2 Problem Statement 

Current task-training for equipment operators is primarily paper-based, but there is potential in 

switching to other modes of more engaging training (Bruke et al, 2006). Patterson and Shappell 

(2010) analyzed human factors and decision-based errors in mining incidents; their study showed 

that machine operators often misjudge risks. Since paper-based training outlined for heavy 

machine operators often consists of dozens of pages, it is very difficult for trainees to learn 

important information only by reading. Adding unnecessary volume to the outlines creates an 

environment of “pencil whipping,” or filling out the training document (i.e. safety checklist or 

form) even though the safety inspection was partially performed or even skipped entirely, as people 

lose the incentive to read the entire lengthy document. Trainees may fail to ensure the safety of the 

machinery if they express their understanding of proper pre-shift inspection without actually 

reading the instruction properly. Bahn (2013) investigated emerging hazards in mine work 

environments, suggesting further training is required in risk identification in order to manage 

hazards. There is also a possibility of misunderstanding procedures if the trainees do not get to see 

the machine before going out in the field. Such training with paper-based modules can, therefore, 

increase hazardous situations in the workplace. In addition, as active work areas get farther away 

from the office, supervisors or instructors must spend more time driving to the office to print out 

the task-training outlines. Another important issue is the lack of standardization in the process of 

pre-shift inspections. Pre-shift inspection length varies noticeably depending on the type of 

machine; it also depends on an operator’s awareness of proper machine check procedure. Both 

observation and interviews have confirmed that pre-shift inspections for a dozer CAT D10 last 

around 10-15 minutes, if no defects are revealed. For the haul-trucks, pre-shift inspections would 
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also last 10-15 minutes. For more complex machines, such as the Surface Miner, machine 

inspections last from 15-30 minutes. 

Different examples of the implementation of both non-immersive and immersive training 

applications have been explored through previous research. Fahy (2004) states that there are 

several advantages to Computer-Based Training (CBT) and Internet-Based Training (IBT); for 

instance, travel time can be reduced, cost lowered, materials can be easily revised and updated, 

greater efficiency can be reached, etc. All these factors are present and valuable in the HEO’s 

training process in mining industry. Time necessary to conduct proper and efficient machine 

inspection is measurable in minutes, but brings a lot of added value to the entire system. Thus, 

standardizing the HEO’s training and emphasizing safety through 360-degree images and videos 

of what should be done, how it should be done, and how long it should take to inspect the machine 

can bring a high value to the entire process. These additions can help to minimize mistakes and 

improve training efficiency. 

Researchers have developed non-immersive training prototypes which can be run only on standard 

PCs (Wyk and Villiers, 2009). Polcar and Horejsi (2015) stated that the PC workstation is a suitable 

platform for taking virtual tours controlled by the participants themselves. On one hand, non-

immersive Virtual Reality (VR) PC systems are not providing full immersion into the VR world. 

On the other hand, Wyk and Villers (2019) indicated that these systems are a low-cost option for 

high resolution design, training, and education applications. Upcoming HEOs can familiarize 

themselves with the machinery or system they will operate in the future before going out in the 

field and seeing the machine in-person. Therefore, one part of this research involves the 

development and use of virtual tours of mining equipment, built with 360-degree images and 360-

degree videos. These tours can prepare trainees in advance of commencing workplace inspections. 
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However, there is no real substitution for the hands-on training, which means that each and every 

heavy-machine operator should also receive on-site training in addition to any computer-based 

training. 

Although the researchers mentioned earlier discussed computer-based training, it is still important 

to address the use of new open source platforms for creating training software. It is important not 

only for providing different training courses, but also for creating completely new templates for 

training on particular machines. Therefore, implementing multimedia Computer-Based Task-

Training (CBTT) and Virtual Reality (VR) content, including 360-degree images and videos, 2D 

images, sounds, and text, can improve the overall training process. 

With the new Computer-Based Task-Training system, supervisors no longer need to travel long 

distances to the office, print the paperwork, and then return to the operator. On the contrary, the 

new task-training outlines and training courses can be available instantaneously on a mobile 

device. Therefore, there is a possibility that operators will be able to bring the Computer-Based 

Task-Training out into the field on mobile devices. This can allow an operator to be present at the 

actual machine while simultaneously taking the CBTT on a mobile device. Of course, they could 

also perform the training course in designated exercise rooms. 

Full immersion into a VR world, as another part of this research project, can be achieved through 

the use of Virtual Reality applications and VR headsets. Nowadays, the use of the Virtual Reality 

is widely present in different fields, such as military, medical, education, engineering, etc. 

(Squelch, 2001). Mallett and Unger (2007) stated that technological improvements allow growth 

in mine safety and health methods, discussing several approaches for Virtual Reality in future mine 

training. 
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Wyk and Villiers (2009) stated that the primary goal of developing VR environments in the mining 

industry is to allow mine personnel to experience different activities and processes that might be 

expected in their everyday activities. In this context, one daily activity that each heavy-equipment 

operator can expect to perform is pre-shift machine inspection.  

Kizil and Joy (2001) inferred that VR training can reduce cost of delivering trainings by decreasing 

learning time and lost time, reducing the need for extra equipment, and lowering travel expenses. 

Kizil and Joy (2001) also stated that additional benefits of VR technology for training are 

prevention of injury and reduction of near misses. Such technology is promising in improving 

safety records and saving lives. Clearly there is no substitute for real life, on-the-job training; 

however, the use of a VR system alongside real life training can greatly increase the effectiveness 

of the training, worker’s awareness, and training safety as a whole, all while reducing costs at the 

same time. Another significant advantage of using VR is that mistakes made during training will 

not result in the damage of any equipment. This feature of VR is very useful, as it reflects on 

making future work and safety tasks easier to perform without risking damage to expensive mining 

technology. In conclusion, training will no longer be dictated by the amount of time skilled 

operators have to spend with new employees; instead, HEOs can now complete a portion of their 

training on a computer or mobile devices to become familiarized with their new jobs. 

Computer 3D models for VR using computer graphics can be designed and created in different 

software (i.e. CAD systems). Such models can construct an imitation of reality that is very similar 

to the real-world workspace. There are various examples of training in the mining industry that 

use Virtual Reality. Wyk and Villiers (2009) developed training prototypes of fatal incident 

reconstruction, as well as pedestrian, driver, and smelting hazards. Non-immersive prototypes for 

standard PCs were created to contend with a large number of trainees and less-developed 
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immersive technology. McMahan et al. (2010) developed Virtual Environments for surface mining 

training, which investigated two types of primary machinery—haul trucks and conveyor systems. 

In McMahan’s research project models and animations of the haul truck were developed using 

Studio™. Hui (2017) developed VR training for drilling in underground mines in two VR systems: 

(1) Screen-based general VR system, and (2) Head-Mounted Display-Based (HMD) intuitive 

system. Of these two options, a higher immersion is achieved with HMD with a shell and a smart 

phone. Hui (2017) also suggested that the development of the input/output devices and VR engine 

can greatly influence the promotion of Virtual Reality in the mining industry. 

Today, higher immersion can be achieved due to the expansion of the Head-Mounted Displays 

available, such as Oculus Rift, Oculus Quest, HTC VIVE, etc. These systems are single VR 

headsets, different from the separated VR headsets which require a smartphone. The entertainment 

and video game industries boosted the use of these type of headsets, which are now spreading to 

different areas both in corporate and research environments (Hui, 2017). The affordability of these 

new products can further expand the use of Virtual Reality applications for training purposes. 

Additionally, there has been a great expansion in the development of 360-degree cameras. Many 

of these cameras are consumer models, which are relatively easy to use. 360-degree cameras have 

a wider field of view in comparison to normal cameras. Liu et al. (2017) stated that the 360-degree 

camera captures an entire 360-degree scene that can then be wrapped into one 3D sphere. This 

sphere can be used to create Virtual Tours. The development of these cameras has raised the 

popularity of several models from different companies (i.e. GoPro Fusion, Samsung Gear 360). 

By using a 360-degree camera to capture images and videos, instead of building the models from 

scratch, it becomes relatively easy to obtain real images and videos to create Virtual Tours. This is 

a different approach for reaching higher realism in the VR world. The above-mentioned authors 



9 

 

used computer models instead of real images. The building models were not performed in this 

research; instead, both 360-degree images and videos are combined with 2D images, sounds, and 

text, all of which is then applied into the interactive Computer-Based Task-Training software and 

VR application. 

 

1.3 Scope of Work 

Mining is by nature a potentially dangerous branch of industry, even in the wake of many 

improvements on safety measures, systems, programs, and software. The overall objective of this 

research project is to improve the HEO training process by using modern technology in the training 

process.  

There is one commonality between the Computer-Based Task-Training, which can run on both 

computers and mobile devices, and the training application in VR for both desktop and Head-

Mounted Display: both aim to help make mines an injury-free workspace. 

Specific aims of this study are as follows: 

i. Use the camera to capture 360-degree images and 360-degree videos to create Virtual 

Reality content; 

ii. Design and develop the interactive Computer-Based Task-Training for different mining 

equipment (Trucks, Dozers, Scrapers, etc.); 

iii. Design Virtual Reality application; 

iv. Utilize computers for knowledge assessment through quizzes;  
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v. Establish the use of Computer-Based Training on a mobile device (i.e. smartphone, tablet); 

and 

vi. Develop a set of instructions on how to create this type of training for another machine. 

The new Computer-Based Task-Training allows instant access to training information, skipping 

the unnecessary production of paper outlines. The application enables training courses to be taken 

on a desktop PC. The user can interact with the non-immersive Computer-Based Desktop Software 

by using a mouse and keyboard. It can also be used in the field, as the training software can be 

uploaded to an online server and adjusted for use on mobile devices (smartphones and tablets). 

Another important goal is to possibly develop a training course from the template for new 

machines or to make changes or improvements to the existing training course.  

Another portion of the training process is the Desktop Virtual Reality application. This application 

is compatible with Desktop PC and the Oculus Rift Consumer Version (CV 1). The Oculus is useful 

not only for watching training content but also for directly engaging with the VR world. Oculus 

Rift is an advanced VR headset and can provide full immersion of a trainee into a VR world.  

Both systems, Computer-based (Internet-based) and Desktop/VR based, work independently from 

each other. Thus, an instructor can use both systems, or choose which system to use depending on 

the experience of a trainee or the type of training (new task-training or refresher training) (MSHA, 

2019). 
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Chapter 2 

Methodology 

2.1 Introduction 

The objective of this research is to design and develop Computer-Based Task-Training (CBTT) 

and Virtual Reality application, using existing materials and creating new ones for the training 

purposes of the Heavy-Equipment Operators at a surface coal mine in the southern United States. 

Through this research, multiple platforms were considered for developing training applications for 

different heavy machines. 

There are a few free platforms, such as WordPress™, Joomla™, and Wix™, that are suitable for 

creating the computer-based programs that can be run on local servers or particular websites. In 

this project, the open-source platform WordPress™ was used to develop CBTT for the HEO 

training. WordPress™ is a Content Management System (CMS) for creating, modifying, and 

publishing computer-based applications on specified domains (WordPress Features, 2018). In 

addition, different programming languages were used to provide support in creating the training 

software. The programming languages used for this purpose are PHP, CSS, and JavaScript. Free 

game engines such as Unity3D and Unreal Engine were also considered as possible candidates for 

developing the virtual reality application; consequently, Unity3D was chosen to create the VR 

application in this research. Three experienced operators tested the developed software and 

reported universally positive feedback. The average age of the experienced operator was 50 years 

and their average experience was 20 years. 
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2.2 Proposed Technical Approach 

No computer models were created and used for this research; instead, the 360-degree content was 

created with a 360-degree camera. The machine images and videos, captured with this type of 

camera, are completely real to life. By using the new Computer-Based Task-Training and VR, 

future operators will have an opportunity to observe the machine in detail through the image or 

video format. Additionally, trainees will have the opportunity to read and listen to valuable training 

information while performing the CBTT and VR application. 

Figure 1 shows the main steps for a trainee during this training process. 

Computer-Based 
Task-Training

Initiate Training
360 Virtual 

Reality 
Demonstration 

H E O      T R A I N I N G

 

Figure 1 - HEO Training Steps 

 

After initiating the training, there were three major phases in the proposed HEO Training: (1) 

Gathering the materials; (2) Computer-Based Task-Training (CBTT); and (3) Virtual Reality (VR) 

application. 

Each of these phases will be explained in the following sections. In order to develop the interactive 

training courses, it was necessary to capture 360-degree content (images and videos) and collect 

other training materials to incorporate them into the Computer-Based Task-Training and VR 

application. 
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2.3 Hardware requirements 

Hardware for this project consisted of several separate components: 

 360-degree camera 

 Head-Mounted Headsets (HMD) for Virtual Reality 

 PC or laptop that can play VR content with HMD 

 Miscellaneous components 

Each of the required hardware components was used for the phases of gathering, developing, and 

reproducing the training content. 

 

2.3.1 The 360-Degree Camera 

First, this study chose an appropriate camera for capturing 360-degree images and videos. There 

is a large number of 360-degree cameras currently available on the market. GoPro Fusion (Figure 

2) is one such camera that is capable of performing the tasks required by this research and is also 

an easy model to use. 

The GoPro Fusion is a spherical camera marketed by GoPro Company in November 2017. It is 

one of the best consumer cameras for creating VR content. It consists of two 180-degree lenses, 

one on the front and one on the rear, and it can shoot videos and 18-megapixels still images. The 

two lenses simultaneously capture two images (GoPro Fusion, 2018) which can then be stitched 

together to create one 360-degree image. The GoPro Fusion uses two memory cards—one for each 

lens. 
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Figure 2 - GoPro Fusion 

 

The camera creates video at up to 5.2K resolution. The camera also records spatial audio without 

any additional microphone; this feature is helpful while using the video in VR, as it allows users 

to hear audio that is compatible with their viewing experience. The battery of the GoPro is capable 

of recording for around 80 minutes, at 30 or 60 frames per second (fps). 

2.3.2 Head-Mounted Display (HMD) 

Several types of Head-Mounted Displays can be used as single headsets for the VR systems. Some 

examples of single headsets are Oculus Rift (Figure 3a), HTC VIVE, Oculus Quest, etc. 

Additionally, there are many types of separated headsets that require a compatible smartphone (i.e. 

Google cardboard). Google cardboard is shown in Figure 3b. HMDs provide higher immersion 

than separated headsets with a smartphone. 
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Figure 3 - a) Oculus Rift CV 1 (Niora, 2019); b) Google Cardboard (Google, 2019) 

          

This research project used Oculus Rift Consumer Version (CV 1) as the hardware for the VR 

system.  This HMD has two joysticks and two sensors. The joysticks (Figure 4a) are used to 

control one’s position and to manipulate objects in Virtual Reality World. Sensors (Figure 4b) 

track the position and translate the user’s movements in VR (Accessories, 2019). A PC or laptop 

capable of supporting the Oculus is necessary to run the Oculus Rift CV1 for VR. 

 

Figure 4 - a) Oculus Touch Left and Right Hand Controller (Accessories, 2019); b) Sensor for 

Oculus Rift (Accessories, 2019) 

 

The requirements proposed by Oculus (Oculus, 2019) to ensure that Oculus Rift CV 1 runs 

properly are as follows: 
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 Graphics Card: NVIDIA GTX 1050 Ti / AMD Radeon RX 470 or greater 

 CPU: Intel i3-6100 / AMD Ryzen 3 1200, FX4350 or greater 

 Memory: 8GB+ RAM 

 Video Output: Compatible HDMI 1.3 video output 

 USB Ports: 1x USB 3.0 port, plus 2x USB 2.0 ports 

 OS: Windows 8.1 or newer 

 

2.3.3 Laptop 

The laptop used in this project was an Acer Nitro 5. This laptop is compatible with the Oculus Rift 

and therefore Virtual Reality. This laptop, presented in Figure 5, is a low-end gaming laptop with 

the following configuration: 

 Processor: Intel Core i5-8300H; 

 Graphics card: NVIDIA GeForce GTX 1050ti; 

 Memory: 8G DDR4 RAM / 256GB SSD; 

 15.6 Inch FHD (1920 x 1080) resolution; 

 Windows 10 Home. 

As such, this laptop meets the minimum requirements and also has an “Oculus ready” label from 

the manufacturer (Acer, 2019). 
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Figure 5 - Acer Nitro 5 (Acer, 2019) 

 

2.3.4 Miscellaneous Components 

Apart from the main equipment, there are some other components that assisted in the process of 

gathering materials for this study. These components were camera tripods, camera mounts, and SD 

memory cards. 

Camera tripods were used to mount the camera at the necessary height. For capturing images, 

which were used in the process of creating the virtual tours of the machines, the camera was placed 

on a tripod at around 6 feet from the ground. The height of the tripod was chosen to imitate the 

user’s viewpoint; in other words, the user’s “eyes” would be in a similar position as it would be in 

reality while standing in front of the machine. The tripod used in this project is presented in Figure 

6. 
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Figure 6 - Tripod 

 

Various types of camera mounts (Figure 7) established connections between the camera and a 

tripod or helmet. All mounts were easily able to stick to the tripod. 

 

Figure 7 - Camera Mounts 

The GoPro Fusion camera required 2 SD memory cards to store images and videos. The location 

of the memory cards (SD1 and SD2) is presented in Figure 8. 
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Figure 8 - SD Memory Cards 

 

2.4 Software requirements 

Software that was used in the phases of creating, editing, and developing the training content were 

as follows: 

 GoPro Fusion Studio 

 Unity 3D 

 Additional Software 

 

2.4.1 GoPro Fusion Studio App 

The GoPro Fusion Studio App software, presented in Figure 9, was used to stitch the images and 

videos captured with the GoPro Fusion camera. This software allows one to stitch and render 

spherical images and videos, adjust colors, load content from the folder directly from the camera, 

and set footage stabilization (GoPro, 2019). As stated in section 2.3.1, the camera creates two 

images or videos simultaneously—one with the front lens and one with the back lens. Both images 
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and videos are imported into the software. After a few easy steps, the process creates a 360-degree 

image or video. This panoramic image or video can then be edited, compressed, imported, and 

used in the Computer-Based Task-Training and VR application. 

 

Figure 9 - GoPro Fusion Studio 

 

2.4.2 Unity 3D 

With the increasing popularity of video games, the Unity3D software has become one of the most 

popular game engines (Haas, 2014). Unity3D is a free software and game development tool. In 

addition to Unity 3D, there are other game engines that could be used for this project, such as 

“Unreal Engine” and “Game Maker”. However, as described by Christopoulou and Xinogalos 

(2017), Unity3D is considered suitable for beginners due to its “simpler user interface” and many 

instructional videos and examples. Also, Unity has a vast amount of different assets, some of which 
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are free, and some of which must be purchased. These assets can be found on the Unity Asset 

Store. 

Unity’s game engine allows one to build games and applications that can be run as a desktop or 

VR versions of the same application (Wang et al., 2010). In addition, developments in portable VR 

hardware were followed up by the evolution and popularization of game engines (software used 

to develop VR applications and games) that are more accessible and user-friendly (Christopoulou 

and Xinogalos, 2017). This research project used an asset from the Unity Asset Store called 

“Mobile VR Tour 360”. This asset was modified to meet the requirements of the research project. 

The Unity Asset Store also has another asset titled “Oculus Integration” which, after installation, 

allows the use of the Oculus Rift CV 1 Head-Mounted Display; this feature has also been used in 

this research project. The Unity3D version used for creating the VR application in this research 

was 2018.3.8f1. 

2.4.3 Additional Software 

For creating and improving training materials and software, some additional pieces of software 

have been used. Among these software, notable mentions are as follows: 

 Image editor: “Online PhotoTool”, a free online image editor. For the purpose of this 

particular project, this tool was used for removing the tripod from the 360-degree images. 

 Video editor: “OpenShot”, the free video editor used for combining video recordings and 

sound clips. 

 Video compressor: “HandBrake”, a free desktop software that was used as the video 

compressor for this project. Videos created with the GoPro Fusion camera are large 

memory files that can be compressed with this software.  

 Text to speech converter: “Natural Readers”, an online tool that was used to convert any 

text into speech. 
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2.5 Content Management System (CMS) 

Open source content management systems (CMS) have become a very popular and widely used 

set of tools for creating, modifying, editing, and publishing the content of web-based systems 

(Rohilla, 2017). A CMS represents a computer application that enables content by using a central 

interface; this allows one to build an online computer program that is easier to use and has much 

more to offer than a regular website. For example, content management systems can be used for 

user and media management. There are two primary components of a content management system: 

Content Management Application (CMA) and Content Delivery Application (CDA) (Manoj and 

Asoke, 2016). The Content Management Application assists in creating, modifying and deleting 

the content. As such, a person who is managing the content (as an administrator) can create new 

content and organize existing content, even without having prior programming skills. The Content 

Delivery Application updates the website and allows its content to be utilized. Some of the 

advantages of the CMS are: time-saving in terms of creating the content; the possibility to create 

strong passwords; and themes and plugins that can be used to boost the process of creating or 

changing the web CMS. 

Figure 10 explains the web content management system. A person who is creating and organizing 

the content utilizes coding skills, manipulates the database (by inserting new materials such as 

images, videos, sound files, and text), and uses different plugins and templates to create the 

website. Therefore, the application, database, and server are establishing the back-end.  Such an 

application can then be presented in a front-end environment. Here, the term “front-end” alludes 

to the user interface; the visitors can only directly interact with the website to see the data, objects, 

and other content inserted by the content organizer. Even though front-end and back-end serve 

different purposes in the process of creating web applications, both should be user-friendly and 



23 

 

easily accessible. After set-up, the CMS generally does not require requisite technical skills. The 

content manager can create, sustain, and organize the website without having coding knowledge. 

Such knowledge is, of course, helpful for improving the quality of the website. 

 

Figure 10 - Web Content Management System (Manoj and Asoke, 2016) 

 

Today, with the high expansion of digital data and computer technology, a few open source content 

management systems are publicly available and can be used for creating and publishing web-based 

software. CMS itself offers a compressive solution for creating various types of websites and 

organizing their content. For example, blogging sites, portals, e-commerce sites, and enterprise 

websites can be developed with content management systems. Some of the currently popular CMS 

are WordPress, Drupal, Magento, OpenChart, Wix, and Joomla. This study chose WordPress to 

create the Computer-Based Task-Training application. Around a third of all websites are run on 
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WordPress, which is a popular CMS with a user-friendly interface (WordPress Features, 2018). No 

programming experience is needed to work in WordPress. WordPress offers thousands of open-

source plugins that can be utilized during the process of developing the application. By using this 

vast variety of plugins, WordPress offers tremendous potential for building a more efficient web-

based program for the end-user. Plugins allow users to create content with ease. Insertion of the 

new content, application modifications, and improvements can be done not only on PCs, but also 

on mobile devices. 

 

2.6 Phase 1 – Gathering Materials 

Phase 1 began with a mine visit and information gathering from management personnel about 

training for heavy equipment operators. The mine provided a written document stating the 

requirements for the project. Additionally, training manuals for different machines were handed 

out. The training manuals contained information about the particular machines located at the mine 

site and included explanations of the guidelines for the training of the Heavy Machine Operators.  

After reading the training outline in the office, the trainee traveled to the site with the instructor to 

be introduced to the machine. It was important for the instructor to define crucial machine parts 

and the procedures for performing a pre-shift inspection. This entire process was done with the 

full cooperation of management and the mining machine operators. Required training outlines 

were also provided. 

The goal, as explained previously, was to develop interactive training courses and a template that 

will include written materials and other advanced forms of training content. As a major part of the 

future training, researchers needed to capture 360-degree images and videos of different machines. 

Those images and videos were captured using the GoPro Fusion. The required number of camera 
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positions and 360-degree images were decided based on the machine type and existing training 

manuals. Therefore, the number of images varies based on machine dimensions and their 

complexities. 

2.6.1 360-degree Images - Camera Positions 

Red, blue, and yellow circles in Figure 11 mark the camera positions when capturing 360-degree 

images of haul-trucks. There were sixteen images taken for this machine. A photographer could 

capture more or fewer images depending on how much detail they wish to cover. 

 

Figure 11 - Camera Positions for Haul-Trucks 
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Table 1 gives a brief explanation for camera positions during the process of capturing 360-degree 

images of haul-trucks. 

Table 1 - Camera positions for Haul-truck 

Position Number Explanation 

Position 1 – Red circle Front side of a haul-truck from a distance. 

Position 2 – Red circle 
Close look at the devices located at the front of the haul 

truck. 

Position 3 – Red circle 
Right side of the machine with the right front tire and steps 

for mounting the machine. 

Position 4 – Red circle 
Right side of the machine with the hydraulic tank along with 

the front and rear tires. 

Position 5 – Red circle Right rear side of the machine along with the right rear tire. 

Position 6 – Red circle 
Rear side of the haul-truck offering details for the rear side 

of the machine. 

Position 7 – Red circle 
Rear side of the haul-truck; provides a view of the box and 

tires from the distance. 

Position 8 – Red circle 
Left side of the machine; offers a closer look at the rear left 

tire. 

Position 9 – Red circle 
Left side of the machine; gives a view of the fuel tank along 

with the front and rear tires. 

Position 10 – Red circle 
Left side of the machine; gives a closer look at the front left 

tire. 

Position 11 – Yellow circle View from underneath the machine. 

Position 12 – Blue circle Platform, in front of the cabin. 

Position 13 – Blue circle Platform, middle. 

Position 14 – Blue circle Platform, fire suppression. 

Position 15 – Blue circle Cabin, driver’s seat. 

Position 16 – Blue circle Cabin, buddy seat. 

 

Figure 12 illustrates the camera positions while capturing 360-degree images of Dozers. 
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Figure 12 – Camera Positions for a Dozer 

 

Table 2 gives a brief explanation of camera positions during the process of capturing 360-degree 

images of a Dozer. 

Table 2 - Camera positions for Dozer 

Position Number Explanation 

Position 1 – Red circle Front side of a dozer from a distance. 

Position 2 – Red circle 
Closer look at the devices located at the front of a dozer 

blade. 

Position 3 – Red circle 
Right side of the machine with the lift cylinder, plus rear 

side of the blade. 

Position 4 – Red circle Right side of the machine. 

Position 5 – Red circle Rear right side of the machine with the ripper.  

Position 6 – Red circle 
Ripper platform, where the different hydraulic hoses are 

located. 
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Position 7 – Red circle Rear side of the machine with the ripper. 

Position 8 – Red circle Rear left side of the machine with the ripper.  

Position 9 – Red circle Left side of the machine. 

Position 10 – Red circle 
Left side of the machine with the lift cylinder, plus rear side 

of the blade. 

Position 11 – Red circle Right side of the machine with a far look on the machine. 

Position 12 – Red circle Left side of the machine with a far look on the machine. 

Position 13 – Blue circle Fire suppression trigger. 

Position 14 – Blue circle Dozer platform with a look at the engine compartment. 

Position 15 – Blue circle Dozer cabin. 

 

Figure 13 illustrates the camera positions for capturing 360-degree images of scraper. 

 

Figure 13 – Camera Positions for a Scraper 
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Table 3 gives a brief explanation of camera positions while capturing 360-degree images of the 

scraper. 

Table 3 - Camera positions for Scraper 

Position Number Explanation 

Position 1 - Red circle Front side of a scraper. 

Position 2 – Red circle Right side of a scraper, along with the blade. 

Position 3 – Red circle Right side of the machine with the cabin. 

Position 4 – Red circle 
Rear right side of the machine with the engine compartment 

and ripper. 

Position 5 – Red circle Rear side of the machine with the ripper. 

Position 6 – Red circle Ripper platform with different hydraulic hoses. 

Position 7 – Red circle Left side of the machine with the ripper. 

Position 8 – Red circle Left side of the machine with the blade and cabin. 

Position 9 – Yellow circle Left side of the machine close to the blade. 

Position 10 – Yellow circle Right side of the machine close to the blade. 

Position 11 – Blue circle Circle platform above the blade. 

Position 12 – Blue circle Cabin, driver’s seat. 

Position 13 – Blue circle Cabin, floor in front of the seat. 

 

As noted from the information in these tables, all machines share some camera positions that are 

similar to one another—for example, the front and rear sides of the machine, the left and right 

sides of the machine, and the cabin. However, the number of panoramic (360-degree) images varies 

based on the type of machine. After capturing the images, GoPro Fusion Studio software was used 

to process the images. As stated earlier, GoPro Fusion captures two 2D images with one shot (one 

with the front lens and one with the back lens). Figure 14 presents an example of the two separate 

images. The camera automatically assigns an image pair with the same image numbers; next, the 
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software GoPro Fusion Studio stitched those two images together to produce one 360-degree 

image.  

 

Figure 14 - GoPro Fusion Images 

 

Furthermore, image processing (Figure 15) involved stitching together images, removing the 

tripod from the scene, and finally compressing those images. Figure 15(a) shows a pair of images 

to be stitched. Figure 15(b) shows a rendered image, while the Figure 15(c) shows the image after 

the tripod was removed. The brushing tool from the free online software “PhotoTool” was used to 

remove the tripod from the image. Though this step was not necessary, it was done so to improve 

the environment in the image and the sense of immersion for the trainee. Removing the tripod 

produces a higher-quality image, causes less motion sickness, and creates more immersion into a 

VR world. 



31 

 

 

Figure 15 - Image Processing; a) Two images to be stitched; b) 360-degree image; c) Removed 

tripod 
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In addition to taking 360-degree images, regular 2D images were taken with a mobile phone 

camera to show the details of important machine parts. These 2D images were real images, not 

computer models, showing parts such as cabin joysticks, buttons, commands, etc. Also, images of 

actual machine problems (tire issues, leaks, accumulations, etc.) were captured and presented. 

Such 2D images were included in virtual tours; as such, a trainee can see more minute details of 

the machine. This will help the trainee to better understand what potentially can be expected (as 

shown in Figure 16) during pre-shift inspections, as well as while operating the machine. 

In addition to images, voice information was included while constructing the virtual tour. The 

training manual contains explanations for important parts involved in inspections, such as tires, 

rims, hoses, cylinders, struts, etc. Manuals also provide crucial information about cabin parts, 

joysticks, and buttons. That written information was optimized and converted into an audio format 

by using an online text to speech converter. The virtual tour in this study used the online software 

“Natural Readers” to accomplish this conversion. The audio files, in mp3 format, were then 

inserted into the CBTT. 

 

Figure 16 - Tire Problem 
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2.6.2 360-degree Videos 

Technological advancements in cameras have affected the area of film-making and introduced the 

possibility of recording 360-degree videos to professionals, semi-professionals, and even amateur 

videographers. Nowadays, platforms such as YouTube and Facebook support 360-degree video 

formats; it is also possible to watch 360-degree videos on several devices, such as smartphones 

and tablets. 360-degree video can also be used within VR to attempt to reach new heights of full 

immersion. 

As stated earlier, the camera used in this research project can capture both videos and images. 360-

degree videos can be either static (placing the camera in a stationary position) or moving (having 

the camera move while shooting video). Those two types of 360-degree videos, as stated by Van 

den Broeck et al. (2017), are called moving viewport (MVP) and static viewport (SVP). Broeck et 

al. also stated that although videos with moving viewports provide an overall better viewing 

experience and are more engaging, they might have issues when it comes to smooth video 

transitions. This problem arises especially when using the HMD with full immersion, as scene 

transitions can often happen unexpectedly and cause physical distress to viewers. 

In this research project, both MVP and SVP videos were recorded. Both videos recorded for 

training purposes were taken with the help of experienced HEOs. For shooting the walk-around 

inspection videos, the operator was first asked to conduct a pre-shift inspection in the same way 

they would perform it every day. While the video was recording, the operator was providing 

explanations of their actions during pre-shift inspections. This video was recorded in one piece (as 

one video) to mitigate the earlier mentioned obstacle with video transitions. Therefore, no video 

transitions were included. 
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The MVP videos for walk-around inspections were created by mounting the camera on an 

employee’s hard-hat, as shown in Figure 17. The camera was mounted in a way that provided a 

solid connection between the plastic helmet and the camera. The GoPro Fusion Studio software 

was then used to edit and render the 360-degree videos. This software offers two types of 

stabilization options: “Anti Shake” and “Full Stabilization”. In the process of creating the MVP 

videos, the "Anti Shake" option was selected, as this will keep the general direction and 

movements of the camera while reducing the video’s overall shakiness. These videos will allow 

the trainee to have the same viewpoint as the operators while they were performing pre-shift 

inspections. 

 

Figure 17 - Camera and Hard-hat 

 

The screenshots of the video inspection for the haul-truck are shown in Figure 18.  
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Figure 18 – Video Screenshots. a) Approaching the truck; b) Fire extinguisher check; c) Under 

the haul-truck; d) Rear side of the Haul-truck 

 

The static viewport videos were created inside the cabin of the machine. The primary goal of the 

SVP videos was to record the operation of that particular machine. This video will also be helpful 

for the future operators, as it will provide an inside perspective on the operation of the machine. 

The camera was placed on the right window (for haul-trucks and scrapers) and on the rear glass 

(for dozers), as presented in Figures 19 and 20. As stated before, the second stabilization method 

offered by the GoPro is "Full Stabilization". This method will lock the orientation of the camera 

and remove all movements; as such, this option was used for rendering SVP videos, where no 

movement of the camera was necessary. Voice information was added into these static 360-degree 

videos, explaining what tasks the operator was performing while operating a machine; the voice 
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clips were incorporated by using the earlier mentioned software, “Natural Readers” and 

“OpenShot”. For example, in one of the videos for the truck, the processes of loading, dumping, 

and driving a haul-truck are explained by the voiceover. 

 

Figure 19 - Camera Position for SVP Videos for Haul-trucks 

 

 

Figure 20 - Camera Position for SVP Videos for Dozers 

                      

 

In summary, gathering materials was the first phase in the process of developing CBTT. The 360-

degree images and videos, 2D images, and sounds were created first. Those images were then 

edited and included in the Computer-Based Task-Training program. 
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Material gathered during Phase 1 has been used in order to develop the software in both Phase 2 

and Phase 3. Since the purpose of the project was to consider both Computer-Based Task-Training 

and Virtual Reality application, these two separate products were developed simultaneously while 

gathering the materials. Computer-Based Task-Training software, developed with WordPress, is 

an online non-immersive training tool. On the other hand, the Virtual Reality application can be 

both a fully immersive VR environment and a desktop non-immersive application. 

In the next chapters, both of these developments will be explained separately, as they were built 

using different tools and processes; consequently, this means that both can be used independently 

from each other. 

     

2.7 Phase 2 - Computer-Based Task-Training (CBTT) 

Computer-Based Task-Training was developed using the open-source and free content 

management system (CMS) WordPress™, as explained earlier in chapter 2.5. 

The new Computer-Based Task-Training consists of three main training parts, which are also the 

main training objectives: 

 Proper walk-around inspection;  

 Proper pre-operational cabin inspection; and  

 Proper start, shut down, and emergency procedures. 

 A trainee should demonstrate their understanding of those main objectives at the end of the training 

to ensure that they are properly trained in these tasks prior to going out in the field. 
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The first objective of training concerns walk-around inspection, one of the most important 

responsibilities of all heavy equipment operators. This inspection, during which the HEO should 

inspect various machine parts, will help maintain not only the safety of the operator but also the 

safety of other people who work at the mine site. Some machine parts to be inspected during this 

process are tires, fire suppression system, fire extinguishers, leaks, mechanical defects, etc. 

The second objective of training involves pre-operational cabin inspection, which is a part of pre-

shift inspection and will serve to secure a safe cabin environment. For instance, during cabin 

inspection, an operator should check the functionality of the cabin’s seatbelt, horn, steering, 

brakes, glass, and other cabin parts to maintain safe operation of the machine. 

The third main objective addresses the procedures for proper start and shut down, as well as for 

emergency events to be followed in specific cases. For example, operators must be aware that 

when certain machine parts are not functioning (such as the horn or seatbelt), they must stop 

operating the machine entirely. 

Such problems noticed during pre-shift machine inspections require fast response. Figure 21 

illustrates the safety checklist that should be filled out by an operator before every shift starts. As 

shown in the figure, there are several problems which require immediate shutdown or attention. 

For instance, if the seat belt, back-up alarm, horn, fire extinguisher, or park and service brake are 

not operational, an immediate shutdown of the machine is required. 
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Figure 21 - Safety Checklist 

 

2.7.1 Training Flowchart and Objectives 

Before beginning the development of the Computer-Based Task-Training application, it was 

important to create a draft of the overall concept of the CBTT. Figure 22 shows the flowchart 

describing the various components of the Computer-Based Task-Training. After running the 

software, a trainee will first choose a mine location, then the training course for the particular 

machine. The option for choosing the mine location is useful if there are multiple mine sites within 

the same company which work independently but share the same types of machines. Each training 

course has three separate sets of instruction: (1) Walk-around Inspection; (2) Pre-operational Cabin 

Inspection; and (3) Proper start, shutdown and emergency procedures. These three sets of 
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instruction address different topics of the pre-shift inspection and contain further, more detailed 

steps, all of which a trainee should complete in order to meet the three main learning objectives 

(Instructions 1, 2, and 3). 

Each set of instruction consists of four steps, each of which describes the aforementioned 

instructions in closer detail. The first three steps are presented in a combination of textual and 

voice information, as well as 2D images. The fourth step in each set of instructions is the 360-

degree non-immersive virtual tour and 360-degree non-immersive video. During the 360-degree 

virtual tour, a trainee is able to control the interactive virtual environment developed with 360-

degree images, and they can investigate the machine by navigating through the scenes with the 

mouse and keyboard. Similarly, with the 360-degree video, a trainee is able to watch an 

experienced operator of heavy equipment performing a pre-shift inspection and equipment 

operation, controlling the video with the mouse and keyboard. Each main instruction consists of 

four parts, as given in Table 4. 
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Figure 22 - Computer-Based Task-Training 
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Table 4 – Main Training Objectives 

 

Main 

objectives 

 

Proper walk-around 

inspection 

 

Proper pre-

operational cabin 

inspection 

 

Proper start, shut down, 

and emergency 

procedures 

Part 1 Introduction Introduction Proper start 

Part 2 How to perform and 

what to check 

How to perform and 

what to check 

Proper shutdown 

Part 3 Useful tips Useful tips Emergency procedures 

Part 4 360-degree virtual 

walk-around tour and 

360-degree video 

360-degree virtual 

cabin tour and 360-

degree video 

360-degree complete 

virtual tour and 360-degree 

videos 

 

At the end of each of the three sets of instruction (main objectives), trainees take a knowledge 

assessment quiz in order to assess their understanding of the information covered during that set 

of instruction. The number of questions for each quiz are derived from the training manual and 

from consultations with the mine personnel. Each of the quizzes that relate to Instruction No. 1 

and Instruction No. 2 consist of four multiple choice questions. The final test, which is given at 

the end of Instruction No. 3, consists of eight questions. To pass each quiz, a trainee has to answer 

all questions correctly. If a trainee does not pass a quiz, they must go through the set of instructions 

related to that quiz again, retaking the quiz upon completion. After passing a quiz, the trainee is 

able to move on to further instruction; for example, after a trainee has successfully completed the 

knowledge assessment quiz about the first set of instructions (proper walk-around inspection), they 
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can proceed to the second set of instructions (proper pre-operational cabin inspection).  The same 

applies for proceeding from the second set of instruction to the third. Although trainees may take 

each quiz as many times as they need to, a maximum number of allowed attempts may be set. 

2.7.2 Permission Levels and User Roles 

Permission levels and user roles can be customized based on the needs of the Computer-Based 

Task-Training software and software users. A software can have one or more registered users. If 

the application is to be managed by multiple people, not every user should be authorized for full 

application control. As such, it is important to assign the users with certain roles so that every user 

knows their rights and permissions, as well as what changes to the application they can or cannot 

make. WordPress offers the ability to assign several levels of authorization to each user, increasing 

the overall security of the web application. 

One of WordPress’s most important features is the permission and current user Application 

Programming Interfaces (API). These features are a set of functions which verify the user’s 

permissions to prevent unauthorized users from accessing the application. In addition, it prevents 

the execution of tasks beyond a user’s permitted duties. 

The three permission levels for users and their roles, which have been proposed in the Computer-

Based Task-Training web application, are as follows: 

 Administrator role; 

 Editor role; and 

 Trainee role. 

The administrator role has the highest level of authority among all users. The administrator, who 

regulates the CBTT, can monitor the complete dashboard and fully control both back-end and 
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front-end content. Thus, an administrator can make core changes related to coding, install new 

plugins, or delete existing ones. The administrator is also able to assign or change user’s roles. 

Figure 23 illustrates the administrator’s dashboard within WordPress. 

The editor role is second to the administrator in authority, with a partial permission level. The 

editor can insert new content, create new training courses from the template, and modify an 

existing course. However, an editor cannot make essential application changes, such as coding. 

Figure 24 illustrates the editor’s dashboard within WordPress. 

Of all three user roles, a trainee has the lowest permission level. Thus, a trainee is only a visitor, 

lacking any authority to make changes to the content of the web application, courses, plugins, and 

code. A trainee is also not allowed to create a new course; they can only take an existing one. 

Figure 25 illustrates the trainee’s dashboard within WordPress. 

There is a noticeable difference in a dashboard screen depending on the user role to which it is 

linked. The “richest” dashboard is for administrators, then for editors, and finally for trainees. In 

the next chapters, the training template and the process of creating the new training course will be 

explained from the editor’s perspective (Figure 24). 
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Figure 23 - Administrator Dashboard 

 

 

Figure 24 - Editor Dashboard 

 

 

Figure 25 - Trainee Dashboard
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2.7.3 Development 

During the process of developing the template for the Computer-Based Task-Training and creating 

the training courses for different machines, several design options were considered. As stated 

earlier, WordPress offers thousands of different plugins that can be installed and used for different 

purposes on the web-based application. Among those, several plugins that fit the project purposes 

were identified and selected as suitable tools for the development of the new CBTT. Other menu 

options were developed manually. As a result, the main menu of the editor’s dashboard consists of 

nine options, which are given in Figure 26. All of these nine menu options are used in the process 

of creating a new training course for desired mining machines. 

 

Figure 26 - CBTT - Main Menu Options 
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2.7.4 Implemented Plugins 

The three major plugins used for creating the training courses with the earlier gathered images and 

videos, as well as for creating the knowledge assessment quizzes, are listed and explained below: 

 “iPanorama 360”; 

 “Quizzes/Surveys Master”; and 

 “Wpvr”. 

Plugin iPanorama 360 (Figure 27) is the virtual tour creator that is relatively easy to use without 

high-level programming knowledge. Aside from building the 360-degrees virtual tours, the plugin 

allows for additional coding improvements, such as a simple tracking system that allows the user 

to be aware of what positions were visited while performing a virtual tour. Another improvement 

of this plugin was made by allowing voice information to be inserted and played while executing 

the virtual tour of the machine. In addition, a new theme for Virtual Tours was created to improve 

the user’s experience. 

 

Figure 27 - Plugin for Creating Virtual Tours – iPanorama 360 
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The key functionality of a Virtual Tour is the navigation of 360-degree images by clicking on 

special buttons, allowing the user to change their position by transferring from one scene to 

another. Several scene “types” can be used with spherical or 2D images; in this project, two scene 

types, Sphere for 360-degree images and Cube for 2D images, were used to develop Virtual Tours. 

In the sphere scene type, a 360-degree image is wrapped all around the inner side of the sphere, 

while the Cube type has six sides where maximum of six different 2D images could be inserted. 

While 360-degree image is presented in a sphere, the scene type cube was used to show 

characteristic details such as joysticks, commands, and possible machine problems. 

Additional features of the iPanorama 360 plugin are mouse wheel zoom, thumbnails for desired 

scenes, auto play or auto rotate, etc. (iPanorama 360, 2018). 

The Quizzes and Surveys Master (QSM) plugin was used for assessing trainee knowledge and 

comprehension during a training course (Figure 28). This plugin allows for the simple creation of 

quizzes with different types of questions. Question types that were used in these quizzes include 

multiple choice, true or false, and multiple response questions. The plugin also allows text 

customization and inserting images that can accompany text questions. The number of questions 

in each quiz can also be changed at any time by an editor or administrator. 
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Figure 28 - Plugin for Creating a New Quiz 

 

The QSM plugin can also directly send quiz results by email to notify the trainer about a trainee’s 

performance. The quizzes were graded by the trainer on a points-based system. All questions and 

quiz results were stored within the QSM database (Quiz Master, 2018). 

Like the 360-degree images, which were used for creating virtual tours, 360-degree videos were 

also inserted into the CBTT. The Wpvr plugin was used to play these 360-degree videos. The Wpvr 

plugin allows for the simple insertion and publishing of a video in a developed web-based 

application, presented in Figure 29. 

 

Figure 29 - Plugin for Inserting 360-degree Videos - Wpvr 
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Aside from the three above-mentioned plugins, a few additional plugins were added to improve 

user’s experience. Those plugins were Catch ID’s, Duplicate Post, and Regenerate Thumbnails. 

The Catch ID’s plugin was used to show the ID number of media files, allowing for easier insertion 

and presentation of media files; as such, in the process of developing the new training, it was easier 

to find a media file ID number through the use of this plugin. Figure 30 shows the settings of the 

Catch ID’s plugin and the menu options on which this plugin can be applied. 

 

Figure 30 - Catch IDs 

 

The Duplicate Post plugin was used to clone posts. The ability to duplicate posts using this plugin 

allowed the creation of new posts to be much easier, as content that would be shared between old 

and new posts could be instantly duplicated rather than copied manually. In other words, by 
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applying this plugin to already created posts, the process of creating a new post was made more 

efficient. 

The Regenerate Thumbnails plugin adjusts image sizes that have been uploaded to the Media 

Library to improve the overall application performance, such as the speed of CBTT. 

These additional plugins are not necessary to the functionality of the CBTT; however, they improve 

the general user experience and the quality of user performance. 

 

2.7.5 Other Menu Options 

The menu option Media serves as a database for the media files of the CBTT. Media files that can 

be added to the Media Library are images, videos, sounds, and text documents. 

The menu options Courses, Instruction, and Contents are custom post types, specially developed 

for this project. They are not a default part of the WordPress CMS, but were created and inserted 

manually for the purpose of creating specific parts of the new training course. Custom post types 

are menu options which can also be created using a separate plugin called Custom Post Type UI. 

The menu option Appearance was used to create a “navigation menu” once the training had been 

fully developed. 

 

2.8 Phase 3 – Virtual Reality Application 

The Virtual Reality application was developed in Unity3D, a free game engine software (explained 

earlier in the Chapter 2.4.2). The same images and videos used in the Computer-Based Task-

Training were used to create virtual tours with Unity3D. 
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Virtual tours for each machine were developed separately, creating the total of seven different 

virtual tour applications. Developing the virtual tours independently from each other was 

necessary, as images that used for VR applications were not compressed and were too large in 

memory size. As explained earlier, images and videos were compressed to be used in the 

Computer-Based Task-Training software because this software can be run on the network and 

mobile devices and, therefore, can require a faster Internet speed. On one hand, such large memory 

files noticeably slow down the speed of interaction with the CBTT. On the other hand, in the VR 

application, images and videos which were not compressed establish a better user experience when 

using the application with VR headsets. At the same time, the speed of such VR applications can 

depend on computer characteristics (such as the processor). Therefore, each of the seven separate 

virtual tours runs faster independently. 

2.8.1 Implemented Plugins 

The major plugins used for creating and running the VR applications with the earlier gathered 

images and videos are as follows: 

 “Mobile VR Tour 360”; and 

 “Oculus Integration”. 

 

The Mobile VR Tour 360 (Unity, 2018) plugin serves for creating the virtual tours and can be 

improved using additional options. The added options made it possible to insert both sound and 

video files that were gathered previously; the sound player and other interface options were created 

to improve the user’s interaction with application. 

The Oculus Integration asset enables use of the Oculus Rift CV 1 headsets with the aforementioned 

plugin. The asset includes several advanced features, such as an audio manager. This asset was set 
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up so that a user can interact with the HMD and its joysticks while still being immersed in the VR 

world. 

2.8.2 Creating VR Application 

In the process of creating the VR applications, the concept of a sphere was applied as the base 

format of the VR environment. All gathered materials for the specific machine of each virtual tour 

were first stored in Unity3D database, shown in Figure 31. 

 

Figure 31 - Unity Database 

 

The concept of sphere means that the collected 360-degree images and videos were placed in 

spheres within the system. In other words, each 360-degree image was inserted into one sphere 

(Figure 32), as were the 360-degree videos. 

 

Figure 32 - One Sphere - One Image 
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These spheres were then connected together to create a Virtual Tour. For example, in the virtual 

tour for haul-trucks, there were sixteen 360-degree images and two 360-degree videos taken by 

the camera setup. Therefore, the total number of spheres in the virtual tour was eighteen. Each 

sphere presents a separate field in which buttons, sounds, and 2D images can be inserted and 

designed for the tour (Figure 33). For example, the inserted buttons can easily be setup to allow 

interaction and movement between spheres. No coding skills are necessary to use this virtual tour 

creator. Additionally, the knowledge assessment quizzes were not developed in this VR 

application. 

 

Figure 33 - Scene Hierarchy 

 

Figure 34 shows the window in which one can create a new virtual tour. 
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Figure 34 - Creating New Virtual Tour 
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Chapter 3 

Results and Discussion 

3.1 Mine Description 

This research project was conducted at a surface coal mine located in Mississippi in the United 

States. The mine is a subsidiary of one of the largest coal producers in North America, with more 

than 2 billion tons of coal reserves.  

At the coal mine, a truck and shovel fleet is responsible for topsoil stockpiling and overburden 

removal. Material (coal and overburden) is transported with Caterpillar 789 and 785 off-highway 

haul trucks. Interburden material is pushed into the excavated area with the Caterpillar D11 dozer-

push fleet. Finally, dragline operations are used for re-handling of the overburden. Coal seams are 

mined by a highly efficient surface miner (SM). Lignite is loaded into a haul-truck and hauled to 

an on-site hopper. Finally, coal is crushed and transported to silos. 

The machines for which training courses were developed in the Computer-Based Task-Training 

software and in the virtual reality application were haul-trucks, dozers, scrapers, and the surface 

miner. 

3.2 Images and Videos 

After the previously described process of gathering 360-degree images, 2D images, and 360-

degree-videos, these materials were inserted into the Computer-Based Task-Training program and 

VR application. These materials represent a crucial piece of a trainee’s ability to interact with the 

training process. However, videos and images that are captured with the 360-degree camera can 

also be used separately and independently from the developed software. For example, such 360-

degree images and videos can be run in any player that is compatible with this type of content. 
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One of the Media Players that supports 360-degree content is the GoPro VR Player. Additionally, 

360-degree content can be seen by using the Oculus Rift HMD, without inserting such materials 

into the VR application. However, the process of using images one-by-one can be noticeably 

slower, as a person will have to manually change the image or video and insert new ones. On the 

contrary, in the VR application or CBTT, videos or images that were already inserted into the 

software and set at the right place can be seen and interacted with inside the virtual tours, without 

needing to leave and re-enter the application. 

It is also possible to see the collected materials on any computer, not just within the developed 

software. Another advantage of the materials gathered by the camera is easy revision. If the 

produced materials are not satisfactory, it is easy to capture a new video or image. Normally, as 

the videographer becomes more experienced and knowledgeable about using the 360-degree 

camera, they can produce, stich, and edit the images and videos at a faster pace. 

3.2.1 Images for Virtual Tours 

After gathering the 360-degree images, compressing them, and removing the tripod, the images 

were then stored in the database. Table 5 presents the 360-degree images for the haul-truck 

Caterpillar 789 and their positions. 

A similar concept was followed for all other machines for which the virtual tours were created. 

The biggest difference between the virtual tours of different machines is in the actual number and 

position of the 360-degree images. 
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Table 5 - 360-degree Images for the Haul-truck 

Position 

Number 
Explanation  

Position 1 – 

Red circle 

Front side of a haul-truck from a distance. 

        

Position 2 – 

Red circle 

Closer look at the devices located at the front side of the haul-truck.     
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Position 3 – 

Red circle 

Right side of the machine with the right front tire and steps for mounting the 

machine. 

         

Position 4 – 

Red circle 

Right side of the machine with the hydraulic tank along with the front and 

rear tires. 

          

Position 5 – 

Red circle 

Right rear side of the machine along with the right rear tire. 
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Position 6 – 

Red circle 

Rear side of the haul-truck offering details for the rear side of the machine. 

          

Position 7 – 

Red circle 

Rear side of the haul-truck and a view of the box and tires from the distance. 

          

Position 8 – 

Red circle 

Left side of the machine; offers a closer look at the rear tire.  
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Position 9 – 

Red circle 

Left side of the machine; gives a view of the fuel tank along with the front 

and rear tires. 

         

Position 10 – 

Red circle 

Left side of the machine; gives a closer look at the front left tire. 

         

Position 11 – 

Yellow circle 

View from underneath the machine. 
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Position 12 – 

Blue circle 

Platform, in front of the cabin. 

       

Position 13 – 

Blue circle 

Platform, middle.  

       

Position 14 – 

Blue  circle 

Platform, fire suppression.  
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Position 15 – 

Blue circle 

Cabin, driver’s seat. 

       

Position 16 – 

Blue circle 

Cabin, buddy seat.  
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3.2.2 Videos for Virtual Tours 

In addition to the images, videos were also recorded by the process of gathering video materials 

previously explained in chapter 2.6. Screenshots from the 360-degree video of the inspection of 

the haul-truck are shown in the following pages in Figures 35, 36, 37, and 38.  

Videos were edited with GoPro Fusion Studio software, compressed, and inserted into both 

Computer-Based  Task-Training and VR application. Two videos were created for each machine. 

One video showed the HEO performing the pre-shift inspection, and the other showed the HEO 

operating the machine. 

 

Figure 35 - 360-degree Video – Tire Inspection 
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Figure 36 - 360-degree Video – Inspection of Hoses 

 

Figure 37 - 360-degree Video – Three Points of Contact 

 

Figure 38 - 360-degree Video – Cabin Inspection 
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3.3 Computer-Based Task-Training (CBTT) 

Training courses were developed for seven machines which were widely used in the surface mine. 

Table 6 presents the list of the machines (courses). 

Table 6 - List of Developed Courses 

 Machine Name 

1. Haul Truck – CAT 789 

2. Haul Truck – CAT 785 

3. Dozer – CAT D10 

4. Dozer – CAT D11 

5. Scraper – CAT 16M 

6. Scraper – CAT 24M 

7. Surface Miner – Wirtgen 4200 
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3.3.1 Creating the New Computer-Based Task-Training 

The training template, developed as the major feature of the CBTT, allowed for the creation of a 

new training course for a specific machine. Whether a user wants to take an existing training course 

or create an entirely new course, the first step will be navigating the login screen. A user should 

register with user name or email address and login to access the software. The login page (Figure 

39) consists of only two fields (Username and Password) and two buttons for login or registration. 

As stated earlier, the administrator will assign a role to the new user, determining whether that new 

user will be an administrator, editor, or trainee. 

Only administrators and editors are allowed to edit the existing training course and to create a new 

course. 

 

Figure 39 - Login Page 

 

      Company  

         Logo 
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After a user logs in as an administrator or editor, they will be transferred to the dashboard page. 

Both an editor and an administrator can add a course, change an existing course, add or remove 

media files, and create Virtual Tours and knowledge assessment quizzes. 

The editor should first insert any relevant media files (Figure 40). The editor can add a media file 

by using the “Media” option from the left side menu. They can click “Add New” (a) and either 

drag and drop the file or browse their computer for media files (b), as indicated in the figure. 

 

Figure 40 - Insert Media Files 

 

After inserting media files, the new training course can be created through the following eight 

steps. 

Step 1. Create a Course 

Menu option “Courses” is the first step in the process of creating a new course (Figure 41). A 

course creator should first enter the course title (a) and course name (b). Central square field (c) is 

a) b) 
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a place for the course image, which should be a 2D photo of a machine from the media gallery. 

Finally, a mine location should be selected (d), and the new course should then be published (e). 

Refer to Figure 42 for a more detailed look at this option. 

 

Figure 41 – Menu Option Courses 

 

Locations 
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Figure 42 - Step 1 - Create New Course 

 

Step 2. Create the Virtual Tours 

This step is achieved by using the “iPanorama 360” plugin and menu option. Virtual tours are 

created by combining 360-degree images, 2D images, and voice information. 

Step 3. Create Posts 

The “Posts” option is the first menu option in the left side menu (Figure 43). After a user creates 

a Virtual Tour, it is necessary for them to create a post for the same tour. This option (post) is used 

Front Course Image Here 

 

Locations 

a) 

b) 

c) 

d) 

e) 
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to connect a virtual tour developed with earlier mentioned plugin with the specific course 

(machine). The title of the new post should now be added (a). In the label (b), a shortcode of the 

created virtual tour should be inserted. Every virtual tour has a unique shortcode that is generated 

automatically after creating a virtual tour. The shortcode is given in the following format: 

[iPanorama id=”554”]. Figure 45 shows the empty Post.  

 

Figure 43 - Step 3 – Create New Post 

 

Step 4. Create Knowledge Assessment Quizzes 

Quizzes are created with the “Quizzes/Surveys Master” plugin. Questions and answers can easily 

be added, removed, and edited by using the form shown in Figure 44. 

a) 

b) 
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Figure 44 - Create Quiz 
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Step 5. Show 360-degree Videos 

The “Wpvr” menu option contains the video player that is used to show the 360-degree training 

videos in this Computer-Based Task-Training. Insert title (a) and upload the video (b) which was 

previously uploaded to the media library. Refer to Figure 45. 

 

Figure 45 - 360-degree Video Player 

 

Step 6. Create Instructions 

As explained earlier in Chapter 2.7.1, each training course is divided into three sets of instructions: 

1. Walk-around Inspection  

Example: CAT 789 Instruction #1 – Walk-around Inspection 

2. Pre-operational (Cabin) Inspection  

Example: CAT 789 Instruction #2 – Pre-operational Inspection 

3. Proper Start, Shutdown and Emergency procedures 

Example: CAT 789 Instruction #3 – Proper start, shutdown and emergency procedures 

The “Instructions” menu option is used to create an instruction. The title (a) and instruction name 

(b) should be inserted. These two fields are the same. The instruction should be then connected 

a) 

b) 
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with its associated course name (c), associated quiz (d), and associated virtual tour (e). All three 

of these factors were previously created in earlier steps. The number of pages should then be 

inserted (f). Usually, each instruction has between 5 to 8 content pages, depending on the amount 

of material the editor wants to present. At the end, the “publish” button (g) should be clicked. 

Figure 46 shows a filled-out form for the walk-around inspection instruction for haul-truck CAT 

789. 

 

Figure 46 - Create New Instruction 

 

Step 7. Create Contents 

Each of the three sets of instructions consists of several pages filled with “Contents”. In other 

words, the “Contents” menu option breaks each “Instruction” into several pages. As mentioned 

before, the number of content pages is chosen by the person creating a training course. The title 

(a) and the content page number (b) should be inserted. The associated course name should be 

chosen from the dropdown menu (c). Finally, the text of training content should be inserted. This 

a) 

b) 

c) 

d) 

e) 

f) 

g) 
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field is used to enter the content of the page, including written explanations of the particular 

instruction and 2D images. The image tour ID field is not required to be filled, because the course 

and virtual tour were connected in the previous step (Step 6). Finally, the publish button (d) should 

be clicked. Figure 47 shows the form for creating the new content page. 

 

Figure 47 - Create Content Page 

 

Step 8. Create Navigation Menu 

The “Appearance” menu option serves to create a “navigation menu” for each set of instructions. 

This menu should be created after every other component of the training has been developed. The 

use of this menu feature is optional. 

3.3.2 Select Location and Machine 

After a user logs in with correct credentials, they can begin taking one of the developed courses. 

The first step is to select a mine location and machine to be task-trained. Figure 48 shows the form 

for choosing a mine location. 

a) 

b) 

c) 

d) 
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Figure 48 - Select Location 

 

Figure 49 shows the screen where the user can select one of the seven developed training courses. 

 

Figure 49 - Select Machine 

 

After selecting the training course, a trainee can navigate through the selected course by using 

arrows (a) or the navigation menu (b). A trainee is able to read, listen, and watch training materials 

related to the selected training course. Figure 50 presents a page sample of a training course. 
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Figure 50 - Instructions No. 1 

 

3.3.3 Virtual Tours and Videos 

Figure 51 shows the last content page for virtual tours and 360-degree videos. The last content 

page in each of the three sets of instruction has videos and a virtual tour related to its particular 

machine. A person can run the virtual tour by clicking on button (a). A 360-degree video can be 

run with the play button (b). The “Begin Quiz” button (c) allows a user to start the knowledge 

assessment quiz on the current set of instructions (i.e. walk-around inspection). 
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Figure 51 - Last Content Page 

 

Figure 52 shows an example of a virtual tour. After running the virtual tour, a user can navigate 

between scenes (360-degree images) by using hotspots (a). By changing scenes, a trainee can 

observe different machine parts. The system tracks what images are visited during a virtual tour. 

When a blue square (b) appears, it indicates that this location has been visited. Therefore, the user 

knows what areas of the tour are still left to be checked. A trainee can go into a full-screen mode 

(c) and use an image thumbnails slider (d) as a second option for navigating between scenes. These 

concepts have been applied to all virtual tours created for the chosen machines. 
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Figure 52 - Virtual Tour 

Figures 55 and 56 give examples of 360-degree images inserted into a virtual tour. 

3.3.4 Quiz 

A trainee should take the quiz at the end of one set of instruction before proceeding to the next set. 

Figure 53 shows a sample quiz. A trainee should first enter their name and then take the quiz. 

 

Figure 53 - Begin Quiz 
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Quiz results are sent to an administrator or an editor by email directly after a trainee submits their 

quiz responses. This email (see Figure 54) includes a trainee’s name, a test score, the time taken 

to finish a quiz, and the quiz questions paired with the trainee’s responses. 

 

Figure 54 - Quiz Results
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Figure 55 - Underneath Haul-truck 
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Figure 56 - Rear Side of Haul-truck
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3.3.5 Mobile phone view 

Computer-Based Task-Training is optimized for use on mobile devices. The only prerequisite for 

accessing CBTT on a mobile device is to establish a solid Internet connection. All features which 

are available in a desktop version of CBTT are also available on mobile devices (see Figures 57, 

58, and 59). For example, a user can create a new course, modify an existing course, or take an 

entire training course. This feature makes it possible to use CBTT outside of an office environment. 

 

Figure 57 - View on Mobile Devices 
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  Figure 58 – Mobile View - Select a Course          Figure 59 - Mobile View - Editor's Mode 
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3.4 Virtual Reality Application 

The Virtual Reality application was developed to improve the training of Heavy-Equipment 

operators by fully immersing them into a VR world; in this way, the trainee can use the Head-

Mounted Display (HMD) Oculus Rift and interact with the VR world while performing the virtual 

tour of a selected machine. Through VR, a trainee also has the opportunity to observe how an 

experienced operator performs the pre-shift inspection. As stated earlier, the VR application was 

developed with Unity3D software. 

Besides the use of the VR application with Oculus Rift, virtual tours in the VR application can also 

be performed on desktop PCs. If used without HMD, this application becomes non-immersive in 

nature. Therefore, the same virtual tours can be used as both fully-immersive virtual tours or non-

immersive desktop virtual tours. Figure 60 shows the application icons for seven developed virtual 

tours. 

 

Figure 60 - VR applications 
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3.4.1 Oculus Rift Setup 

Connection between an “oculus ready” laptop and the Head-Mounted Display is established after 

installation of the Oculus Integration asset, which allows the use of Oculus Rift CV1 HMD. Oculus 

Rift VR headsets, two sensors, and two joysticks are used to achieve user’s interaction with the 

VR world. Figures 61 and 62 show the user’s interaction with the VR application run with Oculus 

Rift CV1. Sensors and joysticks are marked with (a) and (b), respectively. The person immersed 

in the VR world sees what is presented on the computer screen. 

 

Figure 61 - VR application with Oculus Rift CV1 
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Figure 62 - User Interaction 

 

3.4.2 Non-Immersive Desktop Version 

As stated before, another option for running this VR application is the non-immersive mode. This 

mode involves using the application on a desktop PC and performing a virtual tour by using a 

mouse and keyboard. Figures 63 and 64 show screenshots of such an application. 



88 

 

 

Figure 63 - Non-immersive Mode 

 

 

Figure 64 - Non-immersive Mode – Cabin 

 

The blue icons (iButtons) show 2D images of the machine parts (Figure 65), as well as problems 

that a trainee can potentially expect during a pre-shift inspection of the machine (Figure 66). These 

are also followed by voice information that explains particular parts of the machine. 
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Figure 65 – Speedometer 

 

 

Figure 66 - Tire Problem 
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Chapter 4 

Summary, Conclusion, and Recommendations for Future Research 

Chapter 1 provided an introduction to the importance of training Heavy Equipment Operators 

(HEO) in the mining industry. Emphasis was put on pre-shift machine inspections as one of the 

crucial tasks of HEOs in the field. Chapter 1 also provided a problem statement and the scope of 

work on development of the Computer-Based Task-Training and Virtual Reality (VR) application 

for HEO training. 

Chapter 2 proposed a technical approach to creating the training materials, including 360-degree 

images and videos, Computer-Based Task-Training (CBTT), a template for creating a training 

course, and VR applications. Camera positions were determined based on the types of machines. 

Afterwards, images and videos were captured with GoPro Fusion camera; these images and videos 

were then edited with the help of editing software. One of the most popular Content Management 

Systems, WordPress, was used to develop CBTT and the training template. Several plugins were 

used to help users create a training course without extensive programming skills. For the VR 

application, Unity3D software was used to create Virtual Tours. Such tours can be used on desktop 

PCs and with Head-Mounted Display (HMD) Oculus Rift CV1. In total, training courses for seven 

machines were created. 

Chapter 3 provided the results of the process of gathering 360-degree images and videos, showing 

examples of what those images and videos looked like. This chapter gave an explanation on how 

new training courses and VR application can be created within the CBTT system. Created courses 

can then be taken by a trainee; they can also be edited by an administrator or editor. This chapter 

also showcased the developed virtual tours of machine inspections. 
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Finally, Chapter 4 will provide a brief summary of the main topics of this thesis, in addition to 

making several recommendations for future research. 

The CBTT and VR application developed through this research established training for Heavy-

Equipment Operators that will allow for better understanding of the procedures and the importance 

of pre-shift inspections. This has been achieved through interactive and structured lessons. 

Training software is convenient and flexible, compatible with PCs, mobile devices, and HMD. 

The results of training via the CBTT and VR application can be summarized as follows: 

 Training materials including 360-degree images and videos, 2D images, and sound 

information were created for seven machines. 

 User friendly Interface for Computer-Based Task-Training software was developed. 

 Training template for developing a new training course with CBTT was created. 

 Instructions on how to create a new training course for a mining equipment were given. 

 Knowledge assessment quizzes were created. 

 CBTT was customized for use on mobile devices. 

 Virtual Reality application was created for use on Desktop PCs or with Head-Mounted 

Display Oculus Rift CV 1. 

 Seven training courses with virtual tours and videos for HEOs were created. 

Further research should investigate improvements of CBTT and VR as follows: 
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 Calculating return on investment (ROI) and assessing the impact of training software 

through surveys. 

 Introducing cutting-edge photography and videography equipment to collect more 

advanced images and videos. Focus should be placed on editing such materials to reach 

semi-professional level and incorporating them into developed software. 

 Developing more interactive knowledge assessment quizzes to create more interplay 

between user and software; this especially includes improving the VR worlds by 

developing advanced quizzes in a game format. 

 Upgrading the VR application by applying particular, newly published HMDs, and by 

establishing the wireless connection between PC and VR headsets. This can make the user 

feel more comfortable while being immersed in a VR world. 
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