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Modeling and Simulation of Cyber-Physical
Electrical Energy Systems with SystemC-AMS

Yukai Chen, Member, IEEE, Sara Vinco, Member, IEEE, Daniele Jahier Pagliari, Member, IEEE,
Paolo Montuschi, Fellow, IEEE, Enrico Macii, Fellow, IEEE, Massimo Poncino, Fellow, IEEE

Abstract—Modern Cyber-Physical Electrical Energy Systems (CPEES) are characterized by wider adoption of sustainable energy
sources and by an increased attention to optimization, with the goal of reducing pollution and wastes. This imposes a need for
instruments supporting the design flow, to simulate and validate the behavior of system components and to apply additional
optimization and exploration steps. Additionally, each system might be tested with a number of management policies, to evaluate their
economic impact. It is thus evident that simulation is a key ingredient in the design flow of CPEES. This paper proposes a framework
for CPEES modeling and simulation, that relies on the open-source standard SystemC-AMS. The paper formalizes the information and
energy flow in a generic CPEES, by focusing on both AC and DC components, and by including support for mechanical and physical
models that represent multiple energy sources and loads. Experimental results, applied to a complex CPEES case study, will prove the
effectiveness of the proposed solution, in terms of accuracy, speed up w.r.t. the current state of the art Matlab/Simulink, and support for

the design flow.

Index Terms—Design-time Optimization, Power Modeling and Simulation, Cyber-Physical System, Electrical Energy System,
Sustainable Energy Planning, Design Space Exploration, SystemC, SystemC-AMS.

1 INTRODUCTION

HE increased attention to climate change and pollution,
Ttogether with the adoption of the Paris agreement of
2015, impose a more sustainable design of Cyber-Physical
Electrical Energy Systems (CPEES), with the objective of
optimizing the processes of generation, distribution, stor-
age, and consumption of energy [1]-[3]. The adoption of
sustainable power sources allows indeed to reduce the envi-
ronmental impact, at the price of a higher instability of the
CPEES due to the intermittent nature of the environmental
quantities, e.g., solar irradiance and wind [4]-[6]. A careful
design is thus crucial to ensure a good balance between
power generation and consumption, and to correctly size
the components of the CPEES. Computer-aided modeling
and simulation tools are the key solutions to assess the
CPEES performance under different scenarios (e.g., choice of
components number and type, topologies, and management
policies), but also to evaluate its economic impact [7], [8].
The traditional approach to the design of CPEES relies
on a model-based paradigm, which uses built-in models
provided by commercial simulation platforms like Mat-
lab/Simulink. While robust and easy to use, commercial
tools lack many important and desirable features: as pro-
prietary tools, they are not easily extensible, and across-
version compatibility is not guaranteed. Furthermore, they
are not designed to efficiently co-simulate the physical
portion (usually continuous-time) and the cyber portion
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(usually discrete-time) of the system.

To tackle these limitations, recently several approaches have
appeared in the literature that aim at applying methods
borrowed from the domain of electronic systems design
[9]-[12]. One common feature shared by these solutions is
that they rely on a database of pre-characterized models
of CPEES components, with a pre-defined abstraction level
and semantics, and do not allow to seamlessly replace a
model of a component with a different implementation [10].
The goal of this work is to go beyond the limitations of the
current state of the art, by building an open-source framework
for CPEES modeling and simulation that allows easy extensibility
and modularity. This work borrows the underlying paradigm
introduced in [13], which proposes a multi-layer framework
based on SystemC-AMS. Such framework, however, has as
its main objective that of simultaneously simulating dif-
ferent extra-functional properties (e.g., temperature, relia-
bility), where power is yet another property. Moreover, its
focus are smart electronic systems rather than large-scale
CPEES; as such, it supports only the DC power domain,
and it does not envision any modeling of the environment
or of physical evolution. Thus, this work takes inspiration
from [13], but steers that paradigm towards the support
for larger-scale CPEES, targeting also the AC domain and
including the support of the physical domain.

The following are the specific contributions of this paper:

e The construction of a modeling and simulation
framework for CPEES that takes into account both
the AC and the DC domains, thanks to the introduc-
tion of a novel representation in SystemC-AMS of AC
voltage and currents, that are non natively supported
by the language. The AC domain is supported with
three different levels of detail, to have three different
accuracy-simulation speed tradeoffs;

Published by the IEEE Computer Society
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o The support of the physical domain, by adapting the
semantics of the Models of Computations (MoCs)
of SystemC-AMS to the characteristics of mechanical
components, as an example of physical domain;

e An explorative analysis of an instance of CPEES that
shows the effectiveness of the proposed framework
in terms of accuracy, flexibility, modularity and sim-
ulation speed.

The paper is organized as follows. Section 2 reviews the
current state of the art on CPEES simulation, and it pro-
vides the necessary background on SystemC-AMS. Section
3 presents the proposed framework, detailing the models,
their interfaces and their implementation in SystemC-AMS.
The experimental analysis occupies Sections 4-7. Section
4 focuses on the AC domain. Sections 5 to 7 analyze a
reference CPEES case study, that undergoes design and
exploration of alternative configurations. Finally, Section 8
draws our conclusions.

2 BACKGROUND
2.1 CPEES design and simulation

Several approaches for modeling and simulation of CPEES
have been proposed in literature, addressing different appli-
cation contexts and CPEES sizes.

Hardware-in-the-loop approaches mix real devices with
software-simulated models through sensors and actuators,
or through the integration of power electronic devices such
as inverters, to test the integration of new technology in
a controlled environment [14], [15]. The resulting accuracy
is higher w.r.t. software simulation, but application is re-
stricted to small- and mid-scale CPEES.

Proprietary tools, such as Matlab/Simulink, are usually con-
sidered the de facto standard [12]. The designer can choose
among a number of pre-defined components, or rather
implement his own designs, by relying on the provided
libraries. However, as closed and proprietary tools, they
are not easily extensible and they restrict the possibility of
developing custom component libraries and the evaluation
of alternative models. Furthermore, the simulation back-
bone is proprietary and it does not guarantee across-version
compatibility.

Equation-based approaches, such as Modelica, decompose
the system into elementary components, modeled with basic
physics equations or with predefined models [16], [17]. This
constrains the types of descriptions that are supported, and
it does not allow to effectively model the cyber portion
of a CPEES. The same limitation applies to ad-hoc C++
simulators [9], as they tend to focus on specific aspects of
the CPEES and to provide restricted libraries of components
that can be instantiated and configured.

Co-simulation approaches simulate specific aspects of the
CPEES in their native environment, combined with other
tools to estimate, e.g., the impact of network latency on
control policies, or the application of electricity rates [12],
[18], [19]. This leads to a very time-demanding and error-
prone process for integrating components with different
implementations, e.g., with discrete and continuous time
behaviors. Additionally, co-simulation moves the focus from
CPEES design to its interaction with other domains, and
therefore to a global estimation of the power flow, without

allowing to accurately reproduce the behavior of the CPEES
components.

The main limitation of the previously presented approaches
is that support for CPEES modeling is limited, either in
terms of models or in the scale of the supported CPEES. Our
work targets a wider support for CPEES in an open source
framework, based on SystemC-AMS, thus avoiding the inte-
gration of heterogeneous tools and allowing the application
of the methodology to a wider range of component models.
Some attempts have been made to adopt the standard Sys-
temC framework also in the context of CPEES. [11] uses the
Transaction-level Modeling (TLM) and AMS extensions of
SystemC for abstracting and modeling physical behaviors.
However, the support for the power domain is limited
to high-level waveforms or to physical equations. At the
same time, [13], [20] proved that SystemC-AMS can support
also complex circuit models for the CPEES components. In
spite of that, only DC components are supported and the
environment or the physical evolution are supported only
as input traces.

This work takes inspiration from [13], but with the goal of
enlarging the support for EES, targeting also the AC domain
and a more accurate modeling of those physical aspects that
heavily affect power production and consumption.

2.2 SystemC-AMS

SystemC-AMS extends C/C++ for modeling and simulating
analog/mixed-signal systems, including hardware-software
systems and also non-functional, continuous time domains
[13]. SystemC-AMS is extremely flexible, as it provides
different MoCs to cover a variety of domains that can be
executed within the same simulation infrastructure, such as
pure algorithms (e.g., control policies), equations and linear
networks, and also timed behaviors, as exemplified by the
high-level schema in Figure 1.

CONTROL

SC_MODULE{
SC_METHOD(policy);

CIRCUIT (-EQUIVALENT)
SC_MODULE{

¢ =new sca_eln::sca_c ("capacitor");
sensitive<<CTRL; r = new sca_eln::sca_r("resistor");
} @) 5
SYSTEMC-AMS KERNEL |

SCA_TDF_MODULE{ 4 SC_MODULE{
if(in.read()) >0)
out.write(f(in.read()));

} Ol 1}

TIMED/PERIODIC

g = new sca_lsf::sca_gain("gain");
d = new sca_lsf::sca_dot("dot");

SIGNAL PROCESSING
Figure 1. Heterogeneity of the descriptions supported by SystemC-AMS.

Control algorithms and digital discrete-time computation
can be modeled as standard SystemC processes, by follow-
ing the typical event-driven semantics of hardware descrip-
tion languages (HDL, top-left corner), or by adopting the
Timed Data-Flow (TDF) MoC, which builds a static sched-
ule of modules by considering their producer-consumer
communication dependencies and their activation time step
(bottom-left corner).

Continuous-time models can be modeled in two ways.
Signal processing modules are implemented at Linear Signal
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MODEL CHARACTERISTICS

DISCRETE TIME
STATIC NON LINEAR

CONTINUOQOUS TIME
DYNAMIC LINEAR

NON CONSERVATIVE CONSERVATIVE
. § L3 . 5
SYSTEMC AMS MoCs
TDF LSF ELN

TIMED DATAFLOW LINEAR SIGNAL FLOW ELECTRICAL LINEAR NETWORK

SYSTEMC-AMS SIMULATION KERNEL

Figure 2. Main characteristics of the SystemC-AMS abstraction levels.

Flow (LSF) through a library of pre-defined primitive mod-
ules (e.g., integrators or delay, bottom-right corner). Circuit
descriptions can be modeled as Electrical Linear Network
(ELN) components through the instantiation of predefined
linear primitives (e.g., resistors or capacitors, top-right cor-
ner). ELN is the only conservative MoC, and it ensures that
energy conservation laws are satisfied.

The competitive advantage of SystemC-AMS is that all
these different abstraction levels co-exist in a single simulation
environment that relies on a single simulation kernel; the latter
handles both timed events and equations that require a
continuous solver, and it ensures correct conversion of the
signals between domains, as sketched by Figure 2.
SystemC-AMS is chosen as the reference language for the
proposed framework for a number of reasons. The presence
of multiple MoCs allows covering a wide range of domains
using a single language; moreover, SystemC-AMS natively
provides converters between MoCs, thus guaranteeing cor-
rectness and hiding synchronization details when different
MoCs are simulated concurrently. SystemC-AMS also sup-
ports multiple time steps in one single run, so that each
component can have its own individual time resolution.
Such flexibility with respect to MoC, time resolution, and ab-
straction level makes SystemC-AMS a perfect candidate for
simulating CPEES, where very heterogeneous components
(i.e, cyber or physical) are present, and different degree of
accuracy might be desired for different components. Last
but not least, as it will be shown in the results section,
the native management of synchronization and the use of
a single simulation kernel (i.e., no co-simulation) result in
excellent simulation performance.

3 MODELING AND SIMULATION FRAMEWORK

The goal of CPEES simulation is to trace power flow,
i.e.,, power production, distribution, and consumption. The
multi-layer framework of [13] made the first effort to for-
malize the energy flows in CPEES; the key element was the
definition of a standardized architecture, with a common
bus and a precise taxonomy of components, their interfaces,
and semantics. However, [13] focused on small-size elec-
tronic systems and did not support neither the modeling the
environment or physical quantities (e.g., mechanical com-
ponents) nor the alternating current (AC) electrical domain.
This work, while being focused only on the power flow and
not considering other quantities, it generalizes its scope to
support all kinds of components included in CPEES, plus
the physical domain.

DC LOAD ESD DC PS
— — — |
‘ Y l CTRL \1 | CT?{L \ l CTRL
( ¢ pcbus* * N
\— 1 TV
DC DOMAIN v |
AC DOMAIN ] |
[ ——
AC LOAD ACPS BRIDGE GRID @
¥ i I ¥ ¥ R ¥ i : ¥ i .
P PF CTRL P PF CTRL P PE P PF
( AC BUS )

\ 4

Figure 3. Generic CPEES architectural template with model-specific
connections. For the sake of readability, AC interfaces use the (P, PF’)
interface, that may be replaced by (V,I), depending on the chosen
modeling style.

Figure 3 shows the template of a CPEES used in the pro-
posed framework; as in [13], a bus-based architecture is
used for scalability, mimicking the structure of a typical
computing system. Three main “actors” are envisioned:
loads (acting as energy consumers), Power Sources (PS,
acting as energy generators), and Energy Storage Device
(ESD). Blocks involved in energy exchange are instances of
these three types of elements.

The “energy bus” represents a well-defined power (voltage)
level, and the connections among blocks occur through
the bus. Therefore, every block has its own bus adapter
that allows to safely connect a block to it (in figure, the
shaded blocks between the various elements and the bus).
This structure closely mimics the real electrical connections,
where the bus is a common connector, and the adapters are
power converters. There is however a fundamental differ-
ence between this intuitive view of the bus as a connector:
the “energy bus” manages the distribution within the sys-
tem (either as an ideal conductor or with some power loss),
and its operations are managed by a policy that monitors the
components to determine the optimal flow of power. For
instance it could monitor the State-of-Charge (SOC) of an
ESD to determine whether it can provide energy or it has to
be charged.

As the target is realistic CPEES, Figure 3 actually includes
two power domains, namely DC and AC, each with its own
bus. Components do interface only to one given domain,
and the two domains are connected through a block denoted
as Bridge. This is again consistent with the real electrical
connection: when an AC bus and a DC bus co-exist, there is
a clear separation between the two domains, and the Bridge
is a bi-directional AC/DC converter. Finally, the template
includes the grid as a special component on the AC domain.
The template of Figure 3 exemplifies also the interfaces of
the various modules, that will be described in the next
section.

3.1 Interfaces

The interfaces of the various types of blocks fundamentally
differ based on whether they are DC or AC components.
Figure 3 summarizes the main differences for the block
interfaces in the two domains.

3.1.1 DC modules

In the DC domain we can represent current and voltage as
values that change over time. Power is thus represented as
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|-V EVOLUTION INTERFACE
v The operating conditions
£e are defined by discrete
DC Ioc values of voltage and
—_— VI I | current over time

The operating conditions

Ia
Vac are defined as two
- sinusoidal curves
VI I| (characterized by phase

& [0} and amplitude),
reproducing the
evolution of AC current
AC and voltage over time

APPARENT

POWE! REACTIVE
¢ POWER
ACTIVE POWER

The operating conditions
are defined as the RMS
of acutal power and a
factor PF, that is a bias
for the phase @ between
the sinusoidal curves of
current and voltage

Figure 4. Comparison of AC and DC interfaces.

a pair of values (I, V) that can be represented in SystemC-
AMS by using standard signals and ports. Voltage and
current are kept as distinct signals, as many DC elements
operate at different voltages (e.g., a battery pack output vs.
a 5V DC load).

3.1.2 AC modules

In the AC domain, electric current periodically reverses
direction according to a sinusoidal behavior. This compli-
cates AC representation in a functional language such as
SystemC-AMS, which only supports sinusoidal curves as
sources of non-conservative data (e.g., the sin_src LSF
block). To solve this issue, we propose two different inter-
faces for the AC domain, depending on the desired level of
accuracy with respect to the true sinusoidal behavior:

o The first option is to keep the same interface as for
the DC domain (i.e., current and voltage signals), and
to reproduce thus the sinusoidal behavior of current
and voltage. This will imply extending the standard
blocks defined by SystemC-AMS for the modeling of
sinusoidal signals, as will be explained in Section 3.1.2.
The sinusoidal curves will naturally preserve the major
characteristics of AC current and voltage: amplitude and
phase. Depending on the type of component, the two
sinusoidal curves will be out of phase by a degree ¢.
Both phase ¢ and amplitude of the sinusoidal curves
(current in particular) may vary over time.

e The second option is to abstract the sinusoidal behav-
ior, and to preserve only an aggregated value. This is
achieved by using the Root Mean Square (RMS) values of
the sinusoidal curves: in this way AC power, voltage and
current can be represented by a single value that evolves
over time, as in the DC domain. RMS current and voltage
are however not sufficient to model power in the AC
domain: the existence of a phase ¢ between current and
voltage implies that some power is not transferred but
rather wasted. AC power is thus made of: active power,
i.e., power that performs work, and reactive power, i.e.,
power dissipated due to a phase ¢ between current
and voltage (bottom of Figure 4). The (vectorial) sum

of the two is called apparent power, that is the power that
must be taken into account during simulation. Power
of AC components in this second representation is thus
represented by (i) the RMS of active power over time P,
and (ii) the power factor PF' = cos ¢. The latter must
be represented through an explicit port as the PF is
typically not constant, as it may vary for a given AC
load (e.g., due to different operations, for instance in a
washing machine). For the AC domain it is not necessary
to decouple voltage and current as in the AC bus the
RMS amplitude of the voltage is normally standardized
(e.g., 110, 220, or 380V) and current is therefore implicitly
derived from power.

Interface signals will obviously have a direction depending
on functionality: loads will receive power, PSs will generate
power, whereas ESDs and the grid will be bidirectional as
they can serve both functions. Converters will inherit the
directions from the blocks they are connecting.

Notice finally that all components (but the grid) have ad-
ditional control/status ports that are not involved in the
power flow; these ports might be driven by energy man-
agement policies that decide the power flow based on the
overall system state. As an example, one such port for an
ESD will be used to control the direction of the power flow
(charge/discharge) based on SOC of ESD, whereas for a load
it could represent the possibility of disabling it.

3.1.3 Interface modeling in SystemC-AMS

Each component of the system is mapped onto a SystemC
module, and the system topology formalized in Figure 3
is reflected by the connections between such components.
Component ports are mapped onto SystemC TDF ports
(sca_tdf::sca_in or sca_tdf::sca_out) for perfor-
mance reasons, as TDF generates the least amount of events
to be managed. “Data” ports (those carrying power infor-
mation, ie., I, V, P, and PF) are of type double, while
control information (status/commands) are either bool or
int.

3.2 Models

Once the interface has been defined, SystemC modules must
be populated with the implementation of the components.
Each CPEES component is associated with a model that
reproduces its dynamics depending on the environment or
on system conditions.

To determine the corresponding mapping onto SystemC-
AMS constructs, our framework categorizes models accord-
ing to two-dimensional space (Table 1): the first dimension
concerns the domain (cyber vs. physical), whereas the sec-
ond one is relative to the underlying simulation semantics.
Each simulation semantics will correspond to a different
modeling style, and to the mapping onto a specific SystemC-
AMS MoC (introduced in Section 2.2). To determine how
a model should be implemented, it is thus necessary to
understand its classification according to Table 1; e.g., if
the model is a circuit (-equivalent) or purely functional,
different SystemC-AMS constructs will be used for its im-
plementation. Note that, for a given model of a component,
the classification according to Table 1 is unambiguously
determined : if the model includes a mix of two modeling
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Table 1
Models classification of CPEES components, some examples for each type of semantics for models with the relative references.

SEMANTICS
Functional Signal Flow Circuit-equivalent

DOMAINS Discrete time models, e.g., functions, poly- | Continuous time, including integra- | Electrical circuit models with

nomials, equations. tion, derivative and delay operators. energy conservation, including,

e.g., resistors and capacitors.
Cyber Management policies implemented by the - -

bus to monitor power flow, enable power

sources and/or energy storage devices, and

control the loads [13].

Physical Abstract the complex physical and mechan- | Reproduce the behavior of a physical | Reproduce physical behaviors
ical dynamics as equations and functional | system as signals and high level prim- | through ELN primitives that
models [21], [22]. itives, such as state space equations, | emulate the dynamics of non-

integrators and delays [23], [24]. electrical phenomena [25], [26].
SystemC-AMS | TDF (Section 3.2.1) LSF (Section 3.2.2) ELN (Section 3.2.3)

styles, then the model must be divided in two sub-blocks,
each mapped to SystemC-AMS separately.

The Section will provide three examples of implementation
in SystemC-AMS of models, each corresponding to one
column of Table 1. The first three subsections reflect the
columns of Table 1. The last subsection is devoted to the
modeling of AC, that requires a separate discussion.

3.2.1 Functional Models

Functional models can be reproduced by implementing the
function in C++ or as a digital process. As an example of
functional model we use a DC/AC converter (inverter). This
is an interesting case as power conversion requires non-
linear devices like diodes that are not currently supported
by SystemC-AMS. Although it is not possible to model
the detailed circuit implementation in SystemC-AMS, it is
probably not necessary to have such a level of detail for
a component that fundamentally only adapts power levels.
Therefore, we could abstract the operations of the inverter in
terms of its efficiency, i.e., of ratio between the generated AC
power w.r.t. the input DC power, that is usually available
from datasheets [27], [28]. This information is sometimes
given as a plot of efficiency vs. the ratio of the input DC
power and the output rated power (Figure 5.a). We can
therefore build a functional model by fitting the curves to
a polynomial with two inputs (ratio of input DC power and
rated power P and the operating voltage V') and use this
equation as a model, as shown in Figure 5.b.

Figure 5.c shows the SystemC-AMS implementation of the
functional model of the inverter. Given that the module
contains only a functional model, it is implemented as a
SystemC-AMS TDF model (line 1, denoted by the keyword
SC_TDF_MODULE), as this reduces the activation overhead:
TDF modules are in fact scheduled statically at fixed time
steps, thus avoiding the cost of determining what ports
changed value. The module has two ports P and PF on
the AC side, and two ports V' and I for the DC side. The
initialize () method (line 11) is invoked at the begin-
ning of the simulation to reset all values and to set the acti-
vation timestep of the current module. The processing ()
method (line 6) is invoked at discrete time steps, and it
describes the inverter behavior over time: it calculates the
efficiency (1) with the empirical equation in Figure 5.b (line
8), and then derives real power (line 9).

-
(=1
=]

=
= 9 n=0.88+0.74p

a. S @2 b. —2.70p?% + 4.80p3
2 a8 —4.17p*+1.39v
w 84

0 50 100
% of rated output power

. SCA_TDF_MODULE (inverter){
sca_tdf::sca_in<double> 1, V, PF;
sca_tdf::sca_out<double> P;
double eta, p, real, ...;
|7
inverter:processing(){

p = l.read() * V.read();

eta=0.88 + 0.74*p — 2.7*exp(p,2) + 4.8%exp(p,3)

—4.17*exp(p,4) + 1.39*V.read();

9. P.write((p * eta)/(1 + PF.read()));
10.}
11. inverter:initialize(){ ...}

NG A WS

C.

Figure 5. Efficiency curves for an inverter and corresponding functional
model implemented in SystemC-AMS.

3.2.2 Signal Flow Models

Signal flow models represent a physical system as sig-
nal values that propagate in one direction and that are
elaborated by linear elements, e.g. gain, Laplace functions,
integrators. Such constructs can be directly mapped onto
the corresponding LSF primitives, that are instantiated and
connected in a way that reproduces signal propagation.

As an example, Figure 6 shows the high level structure of
a wind turbine (a), a subset of its equations (b), the cor-
responding SystemC-AMS LSF system (c), and a few lines
of the corresponding code (d). The difference between the
angular speed of the turbine rotor and of the generator rotor
is mapped onto a sca_1sf: :sca_sub primitive (lines 5-8),
while the integrator estimating the angle © is mapped onto
asca_lsf::sca_inteq primitive (lines 9-11).

3.2.3 Circuit Equivalent Models

Circuit equivalent models are implemented as a network of
SystemC-AMS ELN primitives, instantiated and connected
as in their circuit specification.

As an example, we choose a circuit equivalent model
of a battery [26]. The circuit on the right of Figure 7
is implemented by mapping its elements to ELN prim-
itives: e.g., current source Ip is instantiated as an ELN
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sca_sub * subW,
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addW =new sca_lsf::sca_sub("subW"); L’
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Figure 6. Example of signal flow model implemented in SystemC-AMS.

1. SC_MODULE (battery){

2. sca_tdf::sca_in<double> I;

3. sca_tdf::sca_in<bool> En;

4, sca_tdf::sca_out<double>V, SOC,
E

. sca_eln::
. sca_eln::

5 sca_tdf::sca_isource* Ib;
6
7. sca_eln:
8
9

sca_tdf::sca_vsink* Vsoc;
sca_c* Cm;

sca_node n1;
sca_node_ref gnd;

. sca_eln::
sca_eln::

R(Vsoc)

11. SC_CTOR (battery){
12. Ib=newsca |source(~"lb")

13. Ib->inp(in); AR

14.  Ib->p(nl); T~
15. Ib->n(gnd);

16.  Cm=new sca_c("Cm™);=~-_ __

17. Cnom->p(nl);

18. Cnom->n(gnd);

19. Cnom->value=20880;
20. 1%

Figure 7. Example of circuit model implemented in SystemC-AMS, by
mapping circuit elements to ELN primitives.

sca_eln::sca_isource object (lines 11-13), and capac-
itor Cps as a sca_eln::sca_c object (lines 14-15). The
connection between ELN primitives is achieved through the
instantiation of nodes (e.g., node n1).

3.2.4 AC Models

The discussion on SystemC-AMS implementation of
AC signals deserves a separate section. SystemC-
AMS supports AC only partially: both the primitive
to generate a sinusoidal signal (sca_lsf::sca_source)

and the primitives to generate sinusoidal cur-
rent and voltage (sca_eln::sca_vsource and
sca_eln::sca_isource) assume phase and amplitude

to be fixed throughout the simulation, which is not realistic
for AC simulation.

This limitation turns out to be an opportunity to represent
the AC domain with different simulation accuracy/speed
tradeoffs, by either abstracting the sinusoidal behavior of
AC signals, or extending the SystemC-AMS support for
these type of signals. We thus propose three levels of details
for AC modeling

o abstract AC modeling, by representing the AC behavior as
discrete values of active power and power factor over
time;

o sinusoidal AC modeling, by representing AC signals as
pure sinusoidal curves with varying amplitude and
phase;

o accurate AC modeling, as in the previous item, but reflect-
ing more closely the dynamics of AC signals.

3.24.1 Abstract AC modeling: The first AC modeling op-
tion consists of abstracting the AC signals and approximate
them as discrete values over time, as in the DC domain.
This corresponds to the interface (P, PF'), that exports actual
power and the power factor. This corresponds to a strong
simplification of AC signals, as sinusoidal curves are repre-
sented by the evolution over time of their RMS and phase
¢, represented by PF = cos ¢. In this way, the sinusoidal
nature of AC current and voltage is totally lost.
Nonetheless, it is important to observe that RMS and phase
are the typical quantities measured by meters and made
available for appliances [29], [30]. More detailed models
(such as the precise electrical components of a load) are
almost never available for single appliances, let alone at the
level of an entire home or a micro-grid. Thus, this abstrac-
tion is reasonable for system-level design and exploration of
CPEES.

The AC signals can thus be generated by a TDF module,
that writes in output the values of P and PF' (e.g., loaded
from files) with a chosen sampling frequency, as in the top
code fragment of Figure 8.

3.2.42 Sinusoidal AC modeling: AC current and voltage
can be modeled as sinusoidal signals if the values of am-
plitude and phase over time are known. The voltage curve
typically has fixed amplitude in the AC domain (i.e., 110,
220, or 380V, represented by V,..r) and the phase is 0 (as
the phase is calculated with respect to the voltage curve
itself). Conversely, current values may vary over time, and
it is thus necessary to have traces of both amplitude and
phase over time. In case this information is available as the
RMS of actual power and the PF, it is possible to derive this
information as follows:

e The amplitude of the sinusoidal curve can be derived
from the RMS of power and the amplitude of voltage:

P \/i/vref;

e The phase is instead derived as arccos (PF).

Note that a change of amplitude and phase (and of P or
PF) implies a change in the configuration of the sinusoidal
curve: this can not however be expressed directly with
SystemC-AMS primitives (e.g., sca_lsf::sca_source),
as these do not allow to vary amplitude and phase of
sinusoids over time.
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. SCA_TDF_MODULE (abstractAC){
sca_tdf::sca_out<double> P, PF;
ifstream inp, inpf;

double pvalue, pfvalue;

-k

. abstractAC :processing(){

inp >> pvalue; inpf >> pfvalue;
P.write(pvalue);
PF.write(pfvalue);

b

©CENOUA®WN P

i
°©

. SCA_TDF_MODULE (sinusoidalAC){
sca_tdf::sca_out<double> V, I;
ifstream inp, inpf;
double p, pf;
int t, freq, ampl;

ks

. sinusoidalAC:processing(){

inp >> p; inpf >> pf;

V.write(Vconst*sin(2*M_PI*freq*t);

ampl = p*sqrt(2)/Vconst;

10. lLwrite(ampl*sin(2*M_PI*freq*t + acos(pf));

11.} ...

i

CENOU A BN PR

N
o©

Figure 8. Simple example of abstract (top) and sinusoidal (bottom)
modeling of AC.

For this reason, we extended SystemC-AMS by defining a
module that supports the generation of sinusoidal curves
with varying amplitude and phase. This is achieved by
defining a TDF module that computes the equation for
sinusoidal curves:

amplitude - sin(2 - 7 - frequency - t + phase)

the equation is the same as the one wused by
sca_lsf::sca_source, but amplitude and phase may
thus vary over time:

V = Vyey - sin(2 - 7 - frequency - t)
I=(P-V/2/Vyey)-sin(2- 7 - frequency - t + arccos PF)

The resulting interface is thus (V, I) as any other DC com-
ponent; this solution allows one to reproduce the dynamic
processing of alternating (sinusoidal) signals in SystemC-
AMS. The bottom code fragment of Figure 8 shows an
example of this modeling style.

Although this modeling style restores the continuous-time
semantics of voltage and current, every sample is computed
independently of the others; therefore, when a change of
phase occurs, the transition introduces a discontinuity in
the sinusoidal curves. This is not the real behavior of AC
currents and voltages, for which phase transitions occur
smoothly. A solution for this issue is proposed in the next
section.

3.24.3 Accurate AC modeling: This latter modeling style
allows solving the issues just mentioned and aims at re-
producing the smooth transitions due to phase and/or
amplitude changes. The only solution to reproduce such
an accurate behavior is to make AC explicit as a sinusoidal
voltage source, where any change in amplitude and phase
of current is generated by the activation of separate circuit
branches, that can be connected and disconnected over time

by means of switches. An example is shown in Figure 9,
where the three branches represent three conceptual electri-
cal loads with different characteristics (e.g. different reactive
components) that can be activated at different times by
acting on the corresponding switch. Due to the different
electrical elements of the branches, each one will have a
different impact on the total current absorbed from the
voltage source, both in terms of transient behavior and at
steady-state. The time constants of such electrical elements
ensure a smooth transition whenever changes of amplitude
and phase occur. The circuit can be reproduced by using
SystemC-AMS ELN primitives (as explained in Section 3.2.3;
some mappings are shown in Figure 9). Note that the circuit
terminals are left open, as this circuit constitutes a load of a
larger CPEES.

It is however important to note that modeling an AC com-
ponent at this level of detail requires information about its
characteristics in terms of reactive behavior (the amount of
inductive or capacitive behavior, if any). This information
is typically not available unless measurements are carried
out on the actual devices [31]-[33], and is thus generally not
consistent with the system-level semantics of the proposed
approach, that rather focuses on the design phase and on
providing a long-term estimation of the behavior of the
CPEES. The characteristics of this modeling approach will
be further discussed in the experimental section.

sca__
rswitch l
Ll
f— % sca 1 s ©
sca_r
1 2 3
1

Figure 9. Example of circuit modelinjg different AC modes: the three
branches are activated at different times and generate different ampli-
tude and phase of the AC sinusoidal curves.

3.3 SystemC-AMS Simulation

The support for multiple levels of abstraction of SystemC-
AMS allows the simultaneous presence of heterogeneous
components: all descriptions (TDF, LSF or ELN) can be used
in a single simulation run.

The execution flow of SystemC-AMS simulation is classified
into three phases, summarized in Figure 10.

The initial phase is called elaboration: the SystemC-AMS
kernel builds the module hierarchy and the data structures
necessary to handle simulation, including the activation
condition of each module, ie., the activation time step
of TDF modules, and the list of input signals for Sys-
temC processes and for ELN and LSF modules. Note that
SystemC-AMS provides signal converters between the three
abstraction levels, thus guaranteeing a correct and efficient
conversion between them.

During the elaboration phase, the SystemC-AMS simula-
tion kernel also builds the equation system generated by
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TDF: Calculation of module activation timestep

ELN and LSF: Equation system setup from:
e Equations provided by ELN and LSF primitive modules
plus their connections
e ELN only: Application of conservation laws

v

‘TDF: Initialize variables, signals and module parameters ‘

ELABORATION

INITIALIZATION

‘ELN and LSF: Set initial conditions of equation system ‘

v

SIMULATION ‘TDF: Execute module processing ‘
(repeated for
each timestep)

ELN and LSF: Solve numerically the equation system
e Based on linear DAE solver (Euler and trapezoidal
methods)

O

Figure 10. Execution flow of SystemC-AMS simulation as managed by
the simulation kernel.

ELN and LSF equations, as derived from the instantiated
primitive modules, their connections and the application of
conservation laws.

The next phase is initialization: the SystemC-AMS kernel
sets module parameters, initializes system components (for
TDF) and sets the equation initial conditions (ELN and LSEF).
The last phase simulation is the core of SystemC-AMS sim-
ulation: in each simulation cycle, the SystemC-AMS kernel
determines the next event to be triggered and the corre-
sponding execution queue, it numerically solves the corre-
sponding equations modeling system behaviour over time
by using lightweight numerical methods (i.e., backward
Euler and trapezoidal methods with optimization methods
like LU decomposition and Woodbury formulas).

It is worth emphasizing that the choice of TDF for ports
and synchronization allows efficient simulation: it allows
to build a static activation sequence of the modules, that
is used to run the entire simulation; this reduces to the
minimum any synchronization and management cost, and
it hides any conversion overhead from the designer. Addi-
tionally, connected elements may run at different time steps:
it is enough to set the rate between them, so that SystemC-
AMS decouples their activation and automatically buffers
signal values.

4 ANALYSIS OF AC MODELING

In order to demonstrate the characteristics of the different
modeling styles for the AC domain, we propose a simple
case study where the AC load is alternatively modeled
with one of the three approaches in Section 3.2.4. This will
allow to reason in terms of accuracy w.r.t. the AC dynamics,
possible approximations and simulation overhead.

To this extent, we simulated the AC circuit in Figure 9 for a
six hours span, with the three different levels of detail:

e the individual components of the circuit are accurately
simulated at the electrical level in what we call the
accurate modeling;

o the other two levels are reproduced by extracting the
RMS and phase for each 1s windows, that are then used
to build P and PF traces for the abstract model and the
sinusoidal waves for the sinusoidal model.

0.4

= = = Simulink
/W\/\/\/\/\/SYStEmC-AMS |

=
P

Current (A)
o

o
[N}

=
S

0 50 100 150 200
Time (ms)

Figure 11. Snapshot of simulation of the accurate AC implementation of
the circuit in Figure 9 simulated in Simulink (dashed) and SystemC-AMS
(solid) with only an amplitude change.

All such simulations are then compared w.r.t the accurate
Simulink implementation, to have a measure of accuracy
and of relative simulation speed. The outcomes are reported
in Table 2. We adopted SystemC-AMS 2.1 and Matlab 2018a.
Simulations were run on a server with Intel Xeon 2.40GHz
CPU (16 cores, 2 threads each), a 128GB RAM, and Ubuntu
18.04.1.

4.1 Analysis of accuracy

To have an overall measure of accuracy, we used the error
on the overall estimated energy (Column Total Energy), but
also three different indicators for comparing the Simulink
and SystemC-AMS traces (Column Power Trace) [34]:

o the coefficient of determination R?;
o the Legates coefficient of efficiency;
o the Willmott’s index of agreement.

All these three indicators use higher values to indicate better
accuracy (maximum value is 1).

The accurate AC model implemented in SystemC-AMS ex-
hibits a high level of accuracy w.rt. the corresponding
Simulink, with only a 0.7% difference in the total estimated
energy. This is evident also from the indicators in Table 2,
that exhibit very high accuracy compared to Simulink (val-
ues are very close to 1).

To have a visual proof of accuracy, Figures 11 and 12 show
two snapshots of simulation for the current curves.

Figure 11 shows an amplitude change due to switch con-
figuration at time 100ms: both before and after time 100ms
SystemC-AMS (solid) shows a high fidelity w.r.t. Simulink
(dashed). The amplitude change (caused by the resistor in
branch 3 of Figure 9) generates a small error, due to a more
sudden reaction of SystemC-AMS. This difference is due to
the different solvers used by the two tools.

At time 1000ms switch configuration is changed again, this
time modifying both amplitude and phase of the sinusoidal
curve. As evident from Figure 12, the change is propagated
gradually on the sinusoidal curve, until stable behavior
is achieved around time 1200ms. This is an effect of the
inductance and the capacitance present in the activated
branch 1 in Figure 9. It is important to note that SystemC-
AMS follows well Simulink evolution, despite a small error
occurring in the first two sinusoidal periods.

When moving to sinusoidal AC modeling, the fidelity of sim-
ulation w.r.t. accurate Simulink is lowered. This is evident
from Figure 13: the transient behavior (already reported
in Figure 12 for the same time interval, solid) cannot be
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Table 2
Accuracy and simulation speed of SystemC-AMS w.r.t. Simulink in different AC modeling levels.
. Accuracy . .
st | Implemenaton |y FowerTrace | Simulton | Spedup
& 8Y [ Value (Wh) | Diff (%) R | ICE | WIA
Accurate Simulink 1,313.9 0.0 | 1.0000 | 1.0000 | 1.0000 1,513.42 1.00
SystemC-AMS 1,304.4 0.7 | 09999 | 0.9942 | 0.9971 141.32 10.71
Sinusoidal Simulink 1300.9 1.0 | 0.9999 | 0.9940 | 0.9970 1,023.97 1.48
SystemC-AMS 1,300.9 1.0 | 0.9999 | 0.9940 | 0.9970 106.22 14.24
Abstract Simulink 1,300.9 1.0 N/A 2.73 554.37
SystemC-AMS 1,300.9 1.0 N/A 0.21 7,206.76
10 - . oo -

. - — —Simulink same inaccuracies in case of phase changes. This is shown by
<! ~ SystemC-AMS || the fact that the total energy error for the abstract modeling
= ' ' is the same as for the sinusoidal case in Table 2. The values
e of the three statistical performance indicators cannot be
3P . computed for this modeling style, since each 1s window

. ! _ of sinusoidal power trace is replaced by a single P and
S - ‘ - - - ] PF pair: it is thus not possible to compare the sinusoidal
800 900 toco . 1100 1200 1300 1400 behavior with one single sample.
Time (ms)

Figure 12. Snapshot of simulation of the accurate AC implementation of
the circuit in Figure 9 simulated in Simulink (dashed) and SystemC-AMS
(solid) with both amplitude and phase change.

reproduced by a pure sinusoidal curve (sinusoidal AC mod-
eling, dashed), that changes amplitude and phase abruptly.
This generates a sudden shift of the first sinusoidal wave
generated at time 1000ms (due to the phase change), while
amplitude coincides again only around time 1200ms. This
implies a larger error between the two modeling styles.
However, as shown in Table 2, the relative error on the
total energy consumed by the circuit is only 1.0%. It is
important to note that the error is not due to SystemC-AMS,
but is rather replicated also by Simulink when the same
modeling style is adopted: the error is thus not caused by
the language, but rather by the adopted modeling style. This
is clear from Table 2: since the values of three indicators and
of the total energy consumption are exactly the same for the
two rows related to Sinusoidal AC modelling (i.e., Simulink
and SystemC-AMS).

10 . . g
| . - Accurate AC
25 | | W NP i Sinusoidal AC
=°[ MR N RR AR A AR AR
- ARARARARAANARAARAAAA
o y.’l?ﬁ”ii'!ii“w“H"i\ N A ‘NL
= ISR IR AN A AN AN AR AN IR IR AN NI N
30p“"\‘f'j.“ﬁ/.“\f"\A‘_'!i'l!”"!”!"i‘”l’lui!IHF”!!“”E‘,!W‘F”I\
o .rl..“.FE!n!!l[‘l!!;i!mg”n!?nL!xi;!!i
R R RN IRIRIR] t.j IR !
A AR B I
800 900 1000 . 1100 1200 1300 1400
Time (ms)

Figure 13. Snapshot of simulation of the accurate AC implementation
and of the sinusoidal AC implementation of the circuit in Figure 9
simulated SystemC-AMS.

The abstract AC modeling style is a byproduct of the sinu-
soidal AC curves. Instead of using amplitude and phase
to reconstruct the sinusoidal curve, such values are repre-
sented as aggregate values: the RMS of the curve and the
power factor. However, the accuracy will be, by definition,
identical to the case of sinusoidal AC curves (since those
curves are simply generated using the P and PF values
extracted for each 1s period), and will thus suffer from the

4.2 Analysis of simulation speed

In order to investigate the simulation speed achieved by
the different AC modeling levels, we built one system in
both Simulink and SystemC-AMS, which simply includes
one load, one inverter and one power source. The load part
represents the circuit of Figure 9, modeled using one of the
three different AC modeling levels in each simulation run.
The power source is a battery pack, chosen big enough to
ensure 6 hours of simulation. The battery pack and the in-
verter are modeled with lightweight models (Sections 3.2.3
and 3.2.1), so to highlight the contribution of load modeling
on simulation time.

We conduct 6 hours simulation in both Simulink and
SystemC-AMS by using the three different AC modeling
levels. We used the tic toc commands to record the
simulation time of Simulink, and the time command for
estimating the simulation time of SystemC-AMS. Simulation
times are calculated as the average over 50 simulations to
eliminate the influence of other tasks running on the server.
Simulation time is reported in Table 2.

Simulation speed does not improve evidently when moving
from the accurate to the sinusoidal modeling style: both
of them conduct simulation by using a 1Ims time step; in
other words, although the sinusoidal AC modelling does
not model actual electrical elements in the load, it does not
achieve a very large speed-up as it still has to reproduce
frequent samples of the AC sinusoidal curves. Furthermore,
in both modes the SystemC-AMS implementation is always
10 times faster than the corresponding Simulink implemen-
tation.

When using the abstract AC modeling level, the simulation
speed dramatically improves (more than three orders of
magnitude) since the time step becomes 1s and there is no
electrical network in the simulation. This does not imply
a higher error in energy estimation, as already discussed
in the previous section: the abstract modeling style is thus
a winning simulation speed-accuracy trade off when long
simulations are required, e.g., to have an estimation of the
CPEES evolution over year-long time windows.
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5 CPEES CASE STUDY

In order to demonstrate the effectiveness of the proposed
framework, we show its application on a case study similar
to the CPEES described in [35]: it includes a wind turbine,
a photovoltaic (PV) array, a battery pack, a common DC
bus, a grid-interface inverter and various AC loads. Figure
14 shows the structure of the case study mapped to the
template of Section 3, while Table 3 provide the details about
the various components, the corresponding models and the
simulation setup.

144V 200Ah 10kW WIND 10kW PV ARRAY
BATTERY BANK TURBINE WITH MPPT
T T T T T T
\ | P PF \% |
¢ ¢ - - 'S rs
\ DC-DC CONV |cTRL | AC-DC CONV \cm ] DC-DC CONV | et
* * * * * *
\ | \ | \% |
(NS s " " "
. DC BUS ,
T
| ACLOADS 1 GRD O 1t I
' . ' BRIDGE AND
P PF P
. i . INVERTER
\ AC-ACCONV | = TRANSFORMER \
p P P P P PF
N n n n i l l
’ AC BUS

[

Figure 14. Test case study used in our validation [35].

6 SIMULATION RESULTS

To evaluate the effectiveness of the proposed framework,
we compared a SystemC-AMS implementation of the above
case study with the corresponding Simulink, and compared
the relative accuracy and performance. We implemented the
system in SystemC-AMS 2.1 and Matlab 2018a, respectively;
simulations were run with a fixed time step of 1 ms on a
server with Intel Xeon 2.40GHz CPU (16 cores, 2 threads
each) and 128GB RAM, with Ubuntu 18.04.1.

The Simulink and the SystemC-AMS descriptions have been
implemented at the same level of abstraction, i.e., for each
component we adopted the same kind of model, and AC
loads use the “abstract” AC modeling style (RMS power
and PF) rather than the sinusoidal behavior. This ensures
that the modeling complexity is comparable, and that no
artificial overhead is introduced on either side.

The adoption of abstract AC models is motivated by the
analysis reported in Section 4: the computational complexity
of the accurate AC models would make unfeasible simula-
tions over a day-long or year-long horizon, like the ones
carried in this section and in Section 7. AC modeling is
indeed just a part of the big picture, while the general
objective is a fast simulation environment for the analysis of
an entire CPEES (including energy storage and renewables),
which should privilege speed with respect to accuracy.
Nevertheless, we have shown that an accurate AC modeling
is possible, at the cost of sacrificing simulation speed.

6.1 Simulation Results

Figure 15 depicts system evolution on one example week for
environmental traces relative to the NREL Solar Radiation
Research Laboratory in Colorado. The figure highlights that

the proposed framework allows to trace very different quan-
tities (e.g., the dynamics of an electro-mechanical device
such as the wind turbine or the internal evolution of the
battery pack) in a single simulation run.

In order to appreciate the details of the simulation, Fig-
ure 16 zooms into a shorter 12-hour period. As shown in
Figure 16.(c), five representative “regions” can be identified
in the 12-hour simulation, with different relations between
produced and consumed power. From 2:00am to about
6:00am (I), total power generation is typically larger than
the load demand, and, as battery pack SOC is within the
10%-90% operation range, the extra generated power is
used to charge the batteries, and thus there is no interaction
with the grid. A second interval (II) from about 6 to 7 am
shows that total power generation is still larger than the load
demand; however, with the battery pack already charged at
90%, the additional generated power is sold to the grid, as
shown by the red area in (c). From about 7am to around
10 am (III) the load demand exceeds the generated power,
thus discharging the battery pack, as visible in (b). As total
power generation is still modest, when the pack reaches 10%
SOC it is necessary to purchase power from the grid (IV)
for a short time (in the specific example between around
10:10am and 10:25am, the blue area in (c)). Then the load
demand decreases and the generation increases so we start
re-charging the pack (V).

6.2 Comparison against Simulink
6.2.1 Accuracy Comparison

For the assessment of the accuracy of the SystemC-AMS
simulation against Simulink, we did a trace-by-trace com-
parison of the power consumption of the individual com-
ponents of the testcase. As the errors are very small, we
summarize them in a table rather than showing the result-
ing waveforms, on which the errors would not be visible.
Table 4 reports the average and maximum errors of the
power traces of each system components; results clearly
show that the proposed SystemC-AMS framework can track
very accurately all the components: the largest maximum
eITOr €,,42 is for the wind turbine and is less than 0.5%,
while the average errors are in all cases negligible.

6.2.2 Performance Comparison

To evaluate simulation performance, we compared Simulink
and SystemC-AMS on different lengths of simulated time.
We used the same way described in section 4 to calculate
the simulation times of Simulink and SystemC-AMS. Table
5 reports simulation times and the speedup of SystemC-
AMS over Simulink, for different simulated times (i.e., from
half a day to 6 days). From the Table, it is evident that
SystemC-AMS is significantly faster than Simulink, with an
almost constant speedup around 262 to 265 times, regard-
less of the simulation length. The difference of simulation
time is explained by the difference in terms of solver and
implementation of the models: the presence of a mechanical
model forces Simulink to use the odel4x solver, as Simulink
contains both dynamic and algebraic equations even af-
ter Simcape model simplification, thus implying a quite
heavy overhead. On the other hand, SystemC-AMS uses a
lightweight first order solver based on Euler’s method.
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Table 3
Details of the CPEES case study.

11

Component |

Description

PV Array

The PV system comprises of a PV array for a total rated power of 10kW and a DC-DC converter. We built the model of one
SunPower A300 [36] module (54.7V and 5.49A rated voltage and current), and then scaled it up to the size of the PV array
(30 modules). The module model was built using the curves provided in the A300 datasheet with the method of [22], i.e.,
empirical expressions of I and V as a function of irradiance and temperature. The model is fully functional and it is thus
implemented as a TDF module in SystemC-AMS.

Wind
Turbine

The wind turbine has a power rating of 10kW. As its power production is affected also by the complex laws controlling the
mechanical evolution, we adopted a mechanical model similar to [24], which was split it in two sub-modules: one for the
TDF part, implementing the aerodynamic model and most of the drive train and the induction generator; the other for the
LSF part, devoted to the constructs requiring a signal flow approach as exemplified in Figure 6. The model takes into account
a number of physical and mechanical aspects, including rotor torques, tip speed ratio, a simple blade pitching mechanism
and the impact of inertia and of gear ratio in the process of transforming mechanical power into electrical power.

Battery
Pack

The battery pack includes 2,400 Li-Ion cells wth 3.4Ah nominal capacity and 3.7V rated voltage (NCR18650B). We first built
a circuit-equivalent model [26] of a single battery cell and scaled it up to the size of pack using a 40-series, 60-parallel
configuration. The resulting model has been implemented by mapping the linear circuit elements onto ELN primitives, as
exemplified in Figure 7.

AC Loads

The AC loads reproduce the power consumption of the appliances of 15 houses to represent a residential community. Traces
are taken from the UK Domestic Appliance Level Electricity dataset (UK-Dale) [37], that provides traces of power factor,
apparent power and active power with a 1 second time step. Traces have been condensed in a single AC load component
implemented in TDF.

Converters

DC-DC converters are modeled in terms of their conversion efficiency as a function of the input voltage, output voltage and
current, by using the model in [38]. For the inverters, we considered that their efficiency tends to be constant and almost
independent on input power, whenever this is at least 15% of rated power and are thus modeled as a constant efficiency
ranging from 92% to 97% depending on the connected component.

Grid

The role of the grid here is only to keep track of the power imbalance between demand and supply. This allows us to abstract
from any low-level detail, and to consider the grid as an ideal voltage source with virtually infinite power and energy. The
grid is thus implemented as a simple functional TDF block, that receives in input over time the amount of power requested
from or returned to the grid.

Buses

Both buses are considered as ideal charge transfer interconnects with a 430V for the DC bus and 380V for the AC bus.

Cyber
Policies

The DC bus is provided with an energy management policy similar to the one proposed in [39]. AC loads are satisfied by
the PSs whenever possible, and the battery pack is used to compensate whenever necessary (until its state of charge reaches
a minimum of 10%). If the sum of energy stored in the battery pack and the power generated from the PSs cannot satisfy the
AC loads, the houses purchase energy from the grid. Otherwise, if the demand of the AC loads is less than the total power
generation of the PSs, the unused power is used to charge the battery pack until it reaches 90% SOC, and then it is sold back
to the grid.

Environment

The traces of irradiance and wind speed have been downloaded from the NREL datasets [40]. As the time resolution of
irradiance and wind speed traces is different from those of the load. We adopted the methodology proposed in [13] to solve

the issue of different time resolutions.

Table 4
Accuracy of proposed framework w.r.t Simulink.

[ Component | €maz (%) [ €avg (%)

primitives for building the electrical equivalent model of the
battery, 17 LSF primitives for implementing wind turbine
mechanical model and 15 TDF modules for all other EES

PV Power 029 | 1.05e-05 components. The effective TDF synchronization adopted
WT Power 0.46 | 1.08e-04 for inter-module communication ensures faster simulation
Tyatt 0.1362 0.0110 evolution and information propagation in the EES. On the
Vbats 0.0875 0.0102 other hand, the complexity of the implemented Simulink
SOChont 00963 | 0.0107 2 plexity of tI p
Table 5 framework is much higher: it includes 628 blocks from
able

Simulation time and Speedup vs. Simulink (1s time step).

However, the adoption of different solvers alone is not
enough to explain such a high simulation speedup. To fur-
ther investigate the simulation complexity of Simulink and
SystemC-AMS, we thus focused on the organization of the
simulation and the content of each of the two frameworks.
The SystemC-AMS simulation framework is organized in 36
SystemC-AMS modules. All three Model of Computations
(MoCs) in SystemC are adopted in our simulation: 4 ELN

Simulink and Simscape libraries. Such a large number of
blocks illustrates that the accurate simulation involved het-

Simulation | Simulink | SystemC-AMS | Speedup erogeneous components and requires a lot of computation.
(Days) (s) (s) X According to the profile report generated by Simulink, the
015 gggi 8;;; ggiﬁ heaviest computational blocks are from the wind turbine
5 15690 1796 6473 mechanical model, that account (on average) for 14.7% of
3 682.02 2.586 263.73 simulation time. Other blocks with a heavy effect on simula-
4 921.19 3.492 263.80 tion speed are 6 ActionPort blocks, 30 Simscape electronics-
5 1,165.66 4.387 26571 related blocks, 8 lookup tables, and 5 integration blocks.
6 1,388.35 5.243 264.80

Additionally, 15 PS-Simulink and Simulink-PS converters
influence the overall simulation speed. Last but not least,
the whole EES is organized in 64 sub-systems, which add
an overheard at initialization time. These numbers show
that the simulation speedup is achieved not only thanks to
the native characteristics of the language, but also through
a well-designed structure of the SystemC-AMS framework.
This is confirmed by comparing Table 5 with Table 2. In
fact, the latter refers to a simpler circuit where the impact
of framework organization is less relevant. In that case,



IEEE TRANSACTIONS ON SUSTAINABLE COMPUTING, VOL. XX, NO. XX, XXX 2020

|--=-Wind Speed
1.5 ‘ ‘ ‘ ‘ f ‘ ‘ ‘ ——Solar Irradiance 1.0 —_
my ~
E oolon o s
S 95\ M 4705 2
(2] V x
= w
75 0
E 80 I I I I I I I I I ifWhole Community Total Loads Profile
=~ 60 o
x 40 _
g L
0
(b) =-=-Wind Turbine
s 8.78 T T T T T T T T T T —pVPpanel |8 s
5 MW j/""' - “"\\-_‘ oy ,,.‘-’"/-—~~ \":‘f"l'\,w\.‘n/ A AT T TN e A l’““\ "“'\‘ T~ _ 6 5
p ny VY 4 v
E 8.7 M E
2
E | ! E
8.62 0
__ 100
X 75
8 50
» 25
0 C)
E 20 Il Buy from grid
= 101 ” El sell to grid
°;= 0 " I
o -10 | | | | | | | | | | | | |
6AM 6PM 6AM 6PM 6AM 6PM 6AM 6PM 6AM 6PM 6AM 6PM 6AM 6PM 6AM
(e) Time

Figure 15. One-week long simulation of the CPEES. Irradiance and wind profiles (a); load consumption of the whole residential community (b); the
power generated by the wind turbine and the PV array (c); SOC of the battery pack (d); the power flow with respect to the grid (e).
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Figure 16. Zoom-in of some of the quantities plotted in Figure 8 for a 12-
hour period: Total power consumption and sustainable generation (a);
battery pack SOC (b); power flow to/from the grid (c), with emphasis on
five periods involving different power flow balances.

the speedup achieved by SystemC-AMS with respect to
Simulink for the same abstract modeling style was around
10-13x, which can be charged to the language and com-
piler efficiency. Conversely, Table 5 reports a much larger
speedup, which is motivated by the aforementioned differ-
ences in the two frameworks.

As an additional element of analysis, we verified the im-
pact of simulation time step on speedup (Figure 17). The
data show that the speedup of SystemC-AMS obviously

decreases for decreasing time steps, where Simulink does
fewer calls to the solver over a given amount of time. How-
ever, this decrease is not particularly marked: even with a
10s time step our framework still guarantees a speed-up of
about 250X. For a 1ms time step the speed-up reaches about
370X, and Simulink cannot even manage to complete the 5-
and 6-day simulation due to memory space limitations.

é -05-1-2-3D4D5D6
o
3 200
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a
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10ms 1s 10s

S|mu|at|on tlme step

Figure 17. Simulation speedup of SystemC-AMS w.r.t. Simulink for
different simulation time steps (x-axis) and simulation lengths (in days,
different colors).

7 DESIGN SPACE EXPLORATION (DSE)

Thanks to its computational efficiency, our framework al-
lows running Design Space Explorations (DSE) over sig-
nificantly long time horizons. In this section, we present
two DSE experiments on the CPEES of Figure 14. The
first one carries out an exhaustive exploration of different
configurations to determine the one with the largest profit;
the second one adds a constraint on the initial investment.

7.1 DSE Setup

We consider the amount of power sources and of energy
storage as parameters of the DSE. For the PV array and
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Figure 19. Total profit of different configurations for Case 2 and for different lengths of simulated time.

the battery pack, which are intrinsically modular, this cor-
responds to the number of PV modules and of battery
cells; conversely, the wind turbine is considered either as
included or removed. Table 6 indicates the cost information
of these three elements. The total costs (device cost + in-
stallation cost) of wind turbine and PV array are $1.95/W
and $2.25/W, respectively, and their average operation and
maintenance (O&M) cost is $15/kW/Year [41]. We set the
total cost of battery pack to $200/kW h [42] (one NCR18650
battery cell costs =~ $2.5), and its O&M cost is $10/kW / Year.

Table 6
Cost and lifetime of CPEES components.

Component Cost O&M Cost Lifetime
[$] [$/kW/Year] | [Years]
Wind Turbine | 19,500 15 20
PV Module 675 15 20
Battery Cell 2.5 10 8

For the electricity cost, we used the selling/buying prices
reported in [43] (Table 7).

Table 7
Electricity Prices for different times of the day.

[ Price Category [ Value ($/kWh) | Time span |

Buying F1 0.220 | 10am-3pm 6pm-9pm
. 7am-10am 3pm-6pm
Buying F2 0.215 9pm-11pm
Buying F3 0.200 11pm-7am
Selling 0.030 all day

The total profit of the CPEES is defined by Equation 1.
We do not consider possible government incentives in our
profit analysis due to the significant differences in local
policies. Therefore, our profit analysis can be treated as a

conservative one.
P?“Ofit :(Pown X pbuy) + (Pewtra X psell)_
(Pgrid X pbuy) - Ccapital - C'o&rn

M

where:

Pywn = Generated power for own use

Pezira = Extra generated power sold to the grid
Pyria = Power bought from utility grid

Dvbuy = Electricity buying price

Dseli = Electricity selling price

Capital = Capital investment for all devices
Cogermn = Global O&M cost

7.2 Exhaustive Exploration

The first experiment is an exhaustive DSE to determine the
configuration with the highest economic benefit. The ranges
of the variables are set as follows: when the wind turbine is
not present (Case 1), the number of PV modules varies from
0 to 150 in steps of 10; when present (Case 2), the number of
PV modules varies from 0 to 100. In both cases, the number
of battery cells varies from 0 to 10,000, in steps of 1,000. We
use the same AC loads and the same traces of irradiance
and wind speed used in Section 6.

The exploration results for Case 1 are shown in Figure 18.
The x- and y-axis represent the various configurations, in
terms of the number of PV modules and battery cells. The z-
axis represents the profit, computed as in Equation 1, where
negative values denote a loss. The profits of various configu-
rations in these 3D plots change from flat to convex surfaces
when prolonging simulations up to 8 years. Interestingly,
the results show that, in absence of incentives (which could
lower the initial investment cost) there is no profitable
configuration that can be obtained by any configuration of
PV array and battery pack, even after 8 years of operations.
Notice that the profit would further worsen after the eighth
year, due to the cost of battery pack replacement.

When including the wind turbine (Figure 19), although the
shapes of the curves are similar to Case 1, there exist some
configurations that can lead to a profit after the sixth year.
The main reason why the wind turbine brings such a benefit
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is that it complements the absence of power generation
by PV array during the night or during cloudy or rainy
days, providing a better coverage of energy generation in
particular during peak hours, which are not generally the
most irradiated.

It is worth emphasizing that this analysis required year-
long simulations, made possible only thanks to the fast
simulation speed of the proposed framework: simulation of
1 year only took about 145s on average. Considering the 250-
350x speedup discussed before, this would have required
about a half day of simulation in Simulink.

Table 8
Highest profit configuration for different years.

[ Year [ PV [ Batt. [ Profit[$] [ Year [ PV [ Batt. [ Profit[$] ]

1 0 0 -19,030 7 30 | 3,000 8,400
2 0 | 1,000 -16,260 8 40 | 3,000 17,220
3 0 | 1,000 -13,140 9 40 | 2,000 19,960
4 0 | 1,000 -10,010 10 50 | 2,000 28,730
5 10 | 2,000 -5,710 11 50 | 3,000 37,970
6 30 | 3,000 380 12 60 | 3,000 48,110

Table 8 lists the optimal points of the surfaces obtained
by the above exploration at each year boundary and for
1 to 12 years horizon, with the relative configuration of
PV modules and battery cells. Interestingly, the optimal
solution corresponds to different configurations in different
years. As expected, the profit increases with the length of
the observation interval; notice however that this includes
the cost of battery replacement after the eighth year, so the
actual quantification is not trivial. In particular, it can be
observed how it is not convenient to excessively increase
the size of the battery pack, as the replacement cost will
adversely affect the profit.

7.3 Exploration with Fixed Capital Cost

In the previous exploration there was no bound on the
initially invested capital and only the maximization of the
profit was sought. An alternative scenario is one where an
initial investment is decided upfront and used a constraint.
The exploration variables are the same as before, but in this
case they will be constrained by the cost boundary. Based
on the conclusion we drew in the previous analysis, we
consider configurations that include one wind turbine; the
actual available capital for PV modules and battery cells
is therefore $30,500, i.e., $50,000-$19,500 (the wind turbine
cost). Table 9 lists 16 configurations with $30,500 capital cost.

Table 9
Different configurations with same capital cost.

[ Config. No. [ PV [ Battery [ Config. No. [ PV [ Battery

1 0 12,200 9 24 5,720
2 3 11,390 10 27 4,910
3 6 10,580 11 30 4,100
4 9 9,770 12 33 3,290
5 12 8,960 13 36 2,480
6 15 8,150 14 39 1,670
7 18 7,340 15 42 860
8 21 6,530 16 45 50

As a further variable, we selected two different locations:
one in Arizona (dry and windy weather, with up to 90%

Table 10
Optimal configurations at different years for each location.
Oregon Arizona

[ Year | Config | Profit (K$) | Config | Profit (K$)
1 13 -43.674 12 -42.044
2 13 -36.545 12 -34.088
3 13 -31.024 12 -26.132
4 13 -22.602 12 -17.931
5 13 -18.373 12 -10.112
6 13 -8.483 12 -1.993
7 13 -5.723 12 4.291
8 13 1.584 12 14.299
9 15 1.994 13 15.199
10 14 8.134 13 23.549

sunny days) and the other in Oregon (with a mild wet
climate).

Figure 20 shows the design exploration results for a time
horizons from 1 to 10 years. Both surfaces exhibit a ditch
after year 8 due to the cost of replacing the battery pack.
The points with largest profit are significantly different for
the two location: $8,134 in Oregon vs. $25,230 in Arizona,
respectively. Both faster wind speed and higher irradiance
in Arizona cause a much higher profit than in Oregon. Thus,
the break-even of CPEES occurs at different times: after the
eighth year in Oregon and after the seventh year in Arizona.
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Figure 20. Profit statistics over ten years of the configurations listed in
Table 9 at different locations.

Clearly, the optimal configurations are also different for the
two locations. Table 10 shows the profit of the optimal con-
figuration at each year for both locations. Interestingly, the
optimal solution changes depending on the target horizon.
With a eight year horizon, the best Oregon configuration
is #13 (36 PV modules combined with 2,430 battery cells),
while in Arizona is #12 (33 PV modules with 3,240 battery
cells). The difference is due to the fact that in Oregon
the lesser energy harvested by power sources is mostly
consumed by the loads rather than stored in the battery,
and a larger battery is not useful; conversely, in Arizona the
availability of harvested energy motivates the use of larger
batteries and fewer PV modules. Intuitively, the battery
replacement event shifts the optimal solution to configura-
tions with larger PV arrays and smaller battery packs: after
the eighth year, the optimal configurations become #14 for
Oregon (with 1,670 battery cells) and #13 for Arizona (with
2,480 battery cells).

Needless to say, running all these experiments over such
long time intervals is possible only thanks to the extremely
fast simulation speed of our framework.
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8 CONCLUSIONS

An accurate assessment of the power flow in a CPEES
and its relative economic implications requires accurate and
efficient simulation tools that are also flexible in supporting
different types of models. This paper proposed a SystemC-
AMS framework that features all these requirements, allow-
ing an efficient simulation of CPEES in which components
are possibly represented with very different levels of details
and of time semantics. We demonstrate the flexibility and
high computing efficiency of our modeling and simulation
framework by running different design space exploration
experiments that span time horizons longer than 10 years
while requiring only minutes of simulation time, still keep-
ing excellent accuracy vs. state-of-the-art simulation tools.
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