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#### Abstract

Complex-valued ratio distributions arises in many real applications such as statistical inference for frequency response functions (FRFs) and transmissibility functions (TFs) in structural health monitoring. As a sequel to our previous study, a unified scheme to solving complex ratio random variables is proposed in this study for the case when it is highly nontrivial or impossible to discover a closed-form solution. Based on the probability transformation principle in the complex-valued domain, a unified formula is derived by reducing the concerned problem into multi-dimensional integrals, which can be solved by advanced numerical techniques. A fast Sparse-Grid Quadrature (SGQ) scheme by constructing multivariate quadrature formulas using the combinations of tensor products of suitable one-dimensional formulas is utilized to improve the computational efficiency by avoiding the problem of curse of integral dimensionality. The unified methodology enables the efficient and effective calculation of the PDF of a ratio random variable with its denominator and nominator specified by arbitrary probability distributions including Gaussian or non-Gaussian ratio random variables, correlated or independent random variables, bounded or unbounded ratio random


variables. The unified scheme is applied to uncertainty quantification for FRFs and TFs, and the efficiency of the proposed scheme is verified by using the vibration test field data from a simply supported beam and from the Alamosa Canyon Bridge.
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## 1 Introduction

In engineering science, the ratio function defined as the quotient of two variables plays an important role in various fields. Uncertainty quantification for ratio random variables arises in many applied problems such as specifying the eigenvalue ratio distribution in cooperative spectrum sensing in cognitive radio [1], mass to energy ratios in nuclear physics, Mendelian inheritance ratios in genetics, and inventory ratios in economics, etc. Probability density functions (PDF) are usually regarded as one of the most versatile models to quantify the uncertainty comprehensively [2-4]. As popular statistical models, the Cauchy distribution, tdistribution and F-distribution are commonly-taught ratio distributions in statistical textbooks. Over the past few decades, the PDFs of ratio random variables including the Gaussian distribution family [5], t distribution family [6], chi-square family [7] and Bessel family [8], etc. have been studied extensively by a number of researchers.

It is worth noting that most of the efforts mentioned in the above are devoted to real-valued cases. Nowadays, the distributional properties of ratios of complex Gaussian random variables appear in many problems [9-14]. Baxley and his co-workers [10] derived the PDF for a ratio of correlated zero-mean complex Gaussian random variables based on the derivative of the Cumulative Density Function (CDF). The PDF for independent non-zero mean complex Gaussian ratios as a confluent hypergeometric function of the first kind was derived by Nadimi et al. in [15]. Nadarajah and Kwong [16] derived a closed-form PDF based on Nadimi’s formula. New results for the statistics of the ratio of two complex Gaussian random variables where the numerator and denominator may have arbitrary means or variances and are possibly correlated were derived in [17]. A maximum-likelihood (ML) estimator was derived by Wu and Hughes [12] for antenna impedance in the form of a complex Gaussian ratio and proved its first absolute moment is finite yet mean-square unbounded. More recently, the moments of general complex Gaussian ratios whose numerator and denominator are correlated and have arbitrary mean were
studied in [18], which proved that the mean-square and higher order absolute moments were unbounded in general. New theorems on multivariate circularly-symmetric complex Gaussian ratio distribution were proved on the basis of principle of probabilistic transformation of continuous random vectors in [19], which was then extended to the generalized non-zero mean proper multivariate complex Gaussian ratio distribution in [20].

In the field of dynamics, the dynamic characterization functions including frequency response functions (FRF) [20-23] and transmissibility functions (TF) [24-26] defined as the ratios of two frequency-domain responses also fall into the category of complex ratio random variables. As the most prevalent frequency domain tools, FRFs represent input-output relationships, while TFs are a mathematical representation of output-to-output relationships. Due to their clear physical interpretations, FRFs and TFs are of fundamental importance in damage detection [27-32], modal analysis [33-36], model updating [37,38], operational path analysis [39] and vibration isolation [40], etc.

It is worth mentioning here that both FRFs and TFs are estimated based on FFT coefficients, which inevitably involve different sources of uncertainties due to the inherent randomness of excitation [41], the variability of environmental conditions [42], as well as the numerical errors caused by discrete signals. Therefore, the results of complex ratio functions obtained via deterministic analysis methods without considering randomness related to FFT coefficients involved in engineering can deviate from the actual values significantly. As a result, quantifying the uncertainty for FRFs and TFs provides a fundamental way for improving the robustness of real applications.

Different approaches have been proposed to investigate the uncertainty of FRFs and TFs. Mao and Todd [23, 24] presented an analytical probabilistic model to quantify the uncertainty of FRFs and TFs using a Gaussian bivariate statistical model. However, the models are still restricted to a real-valued domain. Over the past few years, new theorems on circularly-
symmetric complex Gaussian ratio distributions [19] as well as generalized complex Gaussian ratio distributions [20] have been proven mathematically to quantify the statistical distribution of FRFs and TFs. Unfortunately, these probabilistic models can only be utilized to characterize the uncertainty of FRFs and TFs when FFT coefficients follow complex Gaussian distributions. Recent research has revealed that the FFT coefficients may deviate from a Gaussian distribution and the complex t distribution was proposed to characterize some FFT coefficients with high kurtosis and heavy tails [43]. It is highly non-trivial or impossible to discover a closed-form solution for non-Gaussian complex-valued ratio distribution. Therefore, there is a need to propose a more versatile way to compute the ratio distribution with its numerator and denominator following arbitrary complex-valued probability distributions.

In this study, a unified scheme is presented to efficiently calculate the PDF of a complexvalued ratio random variable with its denominator and numerator specified by arbitrary complex-valued distributions. With the use of probability density transformation principle in the complex domain, a unified formula is derived for complex ratio distributions by reducing the concerned problem into multi-dimensional integrals. When it is difficult or impossible to discover a closed-form solution, one ought to resort to numerical algorithms. For Gaussian quadrature rule, the number of points to be calculated increases exponentially with the dimension of integrals, leading to uncomfortable computational burden. In this study, a novel SGQ formula based on the Smolyak rule [44] will be employed to address the curse of dimensionality problem. The sparse-grid method utilizes a linear combination of lower-level tensor products of univariate quadrature rules to approximate multivariate integrals [45,46]. Then the univariate quadrature point sets are extended to form a multi-dimensional grid using the sparse-grid theory [47,48]. The locations and weights of the univariate quadrature points corresponding to a range of accuracy levels can be determined by an asymptotic approximation method. Unlike the Gaussian quadrature formula, the accuracy of the SGQ rule can be flexibly
controlled [49]. The method proposed in this paper can tackle various cases including the ratio of Gaussian and non-Gaussian random variables, correlated and independent random variables, as well as infinite and finite interval random variables.

The organization of this paper is as follows. Section 2 presents the theoretical background and the unified formula of complex ratio distributions expressed in terms of multi-dimensional integrals based on the principle of probability transformation in the complex domain. The SGQ formula based on the Smolyak rule is introduced in Section 3 to address the computational burden of multi-dimensional integrals involved in the unified formula of complex ratio distributions. The theoretical basics and developments from Section 2 and Section 3 are then utilized to infer the statistics of FRFs and TFs in Section 4. Two case studies are conducted in Section 5 to verify the unified formula of complex ratio distributions solved using SGQ strategy.

## 2 A Unified Scheme to Solving Complex Ratio Distribution

### 2.1 Some basic definitions

This study concerns the distribution of $\mathcal{Z} \in \mathbb{C}$ formulated as the ratio of two complexvalued random variables:

$$
\begin{equation*}
\mathcal{Z}=\frac{U}{V}=\frac{U^{\mathfrak{M}}+i U^{\mathfrak{Z}}}{V^{\mathfrak{}}+i V^{\mathfrak{S}}} \tag{1}
\end{equation*}
$$

Where $i=\sqrt{-1} ; U^{\Re}$ and $U^{\mathfrak{N}}$ denote the real and imaginary parts of $U$, while $V^{\Re}$ and $V^{\mathfrak{J}}$ denote the real and imaginary parts of $V$.

In the available references, the most common way of computing the distribution of ratio random variables is based on the definition of PDF by taking the derivative of the Cumulative Distribution Function (CDF) [10]. The complex-valued random variable $\mathcal{Z}$ is defined as $\mathcal{Z}=\mathcal{Z}^{\mathfrak{M}}+i \mathcal{Z}^{\mathfrak{N}}$, where $\mathcal{Z}^{\mathfrak{M}}$ and $\mathcal{Z}^{\mathfrak{N}}$ are a pair of real-valued random variables. $\mathcal{Z}$ is identified with the joint distribution of its real and imaginary parts $\left[\mathcal{Z}^{\Re}, \mathcal{Z}^{\Im}\right]$ as $[50]$ :

$$
\begin{equation*}
\mathcal{F}_{\mathcal{Z}}(z)=\mathcal{F}_{\mathcal{Z}^{\Re}, z^{\mathfrak{}}}\left(z^{\Re}, z^{\mathfrak{\Im}}\right)=p\left(\mathcal{Z}^{\Re} \leq z^{\Re}, \mathcal{Z}^{\mathfrak{\Im}} \leq z^{\mathfrak{\Im}}\right) \tag{2}
\end{equation*}
$$

where $\mathcal{F}_{\mathcal{Z}}(z)$ and $\mathcal{F}_{\mathcal{Z}^{\mathfrak{M}}, \mathcal{Z}^{\mathfrak{B}}}\left(z^{\mathfrak{R}}, z^{\mathfrak{N}}\right)$ are the CDF of complex random variable $\mathcal{Z}$ and joint distribution function of bivariate random vector $\left[\mathcal{Z}^{\mathfrak{\Re}}, \mathcal{Z}^{\mathfrak{3}}\right]$, respectively. If $\mathcal{F}_{\mathcal{Z}^{\mathfrak{n}}, \mathcal{Z}^{\mathfrak{\beta}}}\left(z^{\mathfrak{R}}, Z^{\mathfrak{Z}}\right)$ is differentiable in $z^{\Re}$ and $z^{\mathfrak{3}}$, the following function is defined as PDF of the random variable $z[10]:$

$$
\begin{equation*}
p_{z}(z)=p_{z^{\Re}, z^{\mathfrak{3}}}\left(z^{\Re}, z^{\mathfrak{S}}\right)=\frac{\partial^{2}}{\partial z^{\Re} \partial z^{\Im}} \mathcal{F}_{z^{\Re}, z^{\mathfrak{s}}}\left(z^{\Re \mathfrak{R}}, z^{\mathfrak{J}}\right) \tag{3}
\end{equation*}
$$

From the above formulas, one can find that the solution involves complicated formula of CDF and partial derivatives. To avoid the difficulty of computing the CDFs and its partial derivatives, the principle of probabilistic transformation of random variables in the complex domain will be used in this study. As a result, complex ratio random variable following arbitrary distribution can reduce to a unified formula involving multi-dimensional integrals.

### 2.2 Linear probabilistic transformation in the complex domain

In the real-valued domain, if an $n_{o}$-variate random vector $\mathbf{X}=\left(X_{1}, X_{2}, \cdots, X_{n_{0}}\right)^{T}$ has a joint PDF $p_{\mathbf{x}}(\mathbf{x})$ with the value $\mathbf{x}=\left(x_{1}, x_{2}, \cdots, x_{n_{0}}\right)^{T}$, while a one-to-one and onto function is denoted by $\mathbf{s}=\mathcal{G}(\mathbf{x})=\left(\mathcal{G}_{1}(\mathbf{x}), \mathcal{G}_{2}(\mathbf{x}), \cdots, \mathcal{G}_{n_{0}}(\mathbf{x})\right)^{T}$; the inverse function of $\mathbf{s}=\mathcal{G}(\mathbf{x})$ is denoted by $\mathbf{x}=\mathcal{Q}(\mathbf{s})=\mathcal{G}^{-1}(\mathbf{s})$. The principle of probabilistic transformation of random vectors states that the PDF of a transformed random vector $\mathbf{s}=\mathcal{G}(\mathbf{x})$ is given by [51]:

$$
\begin{equation*}
p_{\mathbf{s}}(\mathbf{s})=\mid \mathcal{J}_{\mathcal{G}}(\mathcal{Q}(\mathbf{s}))^{-1} p_{\mathbf{x}}(\mathcal{Q}(\mathbf{s})) \tag{4}
\end{equation*}
$$

where $\mathcal{J}_{\mathcal{G}}(\mathcal{Q}(\mathbf{s}))$ denotes the Jacobian matrix given by:

$$
\begin{equation*}
\mathcal{J}_{\mathcal{G}}(\mathcal{Q}(\mathbf{s}))=\partial\left(\mathcal{G}_{1}, \mathcal{G}_{2}, \cdots, \mathcal{G}_{n_{0}}\right) / \partial\left(x_{1}, x_{2}, \cdots, x_{n_{o}}\right) \tag{5}
\end{equation*}
$$

Assume that two complex-valued random vectors $\mathbf{R}$ relates to $\boldsymbol{\Theta}$ through a linear transformation:

$$
\begin{equation*}
\mathbf{R}=\mathbf{W} \Theta \tag{6}
\end{equation*}
$$

where $\mathbf{R}=\mathbf{R}^{\mathfrak{\Re}}+\mathbf{i} \mathbf{R}^{\mathfrak{N}}, \quad \mathbf{W}=\mathbf{W}^{\mathfrak{\Re}}+\mathbf{i} \mathbf{W}^{\mathfrak{N}}$ and $\Theta=\Theta^{\mathfrak{\Re}}+\mathbf{i} \Theta^{\mathfrak{N}}$. The above equation can be rearranged as:

$$
\left\{\begin{array}{l}
\mathbf{R}^{\mathfrak{R}}  \tag{7}\\
\mathbf{R}^{\mathfrak{J}}
\end{array}\right\}=\left[\begin{array}{cc}
\mathbf{W}^{\mathfrak{M}} & -\mathbf{W}^{\mathfrak{}} \\
\mathbf{W}^{\mathfrak{S}} & \mathbf{W}^{\mathfrak{M}}
\end{array}\right]\left\{\begin{array}{l}
\Theta^{\mathfrak{R}} \\
\Theta^{\mathfrak{s}}
\end{array}\right\}
$$

A complex random vector is specified by the joint distribution of its real and imaginary parts, i.e. $p_{\mathbf{R}}(\mathbf{r})=p_{\mathbf{R}^{\Re}, R^{\mathfrak{s}}}\left(\mathbf{r}^{\Re}, \mathbf{r}^{\mathfrak{\Im}}\right)$ and $p_{\Theta}(\theta)=p_{\Theta^{\Re}, \Theta^{\mathfrak{}}}\left(\theta^{\Re}, \theta^{\mathfrak{I}}\right)$. According to the principle of probabilistic transformation of real random vectors, the joint PDF of $\left(\mathbf{R}^{\mathfrak{R}}, \mathbf{R}^{\mathfrak{s}}\right)$ is equal to [19,20]:

$$
\begin{equation*}
p_{\mathbf{R}}(\mathbf{r})=p_{\mathbf{R}^{\Re}, \mathbf{R}^{\mathfrak{\beta}}}\left(\mathbf{r}^{\Re \mathfrak{R}}, \mathbf{r}^{\mathfrak{}}\right)=\left|\mathcal{J}_{w}\right|^{-1} p_{\Theta}(\theta) \tag{8}
\end{equation*}
$$

where $\mathcal{J}_{w}=\left[\begin{array}{cc}\mathbf{W}^{\mathfrak{\Re}} & -\mathbf{W}^{\mathfrak{s}} \\ \mathbf{W}^{\mathfrak{s}} & \mathbf{W}^{\mathfrak{\Re}}\end{array}\right]$, and correspondingly, the determinant $\left|\mathcal{J}_{w}\right|$ is given by:

$$
\left|\mathcal{J}_{\mathcal{W}}\right|=\left|\begin{array}{cc}
\mathbf{w}^{\mathfrak{R}} & -\mathbf{w}^{\mathfrak{}}  \tag{9}\\
\mathbf{w}^{\mathfrak{Z}} & \mathbf{w}^{\mathfrak{R}}
\end{array}\right|=\left|\mathbf{w} \mathbf{w}^{*}\right|=|\mathbf{w}|^{2}
$$

Substituting Eq.(9) into Eq. (8) leads to the PDF of $\mathbf{R}$ :

$$
\begin{equation*}
p_{\mathbf{R}}(\mathbf{r})=|\mathbf{w}|^{-2} p_{\Theta}(\theta) \tag{10}
\end{equation*}
$$

### 2.3 The unified formula of complex ratio distribution

Since the complex ratio random variable $\mathcal{Z}=\frac{U}{V}$ is evolved from complex random variables $\{V, U\}^{T} \in \mathbb{C}^{2}$, it is intuitive to conceive the idea of deriving the PDF of $\mathcal{Z}$ using the principle of probabilistic transformation of a random vector in the complex domain introduced in the last section. However, the application of the principle of probabilistic transformation of
random vectors should formulate a functional relationship between $\mathcal{Z}$ and $\{V, U\}^{T}$. To realize such a transformation, an auxiliary variable $V$ is herein introduced to ensure that $\mathcal{Z}$ and $\{V, U\}^{T}$ have the same order:

$$
\left\{\begin{array}{l}
V  \tag{11}\\
\mathcal{Z}
\end{array}\right\}=\left[\begin{array}{cc}
1 & 0 \\
0 & V^{-1}
\end{array}\right]\left\{\begin{array}{l}
V \\
U
\end{array}\right\}
$$

Using Eq.(6) with $\mathbf{R}=\left\{\begin{array}{ll}V & \mathcal{Z}\end{array}\right\}^{T}, \quad \mathbf{W}=\left[\begin{array}{cc}1 & 0 \\ 0 & V^{-1}\end{array}\right]$, and $\Theta=\left\{\begin{array}{ll}V & U\end{array}\right\}^{T}$, a linear transformation between $\mathcal{Z}$ and $\Theta=\left\{\begin{array}{ll}V & U\end{array}\right\}^{T}$ is realized. According to Eq.(11), one has $|\mathbf{w}|=|v|^{-2}$. Therefore, the PDF of $\mathbf{R}=\left\{\begin{array}{ll}V & \mathcal{Z}\end{array}\right\}^{T}$ can be derived based on Eq.(10):

$$
\begin{equation*}
p_{\mathbf{R}}(\mathbf{r})=|v|^{-2} p_{\Theta}(\theta) \tag{12}
\end{equation*}
$$

It is noted that the random vector $\Theta=\left\{\begin{array}{ll}V & U\end{array}\right\}^{T}$ can be expressed as a function in terms of $V$ and $\tilde{\mathcal{Z}}=\left\{\begin{array}{ll}1 & \mathcal{Z}\end{array}\right\}^{T}$, i.e.:

$$
\begin{equation*}
\boldsymbol{\Theta}=V\left\{1 \quad \frac{U}{V}\right\}^{T}=V \tilde{\mathcal{Z}} \tag{13}
\end{equation*}
$$

By substituting Eq. (13) into (12) leads to the joint PDF of $V$ and $\mathcal{Z}$, i.e., $p_{\mathbf{R}}(\mathbf{r})=|v|^{-2} p_{\Theta}(v \tilde{z})$. As a result, the PDF of $\mathcal{Z}$ can be easily obtained by marginalizing out the variable $V$ as:

$$
\begin{equation*}
p_{\mathcal{Z}}(z)=\int_{\Omega^{v}} p_{\mathbf{R}}(\mathbf{r}) d v=\int_{\Omega^{v}}|v|^{-2} p_{\Theta}(v \tilde{z}) d v=\int_{\Omega^{\Omega^{\mathfrak{n}}}} \int_{\Omega^{\mathfrak{\Omega}}}|v|^{2} p_{\Theta}(v \tilde{z}) d v^{\Re} d v^{\mathfrak{I}} \tag{14}
\end{equation*}
$$

where $\tilde{\mathbf{z}}=\left\{\begin{array}{ll}1 & \mathbf{z}\end{array}\right\}^{T}$ and $\Omega^{(\bullet)}$ denotes the integration interval of the variable $(\bullet)$.

Based on the formula of $\mathcal{Z}$, one can further calculate the marginal PDFs of the real and imaginary part of $\mathcal{Z}$ by marginalizing out $\mathcal{Z}^{\mathfrak{N}}$ and $\mathcal{Z}^{\mathfrak{R}}$, respectively:

$$
\begin{align*}
& p_{\mathcal{Z}^{\mathfrak{R}}}\left(z^{\mathfrak{R}}\right)=\int_{\Omega^{\mathfrak{M}}} \int_{\Omega^{\mathfrak{N}^{\mathfrak{R}}}} \int_{\Omega^{\mathfrak{I}}}|v|^{2} p_{\Theta}(v \tilde{z}) d v^{\mathfrak{R}} d v^{\mathfrak{J}} d z^{\mathfrak{I}}  \tag{15a}\\
& p_{\mathcal{Z}^{\mathfrak{J}}}\left(z^{\mathfrak{I}}\right)=\int_{\Omega^{\mathfrak{Y}}} \int_{\Omega^{\mathfrak{Y}}} \int_{\Omega^{2^{\mathfrak{M}}}}|v|^{2} p_{\Theta}(v \tilde{\mathrm{z}}) d v^{\Re} d v^{\mathfrak{I}} d z^{\Re} \tag{15b}
\end{align*}
$$

1

For a real-valued continuous random variable, the mean is defined as $E(x)=\int_{-\infty}^{\infty} x p(x) d x$ where $p(x)$ is the PDF of $x$. This definition also holds for more general cases including complexvalued variables. The mean of $\mathcal{Z}^{\mathfrak{M}}$ and $\mathcal{Z}^{\tilde{\mathcal{S}}}$ can be obtained by integrating $p_{z^{\Re}}\left(z^{\mathfrak{R}}\right)$ and $p_{\mathcal{Z}^{\mathfrak{}}}\left(z^{\mathfrak{\Im}}\right)$ over the domain of $\mathcal{Z}^{\mathfrak{M}}$ and $\mathcal{Z}^{\mathfrak{N}}$ :

Therefore, the unified formula of the PDF of $\mathcal{Z}$, the marginal PDFs of $\mathcal{Z}^{\mathfrak{s}}$ and $\mathcal{Z}^{\mathfrak{R}}$ as well as the statistical moments of $\mathcal{Z}^{\mathfrak{3}}$ and $\mathcal{Z}^{\mathfrak{\Re}}$ such as the mean can be simply determined by substituting the joint PDF of $\Theta=\left\{\begin{array}{ll}V & U\end{array}\right\}^{T}$ into Eq. (14)-(16) and replacing the random vector $\Theta$ by its equivalence $V \tilde{\mathcal{Z}}$.

## 3 Fast Numerical Solution incorporating SGQ Rule

Whether the closed-form solutions of Eq.(14)-(16) is available or not highly depend on the formula $p_{\Theta}(v \tilde{z})$. Obviously, it is non-trivial or impossible to derive the closed-form solutions of $p_{\mathcal{Z}}(z)$ for arbitrary ratio $p_{\Theta}(v \tilde{z})$ without following Gaussian distribution, and one should resort to numerical algorithms.

### 3.1 Gauss quadrature rule

In cases where the integral is univariate, Gaussian quadrature and related approaches are potentially powerful, which is approximated by summing up some items of weighted integrand evaluated at the Gauss points (abscissas) [52,53]:

$$
\begin{equation*}
I_{1}=\int_{\Omega^{x}} g(x) d x \approx \sum_{i=1}^{n_{F}} w_{i} g\left(\tilde{x}_{i}\right) \tag{17}
\end{equation*}
$$

where $n_{r}$ is the quadrature order (equal to the number of abscissas), $\tilde{x}_{i}$ are abscissas (Gauss points), and $w_{i}$ are weights (Gauss weights); $\Omega^{x}$ denotes the integral region.

The univariate quadrature rule can be extended to multi-dimensional domain by using the product rule, which in turn results in an exponential rise in multivariate quadrature points. The Gauss quadrature formula for a $D$-dimensional integral is given by [52,53]:

$$
\begin{equation*}
I_{D}=\int_{\Omega^{x D}} \cdots \int_{\Omega^{11}} g\left(x_{1}, x_{2}, \cdots, x_{D}\right) d x_{1} \cdots d x_{D} \approx \sum_{i_{D}}^{n_{i_{D}}} \cdots \sum_{i_{1}=1}^{n_{i_{1}}} w_{i_{1}} \cdots w_{i_{i_{D}}} g\left(\tilde{x}_{i_{1}}, \tilde{x}_{i_{2}}, \cdots, \tilde{x}_{i_{D}}\right) \tag{18}
\end{equation*}
$$

where $\left(n_{i_{1}} \cdots n_{i_{D}}\right)$ denote the quadrature order (the number of abscissas) used in ( $\left.\tilde{x}_{1}, \tilde{x}_{2}, \cdots, \tilde{x}_{n_{d}}\right)$ directions; $\left(\tilde{x}_{i_{i}}, \tilde{x}_{i_{2}}, \cdots, \tilde{x}_{i_{D}}\right)$ are Gauss points; $\left(w_{i_{1}} \cdots w_{i_{i_{d}}}\right)$ are the corresponding weights; $\Omega^{x_{i}}$ denotes the integral region of the $i$-th parameter $x_{i}$. It is worth mentioning here that the subscripts involved in ' $I$ ' denotes the integral dimension.

### 3.2 SGQ rule

As is seen from Eq. (18), the total number of points in the Gauss quadrature rule to be calculated increases exponentially with the integral dimension. The curse of dimensionality can hinder the applicability. To address the critical issue, Smolyak-type quadrature formula which is more computationally efficient than the usual multi-dimensional Gauss quadrature rule will be utilized in this study. The Smolyak-type quadrature formula uses Gauss quadrature rule for generating univariate quadrature points and its multi-dimensional extension is obtained using the Smolyak rule [44] utilizing a linear combination of lower-level tensor products of univariate quadrature rules to approximate multivariate integrals. Like the product rule, it combines univariate quadrature rules, so it is very general and easy-implemented. Unlike the product rule, its computational cost does not rise exponentially with the number of considered variables. This gives an additional advantage for SGQ method, i.e. that the accuracy of its estimation can be defined separately.

Definition of quadrature approximation: As indicated in Eq.(17), the one-dimensional quadrature rule delivers the exact value of the integral $I_{1}$ if $g(x)$ is a polynomial of a given order. Here we can define a sequence of single-dimension quadrature rules $\Lambda_{=}=\left\{\Lambda_{l}, l \in \mathbb{N}\right\}$ so that the order of polynomial increases with the accuracy level $l$. The quadrature approximation $\Lambda_{l}$ is given by [47]:

$$
\begin{equation*}
\Lambda_{l}=\sum_{\tilde{x} \in \mathcal{X}_{l}} g(\tilde{x}) w_{l}(\tilde{x}) \tag{19}
\end{equation*}
$$

Each rule $\Lambda_{l}$ specifies $n_{l}$ nodes $\mathcal{X}_{l}=\left[\tilde{x}_{1}, \tilde{x}_{2}, \cdots, \tilde{x}_{n_{l}}\right]$ and a corresponding weight function $w_{l}(\tilde{x})$.

Definition of difference of the quadrature approximation: When increasing the level of accuracy from $l-1$ to $l$, the difference of the quadrature approximation is defined as [47]:

$$
\begin{equation*}
\Delta_{l}=\Lambda_{l}-\Lambda_{l-1} \tag{20}
\end{equation*}
$$

Definition of accuracy level sequences: For the convenience of derivation, a new vector $\boldsymbol{\Xi} \triangleq\left\{l_{1}, l_{2}, \ldots, l_{D}\right\}$ is formulated with each of its entries $l_{i}$ denoting the accuracy level of the univariate-dimensional quadrature rule for the $i$-th variable. For any nonnegative integer $q$, the set of accuracy level sequences $\mathbb{N}_{q}^{D}$ is defined as [49]:

$$
\left\{\begin{array}{l}
\mathbb{N}_{q}^{D}=\left\{\Xi: \sum_{i=1}^{D} l_{i}=D+q\right\}, \text { for } q \geq 0  \tag{21}\\
\mathbb{N}_{q}^{D}=\varnothing
\end{array}, \text { for } q<0\right.
$$

where $\varnothing$ is the empty set; $q$ has the range of $L-D \leq q \leq L-1$. Taking $\mathbb{N}_{2}^{3}$ for example, one has $\mathbb{N}_{2}^{3}=\{[1,3],[2,2],[3,1]\}$.

The Smolyak rule: Making full use of the definitions indicated in Eq. (19)-(21), the Smolyak rule states that a numerical approximation with accuracy level $L \in \mathbb{N}$ for $D$-dimensional integrals denoted by $I_{D}^{L}$ can be expressed as [45-49]:

$$
\begin{equation*}
I_{D}^{L}(g)=\sum_{q=0}^{L-1} \sum_{\Xi \in \mathbb{N}_{q}^{\mathrm{N}}}\left(\Delta_{l_{1}} \otimes \Delta_{l_{2}} \otimes \cdots \otimes \Delta_{l_{D}}\right)(g) \tag{22}
\end{equation*}
$$

where $\otimes$ stands for the tensor product; the auxiliary parameter $q$ and $\mathbb{N}_{q}^{D}$ are defined in Eq.(21).

Wasilkowski et al. [45] proved that Eq. (22) can be explicitly written as

$$
\begin{equation*}
I_{D}^{L}(g)=\sum_{q=L-D}^{L-1}(-1)^{L-1-q} C_{D-1}^{L-1-q} \sum_{\Xi \in \mathbf{N}_{q}^{D}}\left(\Lambda_{l_{1}} \otimes \Lambda_{l_{2}} \otimes \cdots \otimes \Lambda_{l_{D}}\right)(g) \tag{23}
\end{equation*}
$$

where $C_{D-1}^{L-1-q}$ denotes the binomial coefficient with $C_{D-1}^{L-1-q}=\binom{D-1}{L-1-q}$. By substituting Eq. into Eq.(23) leads to [45]:

$$
\begin{equation*}
I_{D}^{L}(g)=\sum_{q=L-D}^{L-1} \sum_{\Xi \in \mathbb{N}_{q}^{D}} \sum_{\tilde{x}_{1} \in \mathcal{X}_{\mathcal{X}_{1}}} \cdots \sum_{\tilde{x}_{D} \in \mathcal{X}_{\mathcal{L}_{D}}}(-1)^{L-1-q} C_{D-1}^{L-1-q} \times g\left(\tilde{x}_{1}, \cdots, \tilde{x}_{D}\right) \prod_{i=1}^{D} w_{l_{i}}\left(\tilde{x}_{i}\right) \tag{24}
\end{equation*}
$$

where $\mathcal{X}_{l_{i}}$ is the set of quadrature points for single dimension quadrature rule $\Lambda_{l_{i}}$; $\left[\tilde{x}_{1}, \cdots, \tilde{x}_{D}\right]^{T}$ is a $D$-dimensional vector of SGQ points where $\tilde{x}_{j} \in \mathcal{X}_{l_{j}} ; w_{l_{i}}\left(\tilde{x}_{i}\right)$ are the weight in $\Lambda_{l_{i}}$ associated with $\tilde{x}_{j} \in \mathcal{X}_{l_{j}}$. Eq. (24) boils down to a weighted sum of function evaluations $f(\mathbf{x})$.

The sets of nodes $\left[\tilde{x}_{1}, \cdots, \tilde{x}_{D}\right]^{T}$ are determined by the relevant combinations of nodes of univariate quadrature rules $\Lambda_{l_{i}}$, where the levels of accuracy in each dimension are determined by $\Xi \in \mathbb{N}_{q}^{D}$ and $L-D \leq q \leq L-1$. The corresponding weights are $(-1)^{L-1-q} C_{D-1}^{L-1-q} \prod_{i=1}^{D} w_{l_{i}}\left(\tilde{x}_{i}\right)$. The final set of the SGQ points are given as [49]:

$$
\begin{equation*}
\mathcal{X}_{D}^{L}=\bigcup_{q=L-D}^{L-1} \bigcup_{\Xi \in \mathbb{N}_{q}^{D}}\left(\mathcal{X}_{l_{1}} \otimes \mathcal{X}_{l_{2}}, \cdots \otimes \mathcal{X}_{l_{D}}\right) \tag{25}
\end{equation*}
$$

where $\bigcup(\cdot)$ represents union of the individual SGQ points. The procedures of generating points and weights from the univariate quadrature point sets using the Smolyak rule are shown in Table 1. The MATLAB implementation of the SGQ algorithm is referred to the Appendix of [54]. The quadrature points required to be generated for conventional Gaussian quadrate rule [55] and SGQ rule are compared in Table 2, which clearly shows that the SGQ rule can reduce the quadrature points, thus improving the computation efficiency significantly.

Table 1: The algorithm of generating SGQ points and weights [49]
Input: dimension $D$, accuracy level $L$
Output: matrix $\chi$ containing the SGQ nodes with the element of $\chi_{i}$, vector $W$ containing the respective weights with the element of $W_{i}$;

| Step 1 |  |
| :---: | :---: |
| Step 2 |  |

Table 2: The number of quadrature points required by two quadrature rules under consideration

| Integral dimension | Accuracy level | Number of quadrature points |  |
| :---: | :---: | :---: | :---: |
| $n$ | $L$ | Gaussian quadrature | SGQ |
| 2 | 3 | 49 | 17 |
|  | 4 | 169 | 45 |
|  | 5 | 441 | 97 |
|  | 3 | 343 | 35 |
| 3 | 4 | 2197 | 105 |
|  | 5 | 9261 | 297 |
| 4 | 3 | 2401 | 55 |
|  | 4 | 28561 | 207 |
|  | 5 | 194481 | 681 |

### 3.3 Summary of procedures

The main procedures for calculating the PDF of arbitrary complex-valued ratio distribution using the unified scheme are summarized in Table 3.

Table 3: The procedures of calculating the PDF of complex-valued ratio distribution with the unified scheme

| Step | Procedures |
| :---: | :--- |
| 1 | Formulate $p_{\Theta}(v \tilde{z})$ through replacing $\Theta$ by $V \tilde{\mathcal{Z}}$ |
| 2 | Formulate the unified formula by substituting $p_{\Theta}(v \tilde{z})$ into (14)-(16) |
| 3 | Generate SGQ points and weights following the algorithm in Table 1 |
| 4 | Calculate the multi-dimensional integral involved in (14)-(16) by using Eq. (24) based <br> on the SGQ points and weights |

4 Applications to Statistical Inference for FRF and TF

### 4.1 Definition of FRF and TF



Fig. 1: Typical diagram of a dynamic system subject to a single input

Of interest now are problems involving a single-input dynamical system shown in Fig.1. For a multi-degree-of-freedom (MDOF) linear system, it is assumed that a single input is applied on the $i$-th DOF, and the response measurements are available for $n_{o}$ measured DOFs. The time history can be modeled as a realization of stochastic vector process, which is denoted by $f_{i}(t)$ and $\mathbf{y}(t)=\left\{y_{0}(t), y_{1}(t), \cdots, y_{n_{o}}(t)\right\}^{T}$ for the input and output, respectively. The corresponding discrete-time stochastic vector processes of $f_{i}(t)$ and $y_{j}(t)$ are denoted by $f_{i}(n)=\left\{f_{i}(0), f_{i}(\Delta t), \cdots, f_{i}((N-1) \Delta t)\right\}^{T} \quad$ and $\quad y_{j}(n)=\left\{y_{j}(0), y_{j}(\Delta t), \cdots, y_{j}((N-1) \Delta t)\right\}^{T} \quad$, which correspond to the sampled data in real applications. At frequency $\omega_{k}$, the discrete Fourier transforms of the input and output measures are defined as:

$$
\left\{\begin{array}{l}
F_{i}^{\left(\omega_{k}\right)}=F_{i}^{\Re}\left(\omega_{k}\right)+\mathbf{i} F_{i}^{\Im}\left(\omega_{k}\right)=\sqrt{\Delta t / 2 \pi N} \sum_{n^{\prime}=0}^{N-1} f_{i}(n) e^{\left(-i \omega_{k} n \Delta t\right)}  \tag{26}\\
Y_{j}^{\left(\omega_{k}\right)}=Y_{j}^{\Re}\left(\omega_{k}\right)+\mathrm{i} Y_{j}^{\Im}\left(\omega_{k}\right)=\sqrt{\Delta t / 2 \pi N} \sum_{n^{\prime}=0}^{N-1} y_{j}(n) e^{\left(-i \omega_{k} n \Delta t\right)}
\end{array}\right.
$$

where $\mathrm{i}^{2}=-1, \quad \omega_{k}=2 \pi f_{k}, k=1,2, \cdots, \operatorname{Int}(N / 2)$, and $\Delta \omega=2 \pi /(N \Delta t)$. In this work, ' $\omega_{k}$ ' shown in a bracket or superscript denotes the frequency point.

As a result, the FRF $H_{i j}^{\left(\omega_{k}\right)}$ reflecting the input-output relationship between $f_{i}(t)$ and $y_{j}(t)$, as well as TF $T_{i j}^{\left(\omega_{k}\right)}$ reflecting the output-output relationship between an arbitrary response $Y_{j}^{\left(\omega_{k}\right)}$ and a reference response $Y_{i}^{\left(\omega_{k}\right)}$ are defined as:

$$
\begin{gather*}
H_{i j}^{\left(\omega_{k}\right)}=Y_{j}^{\left(\omega_{k}\right)} / F_{i}^{\left(\omega_{k}\right)}  \tag{27a}\\
T_{i j}\left(\omega_{k}\right)=Y_{j}^{\left(\omega_{k}\right)} / Y_{i}^{\left(\omega_{k}\right)} \tag{27b}
\end{gather*}
$$

As seen from Eq.(27a) and (27b), both FRF and TF are complex-valued ratio random variables composed of both real and imaginary parts which are correlated with each other. As emphasized frequently, one of the core issues in developing probabilistic models for raw FRFs and TFs is to investigate the statistics of the frequency-domain stochastic vector of the input and output, i.e., $\Psi_{k}=\left[F_{i}^{\left(\omega_{k}\right)}, Y_{j}^{\left(\omega_{k}\right)}\right]$ or $\Psi_{k}=\left[Y_{i}^{\left(\omega_{k}\right)}, Y_{j}^{\left(\omega_{k}\right)}\right]$.

### 4.2 Probabilistic models of FFT coefficients in the complex domain

It is worth mentioning here that this study concerns FRFs and TFs defined as the ratio of raw FFT coefficient of two responses without resorting to any post-processing such as averaging, smoothing and windowing as raw FFT coefficients provide a one-to-one relationship between the time-domain data and its frequency domain information [56-58]. The statistics of the raw FFT coefficients have been studied extensively over the past few decades [59-63]. One can propose different probabilistic models to quantify the uncertainty of FFT coefficients, and the performance of different probabilistic models may be dependent on the nature of excitation, the length of time history, etc. Here, two probabilistic models including the complex Gaussian distribution [61-63] and complex-valued $t$ distribution [43] will be used to model joint PDF of two FFT coefficients.

A Gaussian probabilistic model has been utilized to model the uncertainty of the FFT coefficients due to the additive noise disturbance during the measurement process [61,62]. Gaussian probabilistic model states that, for the FFT random vector $\Psi_{k}=\left[F_{i}^{\left(\omega_{k}\right)}, Y_{j}^{\left(\omega_{k}\right)}\right]$ or $\Psi_{k}=\left[Y_{i}^{\left(\omega_{k}\right)}, Y_{j}^{\left(\omega_{k}\right)}\right], \Psi_{k}^{\mathfrak{\beta}}$ and $\Psi_{k}^{\mathfrak{\Im}}$ are Gaussian distributed as the number of discrete-time points
$N \rightarrow \infty$ according to the central limit theorem, and the PDF of the complex random vector $\Psi_{k}$ is given by [61-63]:

$$
\begin{equation*}
p_{\boldsymbol{\varphi}_{k}}\left(\boldsymbol{\Psi}_{k}\right)=\frac{1}{\pi^{n_{0}}\left|\operatorname{det} \boldsymbol{\Sigma}_{k}\right|} e^{-\boldsymbol{\varphi}_{k}^{*} \Sigma_{k}^{-1} \boldsymbol{\varphi}_{k}} \tag{28}
\end{equation*}
$$

where $\boldsymbol{\varphi}_{k}$ denotes the value of the random vector $\boldsymbol{\Psi}_{k}$; the covariance matrix of $\boldsymbol{\Psi}_{k}$ is given by [61-63]:

$$
\begin{equation*}
\boldsymbol{\Sigma}_{k}=\mathbf{G}_{k}^{\mathfrak{\Re}}+\mathbf{i} \mathbf{G}_{k}^{\mathfrak{Y}} \tag{29}
\end{equation*}
$$

where $\mathbf{G}_{k}=E\left(\boldsymbol{\Psi}_{k} \boldsymbol{\Psi}_{k}^{*}\right)$ denotes the mathematical expectation of the raw PSD matrix of $\boldsymbol{\Psi}_{k}$.

Recent study reveals that the complex Gaussian distribution is tilted towards certain FFT coefficients, while complex-valued t distribution offers a more viable alternative with respect to FFT coefficients at other frequencies, particularly because its peaks and tails are more realistic. Given that $\Psi_{k}$ follows a complex-valued t distribution, then the PDF is given by [43]:

$$
\begin{equation*}
p_{\boldsymbol{\Psi}_{k}}\left(\boldsymbol{\varphi}_{k}\right)=\frac{1}{(\pi / 2)^{n_{0}} C\left(\vartheta, 2 n_{o}\right)\left|\mathbf{\Xi}_{k}\right|}\left(1+\frac{2}{\vartheta} \boldsymbol{\varphi}_{k}^{*} \boldsymbol{\Xi}_{k}^{-1} \boldsymbol{\varphi}_{k}\right)^{-\left(\vartheta+2 n_{o}\right) / 2} \tag{30}
\end{equation*}
$$

where $\vartheta$ is the shape parameter of $t$ distribution, also known as the DOF of statistics; $\mathbf{\Xi}_{k}=\frac{\vartheta-2}{\vartheta} \boldsymbol{\Sigma}_{k}$.

### 4.3 Statistical inference for FRF and TF

In the context of statistical inference for FRF and TFs, the integral interval of the FFT coefficients are $[-\infty,+\infty]$. Therefore, the PDF of $\mathcal{Z}$, the marginal PDF of $\mathcal{Z}^{\mathfrak{M}}$ and $\mathcal{Z}^{\mathfrak{3}}$, as well as the expected values of $\mathcal{Z}^{\mathfrak{\Re}}$ and $\mathcal{Z}^{\mathfrak{s}}$ are given by:

$$
\begin{gather*}
p_{\mathcal{Z}}(z)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}|v|^{2} p_{\Theta}(v \tilde{z}) d v^{\Re} d v^{\mathfrak{J}}  \tag{31a}\\
p_{z^{\Re}}\left(z^{\Re}\right)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}|v|^{2} p_{\Theta}(v \tilde{z}) d v^{\Re} d v^{\mathfrak{}} d z^{\Im}  \tag{31b}\\
p_{z^{\mathfrak{}}}\left(z^{\mathfrak{J}}\right)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}|v|^{2} p_{\Theta}(v \tilde{z}) d v^{\Re} d v^{\mathfrak{}} d z^{\Re} \tag{31c}
\end{gather*}
$$

| Step | Procedures |
| :---: | :---: |
| 1 | Take FFT for different sets of time histories $\Psi_{k}=\left[F_{i}^{\left(\omega_{k}\right)}, Y_{j}^{\left(\omega_{k}\right)}\right] ;$ |

$$
\begin{align*}
& E\left(z^{\Re}\right)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}|v|^{2} z^{\Re} p_{\Theta}(v \tilde{z}) d v^{\Re} d v^{\Im} d z^{\Im} d z^{\Re}  \tag{31d}\\
& E\left(z^{\mathfrak{}}\right)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}|v|^{2} z^{\Im} p_{\Theta}(v \tilde{z}) d v^{\Re} d v^{\mathfrak{}} d z^{\Re} d z^{\mathfrak{}} \tag{31e}
\end{align*}
$$

where $\tilde{\mathbf{z}}=\left\{\begin{array}{ll}1 & \mathbf{z}\end{array}\right\}^{T}$.
Given the probabilistic models of $\Psi_{k}=\left[F_{i}^{\left(\omega_{k}\right)}, Y_{j}^{\left(\omega_{k}\right)}\right]$ and $\Psi_{k}=\left[Y_{i}^{\left(\omega_{k}\right)}, Y_{j}^{\left(\omega_{k}\right)}\right]$, we can determine the PDF of FRF and TF using Eq.(31) by replacing the general mathematical symbols as follows:

- For FRF: $\Theta=\Psi_{k}=\left[F_{i}^{\left(\omega_{k}\right)}, Y_{j}^{\left(\omega_{k}\right)}\right] ; \quad \mathcal{Z}=H_{i j}^{\left(\omega_{k}\right)} ; \quad \tilde{\mathcal{Z}}=\left[1, H_{i j}^{\left(\omega_{k}\right)}\right]^{T} ; \quad V=F_{i}^{\left(\omega_{k}\right)} ; \quad V \tilde{\mathcal{Z}}=F_{i}^{\left(\omega_{k}\right)}\left[1, H_{i j}^{\left(\omega_{k}\right)}\right]$.
- For TF: $\Theta=\Psi_{k}=\left[Y_{i}^{\left(\omega_{k}\right)}, Y_{j}^{\left(\omega_{k}\right)}\right] ; \quad \mathcal{Z}=T_{i j}^{\left(\omega_{k}\right)} ; \quad \tilde{\mathcal{Z}}=\left[1, T_{i j}^{\left(\omega_{k}\right)}\right]^{T} ; \quad V=Y_{i}^{\left(\omega_{k}\right)} ; V \tilde{\mathcal{Z}}=Y_{i}^{\left(\omega_{k}\right)}\left[1, T_{i j}^{\left(\omega_{k}\right)}\right]$.

As a result, we can use the SGQ rule introduced in Section 3 to solve the PDF of $\mathcal{Z}$ as well as its extensions. The procedures for computing the PDF for FRFs are summarized in Table 4, which can be easily extended to the statistical inference for TF.

Table 4: Statistical inference for FRF using the unified scheme

- Formulate $p_{\Theta}(v \tilde{z})$ by setting $\Theta=\Psi_{k}=\left[F_{i}^{\left(\omega_{k}\right)}, Y_{j}^{\left(\omega_{k}\right)}\right], \quad \mathcal{Z}=H_{i j}^{\left(\omega_{k}\right)}$, $\tilde{\mathcal{Z}}=\left[1, H_{i j}^{\left(\omega_{k}\right)}\right]^{T}, \quad V=F_{i}^{\left(\omega_{k}\right)}$ and $V \tilde{\mathcal{Z}}=F_{i}^{\left(\omega_{k}\right)}\left[1, H_{i j}^{\left(\omega_{k}\right)}\right]$;
- Formulate the unified formula by substituting $p_{\Theta}(v \tilde{z})$ into (31);

Generate SGQ points and weights for $V^{\mathfrak{M}}, V^{\mathfrak{B}}, \mathcal{Z}^{\mathfrak{M}}$ and $\mathcal{Z}^{\mathfrak{N}}$ by
follows Table
END FOR

## 5 Case Studies

### 5.1 Vibration testing of a simply supported beam

To illustrate the efficiency of the proposed methodology of this study, the theoretical findings are validated with tests on a simply supported beam shown in Fig. 2. The length of the beam is 3 m , while its cross-section is $0.1 \mathrm{~m} \times 0.02 \mathrm{~m}$. The beam was subject to hammer excitation. The input force and output acceleration were measured simultaneously with a sampling frequency of 200 Hz . Five sensors were set directly on the beam. The arrangement of the acceleration sensors and measurement points are shown in Fig. 2(a). The DH5981 Dynamic Signal Test Analysis System, the impact hammer (type LC02) and a laptop were employed in the field test. The DH5981 Dynamic Signal Test Analysis System and the impact hammer were produced by Donghua Testing Company in China. The experimental setup is shown in Fig. 2(b).

To verify the proposed probabilistic models, the response measurements are segmented into 200 non-overlapping sequences with each one lasting 120 s . The FFT coefficients were then calculated for each realization to formulate samples of the FRFs and TFs at different frequency points. The raw FFT coefficients without any post-processing such as averaging, smoothing and windowing is used to verify the proposed algorithm. As a result, a thorough validation can be implemented in a similar way to Monto Carlo simulation (MCS) with each segment viewed as a random realization.

(a)

(b)

### 5.1.1 The K-S test of FFT coefficients

The K-S test was conducted by comparing the distribution of the samples (i.e., the FFT coefficients) with an assumed distribution for the real and the imaginary parts within the frequency band $[0,10] \mathrm{Hz}$. When the K-S test is equal to 0 , the FFT coefficients follow the assumed distribution; when the K-S test is equal to 1 , the corresponding probability model and the assumption should be rejected. The K-S test results by assuming that the real and imaginary parts of FFT coefficients of $F_{1}^{\left(\omega_{k}\right)}$ and $Y_{1}^{\left(\omega_{k}\right)}$ follow a Gaussian distribution are shown in Fig. 3(a), which indicates that the complex Gaussian distribution can model the distributions of FFT coefficients at a set of frequencies successfully. However, the test data analysis also emphasizes the existence of non-Gaussianity, especially for the excitation. The K-S test results, by assuming that the real and imaginary parts of FFT coefficients of $Y_{1}^{\left(\omega_{k}\right)}$ follow a t distribution, are shown in Fig. 3(b). By comparing Fig. 3(a) and (b), the passing rates of the t-distribution are significantly higher than that of the Gaussian distribution.

Fig. 4(a) and (b) shows the probability plots of $Y_{1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=8.28 \pi \mathrm{rad} / \mathrm{s}$ and $\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}$. Scattered samples were compared with a straight line to judge the fitting quality of the Gaussian distribution. The circles in the probability plot denote the empirical probability versus the data value for each point in the sample. For Fig. 4(a), the markers lie on a curve that coincides with the straight red line, indicating that the Gaussian assumption was proper for the

1 given samples. However, the scattered samples of $Y_{1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}$ shown in Fig. 4(b)
2 were S-shaped, indicating that the t location-scale probability plot better fits the samples, 3 accounting for the heavy tails. Therefore, a complex Gaussian probabilistic model and complex 4 t probabilistic model will be used to model FFT coefficients at different frequencies, which will

(a) The real (left) and imaginary parts (right) of $Y_{1}^{\left(\omega_{k}\right)}$ by assuming the Gaussian distribution

(b) The real (left) and imaginary parts (right) of $Y_{1}^{\left(\omega_{k}\right)}$ by assuming $t$ distribution

Fig. 3: K-S test of the real and imaginary parts of FFT coefficients of $Y_{1}^{\left(\omega_{k}\right)}$ : comparing the distribution of the samples with (a) Gaussian distribution and (b) $t$ distribution

(b) Probability plots at $\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}$

Fig. 4: Probability plots of the real and the imaginary parts of $Y_{1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=8.28 \pi \mathrm{rad} / \mathrm{s}$ and

$$
\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}
$$

### 5.1.2 Statistical inference for FRFs

The distribution properties of the FRF $H_{15}^{\left(\omega_{k}\right)}$ at $\omega_{k}=8.28 \pi \mathrm{rad} / \mathrm{s}$, the denominator and nominator of which pass the K-S test, were observed. At the frequency line $\omega_{k}=8.28 \pi \mathrm{rad} / \mathrm{s}$, the K-S test shows that it follows a Gaussian distribution. Here, the FRF can be modelled by a univariate circularly-symmetric complex Gaussian ratio distribution, the closed-form formula of which was derived in [19]. By denoting the covariance matrix of $\left[F_{1}^{\left(\omega_{k}\right)}, Y_{5}^{\left(\omega_{k}\right)}\right]$ as $\boldsymbol{\Sigma}=\left[\begin{array}{ccc}\sigma_{0}^{2} & \rho \sigma_{0} \sigma_{1} \\ \rho^{*} \sigma_{0} \sigma_{1} & \sigma_{1}^{2}\end{array}\right]$, where $\rho=\rho^{\mathfrak{M}}+\mathbf{i} \rho^{\mathfrak{J}}$ denotes the complex correlation coefficient, the analytical formulas of $p_{z}(z), \quad p_{z^{\mathfrak{n}}}\left(z^{\mathfrak{R}}\right)$, and $p_{z^{\mathfrak{z}}}\left(z^{\mathfrak{B}}\right)$ are given by:

$$
\begin{equation*}
p_{z}(z)=\pi^{-1}\left(1-\rho^{*} \rho\right) \sigma_{0}^{2} \sigma_{1}^{2}\left[\sigma_{1}^{2}-\left(z^{*} \rho^{*}+z \rho\right) \sigma_{0} \sigma_{1}+z z^{*} \sigma_{0}^{2}\right]^{-2} \tag{32a}
\end{equation*}
$$

$$
\begin{equation*}
p_{z^{\Re}}\left(z^{\mathfrak{R}}\right)=\frac{\left(1-|\rho|^{2}\right) \sigma_{0}^{4} \sigma_{1}^{2}}{2 \sqrt{\left[-2 \sigma_{0}^{3} \sigma_{1} \rho^{\Re} z^{\Re}+\sigma_{0}^{4}\left(z^{\Re}\right)^{2}+\sigma_{0}^{2} \sigma_{1}^{2}\left(1-\left(\rho^{\mathfrak{I}}\right)^{2}\right)\right]^{3}}} \tag{32b}
\end{equation*}
$$

$$
\begin{equation*}
p_{z^{\mathfrak{s}}}\left(z^{\mathfrak{s}}\right)=\frac{\left(1-|\rho|^{2}\right) \sigma_{0}^{4} \sigma_{1}^{2}}{2 \sqrt{\left(2 \sigma_{0}^{3} \sigma_{1} \rho^{\mathfrak{s}} z^{\mathfrak{s}}+\sigma_{0}^{4}\left(z^{\mathfrak{3}}\right)^{2}+\sigma_{0}^{2} \sigma_{1}^{2}\left(1-\left(\rho^{\mathfrak{R}}\right)^{2}\right)\right)^{3}}} \tag{32c}
\end{equation*}
$$

Fig. 5 compares the theoretical curves of the real and imaginary parts of $H_{15}^{\left(\omega_{k}\right)}$ (i.e., Eq. (32b) and (32c)), denoted by dotted lines, with the probability mass functions represented by histograms drawn from all the samples. For the purpose of comparison, the PDF of $H_{15}^{\left(\omega_{0}\right)}$ was also calculated using the SGQ algorithm introduced in Section 3 and plotted in Fig. 5 by solid lines. As is seen in Fig. 5, the curve achieved using the numerical algorithm coincides with the closed-form formula (32), both of which can fit the histograms well. Therefore, the unified scheme for solving the complex-valued ratio distribution can achieve satisfactory results.



Fig. 5: Comparison of the marginal PDFs calculated using the analytical formula [Eq. (32)] and numerical method, as well as the histogram of the real part and imaginary parts

$$
\text { of } H_{15}^{\left(\omega_{k}\right)} \text { at } \omega_{k}=8.28 \pi \mathrm{rad} / \mathrm{s}
$$



Fig. 6: The 3D-shaded surface plot of the joint PDF of the real and imaginary parts of

$$
H_{15}^{\left(\omega_{k}\right)} \text { at } \omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}
$$

To further illustrate the efficiency of the unified approach, the distribution properties of $H_{15}^{\left(\omega_{k}\right)}$ at $\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}$ were also observed. The FFT coefficients $F_{1}^{\left(o_{k}\right)}$ and $Y_{5}^{\left(\omega_{k}\right)}$ at $\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}$ were modelled using a complex-valued t distribution. The variance of $F_{1}^{\left(\omega_{k}\right)}$
and $Y_{5}^{\left(\omega_{k}\right)}$ are equal to 0.0679 and 0.0062 , respectively, while their complex correlation coefficient is equal to $0.1907-0.0228 i$. For $F_{1}^{\left(o_{k}\right)}$ and $Y_{5}^{\left(\omega_{k}\right)}$, the shape parameters of the t distribution are set as 9 and 3, respectively. The random variable $H_{15}^{\left(\omega_{k}\right)}$ at $\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}$ was modelled using a complex t ratio distribution, the PDF of which was computed by following the procedures in Table 4. Fig. 6 shows the 3D-shaded surface plot of the joint PDF of the real and imaginary parts of $H_{15}^{\left(\omega_{k}\right)}$ at $\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}$. In Fig. 7, the solid and dotted lines denote the PDFs $\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}$ computed with the proposed numerical algorithm and those of the circularly-symmetric complex Gaussian ratio distribution, respectively, while the histograms denote the probability mass functions achieved from the FFT samples. The comparison shown in Fig. 7 indicates that the $t$ ratio distribution can be computed with high accuracy using the numerical algorithm, and its performance is better than that of the complex Gaussian distribution at $\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}$.

The complex t ratio distribution of the real and imaginary parts of $H_{15}^{\left(\omega_{5}\right)}$ at $\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}$ computed using SGQ rule with 1320 quadrature points as well as those calculated using Gaussian quadrature rule with 1331 and 9261 quadrature points are compared in Fig. 7(b). The complex t ratio distribution computed with the SGQ rule is denoted by the solid line, while the PDF computed using Gaussian quadrature rule with 1331 and 9261 quadrature points are denoted by yellow dashed line and green dashed line, respectively. As is seen from Fig.7(b), the SGQ rule can achieve high accuracy when only 1320 quadrature points are used, while the results computed using Gaussian quadrature rule with similar number of quadratic points have much poorer performance. With the increase of the quadrature points, the accuracy of the results computed using the Gaussian quadrature rule approach those computed using the SGQ rule. Table 5 shows the time consumption of computing the PDF of $H_{15}^{\left(\omega_{k}\right)}$, the

1 marginal PDF of $\left[H_{15}^{\left(\omega_{k}\right)}\right]^{\Re}$, and the mean of $\left[H_{15}^{\left(\omega_{k}\right)}\right]^{\Re}$ at $\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}$ by the using Gaussian quadrature rule and SGQ rule introduced in Section 3. From Table 5, it can be concluded that the time consumed by the proposed numerical scheme of employing sparse-grid theory is reduced significantly. Therefore, the unified solution is expected to be efficient in quantifying the uncertainties of FRF when it is non-trivial or impossible to discover its closedform solution due to the complexity of multi-dimensional integrals.

(a) Comparison of the probability mass function, the complex $t$ ratio distribution computed using SGQ rule and the complex Gaussian ratio distribution

(b) Comparison of the numerical solution of complex $t$ ratio distribution computed using SGQ rule (1320 quadrature points) and Quadratic rule (1331 and 9261 quadrature points)

Fig. 7: The marginal PDFs and histogram of the real and imaginary parts of $H_{15}^{\left(\omega_{k}\right)}$ at

$$
\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}
$$

Table 5: Time consumed by two different numerical strategies for the simply supported beam

| Items | PDFs | Gaussian quadrature |  | Sparse-grid quadrature |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Time (s) | Quadrature points | Time (s) | Quadrature points |
| FRF at$\omega_{k}=0.18 \pi \mathrm{rad} / \mathrm{s}$ | PDF of $H_{15}^{\left(\omega_{k}\right)}$ | 62.87 | 441 | 6.85 | 377 |
|  | Marginal PDF of $\left[H_{15}^{\left(\omega_{k}\right)}\right]^{\Re /}$ | 493.04 | 9261 | 18.11 | 1320 |
|  | Expectation of $\left[H_{15}^{\left(\omega_{k}\right)}\right]^{9}$ | 7086.75 | 194481 | 19.35 | 4433 |
| TF at$\omega_{k}=4.31 \pi \mathrm{rad} / \mathrm{s}$ | PDF of $T_{15}^{\left(\omega_{k}\right)}$ | 65.72 | 441 | 7.16 | 377 |
|  | Marginal PDF of $\left[T_{15}^{\left(\omega_{k}\right)}\right]^{\mathfrak{R}}$ | 486.23 | 9261 | 17.86 | 1320 |
|  | Expectation of $\left[T_{15}^{\left(\omega_{k}\right)}\right]^{\mathfrak{M}}$ | 6368.92 | 194481 | 17.39 | 4433 |

### 5.1.3 Statistical inference for TFs

To illustrate the applicability of the proposed unified solution of complex ratio distribution, the performance of TFs is observed here. The TF corresponding to the fifth sensor and the first sensor (i.e., $T_{15}^{\left(\omega_{k}\right)}$ ) is considered first at the frequency line $\omega_{k}=4.31 \pi \mathrm{rad} / \mathrm{s}$. The variances of $Y_{1}^{\left(\omega_{k}\right)}$ and $Y_{5}^{\left(\omega_{k}\right)}$ are equal to $7.3587 \times 10^{-5}$ and $7.6863 \times 10^{-5}$, respectively, and their complex correlation coefficient is equal to $0.7047+0.0244 i$. The K-S test result indicates that $T_{15}^{\left(o_{k}\right)}$ at $\omega_{k}=4.31 \pi \mathrm{rad} / \mathrm{s}$ follows a complex t ratio distribution. Following the procedures demonstrated in Table 4, the unified formula of the PDF of $T_{15}^{\left(\omega_{k}\right)}$ can be determined according to Eq. (31), which was then solved numerically by using the SGQ rule introduced in Section 3. The 3D-
shaded surface plot of the joint PDF of the real and imaginary parts of $T_{15}^{\left(\omega_{k}\right)}$ is presented in
Fig. 8.


Fig. 8: The 3D-shaded surface plot of the joint PDF of the real and imaginary parts of

$$
T_{15}^{\left(\omega_{k}\right)} \text { at } \omega_{k}=4.31 \pi \mathrm{rad} / \mathrm{s}
$$

In Fig. 9, the solid line denotes the theoretical PDFs of the real and imaginary parts of $T_{15}^{\left(\omega_{k}\right)}$, while the histograms denote the probability mass functions drawn from 200 samples. As seen from Fig. 9, there is a good consistency between the observed histograms and the PDF of the complex t ratio distribution that was calculated using the SGQ rule. The PDF of the real and imaginary parts of $T_{15}^{\left(\omega_{k}\right)}$ computed using SGQ rule as well as those calculated using Gaussian quadrature rule are compared in Fig. 9(b). As is seen from Fig.9(b), Gaussian quadrature rule should involve significantly more quadrature points to achieve similar accuracy to those of SGQ rule involving only 1320 quadrature points. The time required for computing the PDF of $T_{15}^{\left(\omega_{k}\right)}$, the marginal PDF of $\left[T_{15}^{\left(\omega_{k}\right)}\right]^{\Re}$, as well as the expected value of $\left[T_{15}^{\left(\omega_{k}\right)}\right]^{\Re}$ at $\omega_{k}=4.31 \pi \mathrm{rad} / \mathrm{s}$ by the Gaussian quadrature rule and SGQ rule are also compared in Table 5, which clearly demonstrates again that the unified formula of complex ratio distribution shown in Eq. (31) can
be computed using the SGQ rule more efficiently than the conventional multi-dimensional
2 Gaussian quadrature rule when the analytical formula is not available.

(a) Comparison of the probability mass function and the complex $t$ ratio distribution computed using SGQ rule

(b) Comparison of the numerical solution of complex $t$ ratio distribution computed using SGQ rule (1320 quadrature points) and Quadratic rule (1331 and 9261 quadrature points) Fig. 9: Marginal PDFs and the histogram of the real and imaginary parts of $T_{15}^{\left(\omega_{k}\right)}$ at

$$
\omega_{k}=4.31 \pi \mathrm{rad} / \mathrm{s}
$$



Fig. 10: Positions of the accelerometer of the Alamosa Canyon Bridge (from [64])

In this section, the performance of the unified solution of computing the complex ratio distribution is further evaluated by using the field test measurement of the Alamosa Canyon Bridge. This bridge is located approximately 16 km north of Truth or Consequences, New Mexico, USA [64]. The bridge has seven independent spans with each span consisting of a concrete deck supported by six steel beams. The roadway in each span is approximately 7.3 m wide and 15.2 m long. Expansion joints are located at both ends of each span. The concrete deck and the girders below the bridge were equipped with a total of 31 accelerometers as shown in Fig. 10.

This field test of the bridge was conducted on the bridge to study various issues related to bridge structural integrity. Owing to the efforts of the researchers from the Los Alamos National Laboratory, a website (http://ext.lanl.gov/projects/damage_id/) has been established for collecting various vibration test data as a benchmark problem. The field test data used in this study lasted 24 h, from July 21, 1997 to July 23, 1997. The sampling rate of the acceleration
data is 128 Hz . The response measurements are segmented into 330 non-overlapping sequences with each one lasting 16 s . The FFT coefficients can be calculated accordingly for each sequence. As in MCS, each segment can be viewed as a random realization and one can be employed to draw the histograms to validate the accuracy of the theoretical PDF. By analyzing the measurements acquired from different sensors, the following analyses were conducted.

- For the FFT coefficients at a number of frequencies, the results of the K-S test suggest that the complex Gaussian probability model could not adequately capture the statistics of all samples, while the $t$-distribution can model FFT coefficients well at a number of frequencies well. The real and imaginary parts of $Y_{11}^{\left(\omega_{k}\right)}$ at $\omega_{k}=11.5 \pi \mathrm{rad} / \mathrm{s}$ and $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$, respectively, are investigated in detail. Fig. 11(a) and 12(a) display the probability plots of the real part of $Y_{1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=11.5 \pi \mathrm{rad} / \mathrm{s}$ and the imaginary part of $Y_{1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$, where the Gaussian and t distributions of the data are shown. The probability plots of the Gaussian and $t$ distributions are denoted by the red straight line and blue line, respectively. As shown in Fig. 11(a), the scattered samples at $\omega_{k}=11.5 \pi \mathrm{rad} / \mathrm{s}$ lie on a curve that coincides with the straight red line, indicating that the Gaussian assumption was not violated for the given samples. However, the scattered samples of at $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$ shown in Fig. 12(a) were more consistent with the t location-scale distribution, even accounting for the tail. Fig. 11(b) and 12(b) show the histograms of the real part at $\omega_{k}=11.5 \pi \mathrm{rad} / \mathrm{s}$ and the imaginary part at $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$, accompanied by the theoretical curves derived from the complex Gaussian and complex t models. This again indicates the superiority of the $t$ location-scale distribution model for $Y_{1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$.


Fig. 11: Distribution properties of the real part of $Y_{1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=11.5 \pi \mathrm{rad} / \mathrm{s}$ : (a) The theoretical marginal PDFs and the histogram; (b) the probability plot


Fig. 12: Distribution properties of the imaginary part of $Y_{1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$ : (a) The theoretical marginal PDFs and the histogram; (b) the probability plot

- $H_{3,1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=6.875 \pi \mathrm{rad} / \mathrm{s}$, which can be modelled using a complex-valued t ratio distribution, is observed. The variances of $F_{3}^{\left(\omega_{k}\right)}$ and $Y_{1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=6.875 \pi \mathrm{rad} / \mathrm{s}$ are $4.925 \times 10^{-5}$ and $5.410 \times 10^{-5}$, respectively, and their complex correlation coefficient is $0.1233+0.2384 i$. Fig. 13 compares the complex-valued $t$ ratio distribution of the real and imaginary parts of $H_{3,1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=6.875 \pi \mathrm{rad} / \mathrm{s}$ denoted by solid lines, with the probability mass functions denoted by histograms drawn from all samples. Fig. 13 shows that the solid curves (i.e., Eq. (31)) obtained by the fast SGQ scheme agree well with the histograms, indicating the efficiency of the proposed method in inferring the statistics of the FRFs to following a complex non-Gaussian ratio distribution, the closed- form of which is difficult to achieve.


Fig. 13: Theoretical marginal PDFs and the histograms of the real and imaginary parts of

$$
H_{3,1}^{\left(\sigma_{k}\right)} \text { at } \omega_{k}=6.875 \pi \mathrm{rad} / \mathrm{s}
$$


(a) $T_{11,1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=11.5 \pi \mathrm{rad} / \mathrm{s}$

(b) $T_{11,1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$

Fig. 14: Theoretical marginal PDFs and the histogram PDFs of the real and imaginary parts of $T_{11,1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=11.5 \pi \mathrm{rad} / \mathrm{s}$ and $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$


Fig. 15: Comparison of the theoretical marginal PDFs of $\left[H_{3,1}^{\left(\omega_{k}\right)}\right]^{\Re}$ at $\omega_{k}=6.875 \pi \mathrm{rad} / \mathrm{s}$ and $\left[T_{11,1}^{\left(\omega_{k}\right)}\right]^{\Re}$ at $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$ computed with SGQ rule (1320 quadrature points) and Quadratic rule (1331 and 9261 quadrature points)

- The TF $T_{11,1}^{\left(\omega_{k}\right)}$ corresponding to the 11th and first sensors at $\omega_{k}=11.5 \pi \mathrm{rad} / \mathrm{s}$ and $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$ are presented in Fig. (14). In Fig. 14(a), the solid line denotes the complex Gaussian ratio distribution computed with the SQG rule, while the dotted lines are plotted according to the closed-form formula of the complex Gaussian ratio distribution. In Fig. 14(b), the solid line denotes the complex $t$ ratio distribution achieved by using the unified formula solved with the SQG rule, while the dotted lines denote the analytical formula of the complex Gaussian ratio distribution. Fig. 14(a) and (b) is accompanied by histograms denoting the probability mass functions of 330 samples. As is seen from Fig. 14(a), there is good consistency between the observed histograms, the curves of the analytical values, and the numerical values for both the real and imaginary parts. In Fig. 14(b), the $t$ ratio distribution is a better candidate for modeling $T_{11,1}^{\left(\omega_{k}\right)}$ at $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$. Furthermore, Fig.

14(a) and (b) verify that, given the accurate probabilistic model of FFT coefficients, the PDF of the TFs can be solved using the advanced numerical algorithm efficiently.

- To highlight the efficiency and accuracy of proposed algorithm, Fig. 15 shows the complex t ratio probabilistic model of $\left[H_{3,1}^{\left(\omega_{k}\right)}\right]^{\Re}$ and $\left[T_{11,1}^{\left(\omega_{k}\right)}\right]^{\Re}$ at $\omega_{k}=6.875 \pi \mathrm{rad} / \mathrm{s}$ and $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$ computed using SGQ rule with 1320 quadrature points and Gaussian quadrature rule with 1331 and 9261 quadrature points. The time required for computing the PDF of $H_{3,1}^{\left(\omega_{k}\right)}$ and $T_{11,1}^{\left(\omega_{k}\right)}$, the marginal PDF of $\left[H_{3,1}^{\left(\omega_{k}\right)}\right]^{\Re n}$ and $\left[T_{11,1}^{\left(\omega_{k}\right)}\right]^{\Re}$, as well as the expected values of $\left[H_{3,1}^{\left(\omega_{k}\right)}\right]^{\Re R}$ and $\left[T_{11,1}^{\left(\omega_{k}\right)}\right]^{\Re}$ at $\omega_{k}=6.875 \pi \mathrm{rad} / \mathrm{s}$ and $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$ by the conventional Gaussian quadrature rule and SGQ rule are compared in Table 6. Compared with the Gaussian quadrature rule, the SGQ rule can achieve higher accuracy by involving significantly fewer quadrature points than Gaussian quadrature rule. Therefore, as is seen from Table 6, the time consumed by the SGQ rule is significantly less than that of the classic Gaussian quadrature rule. Therefore, the unified solution is expected to be efficient in quantifying the uncertainties of FRFs and TFs by integrating the unified formula of the complex ratio distribution with multi-dimensional integrals and the SGQ rule when it is difficult to find the closed-form solution.

Table 6: Time consumed by two different numerical strategies for the Alamosa Canyon
Bridge

| Items | PDFs | Gaussian quadrature |  | Sparse-grid quadrature |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Time (s) | Quadrature <br> points | Time (s) | Quadrature <br> points |
| FRF at <br> $\omega_{k}=6.875 \pi \mathrm{rad} / \mathrm{s}$ | Marginal PDF of <br> $\left[H_{15}^{\left(\omega_{k}\right)}\right]$ | 515.09 | 9261 | 18.93 | 1320 |
|  |  |  |  |  |  |


|  | Expectation of $\left[H_{15}^{\left(\omega_{k}\right)}\right]^{\mathfrak{R}}$ | 7277.20 | 194481 | 19.87 | 4433 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| TF at $\omega_{k}=1.25 \pi \mathrm{rad} / \mathrm{s}$ | PDF of $T_{15}^{\left(\omega_{k}\right)}$ | 67.28 | 441 | 7.33 | 377 |
|  | Marginal PDF of $\left[T_{15}^{\left(\omega_{k}\right)}\right]^{\mathfrak{M}}$ | 514.82 | 9261 | 18.91 | 1320 |
|  | Expectation of $\left[T_{15}^{\left(\omega_{k}\right)}\right]^{\Re}$ | 7064.78 | 194481 | 19.29 | 4433 |

## 6 Conclusions

A unified scheme to solving complex ratio distributions was developed and applied to statistical inference for FRFs and TFs. This development enlarges the capabilities of FRFs and TFs with the expectation to improve analyses in the areas of modal analysis and damage detection where FRFs and TFs are key tools. The classic complex Gaussian ratio distribution whose analytical PDF has been derived recently is being increasingly used to model the distributions of FRFs and TFs due to its elegant and convenient mathematical nature. However, the field-test data analysis of engineering structures, using FFT, confirmed the necessity to expand this concept to non-Gaussianity due to various reasons such as nonstationarity of the data, the limited length of the data available, etc. In order to work with the general case of FFT coefficients that follow complex non-Gaussian distributions, a unified scheme was proposed in this study that generalizes the initial closed-form approaches.

The theoretical findings of this study were verified using response measurements of a simply supported beam and the Alamosa Canyon bridge. Discrepancies between the analytical PDFs and corresponding histograms were plotted to display the accuracy of the probabilistic models. It is worth mentioning here that, the histogram of FRF and TF samples can be well predicted by the theoretical PDFs given that we can model the FFT samples well by a proper complex-valued probabilistic model. The time required for computing the PDF, the marginal PDF as well as the expectation of complex ratio distributions by Gaussian quadrature rule and

SGQ rule were also compared to highlight the great efficiency of the SGQ scheme. Results indicate that the unified computational probability model incorporating SGQ numerical algorithm proposed in this study can quantify the uncertainties of complex ratio random variables much more efficiently. This study yields new insights into the qualitative analysis of the uncertainty of FRFs and TFs, which paves the way for developing new statistical methodologies for dynamic inverse problems.

It is worth noting that the proposed algorithm is associated with the usual requirements for a stochastic analysis. Most importantly, the distribution of $\Theta=\left\{\begin{array}{ll}V & U\end{array}\right\}^{T}$ should be known in advance to derive the complex-valued ratio distribution for $U / V$. Therefore, one should propose a proper probabilistic model for the denominator and the nominator before applying the proposed algorithm. In this present study, complex-valued Gaussian and t-distribution, which have been proved to be good candidates in [61] and [43], are used to characterize the distribution of FFT coefficients. Though this choice is probably quite representative, there are certainly cases when other distributions are more suitable. In any case, field-test data should be used to verify the suitability of the distributions for the FFT coefficients, for example via a KS test. If distributions other than used in our approach are more suitable, the derivations shown need to be realized for those cases. This may involve some mathematical challenges and is certainly a valuable topic for further investigation. Our approach showing the principle of this derivation on a representative case forms the basis for such future expansion.
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