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ABSTRACT

Reverberation plays a fundamental role in the auralisation
of enclosed spaces as it contributes to the realism and im-
mersiveness of virtual 3D sound scenes. However, rigor-
ous simulation of interactive room acoustics is computa-
tionally expensive, and it is common practice to use sim-
plified models at the cost of accuracy. In the present study,
two subjective listening tests were carried out to explore
trade-offs between algorithmic complexity (and approach)
and perceived spatialisation quality in a binaural spatial-
isation context. The first experiment assessed the per-
ceived realism of room reverberation, comparing aurali-
sations based on Ambisonic impulse responses at varying
resolutions (zeroth to fourth order). The second experi-
ment focused on the perceptual relevance of different ap-
proaches to binaural reverb rendering, looking at statically
or dynamically rendered room simulations. Throughout
these experiments, the direct sound path was rendered sep-
arately by convolution with a Head Related Impulse Re-
sponse (HRIR). Preliminary results suggest that, for the
conditions under test, there may not be perceivable ben-
efits in using high order Ambisonics encoding (beyond
first order) for room auralisation and that introducing head-
tracking may have little impact as well, as long as the di-
rect sound is rendered with enough accuracy. Further work
is outlined with regards to continuing this research with a
higher number of participants and more varied tested con-
ditions to clarify the extent to which these conclusions can
be made.

1. INTRODUCTION

In the years since digital reverb was first suggested by
Schroeder and Logan [1] there has been continual devel-
opment and improvement in the technology. Until recently,
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research has been driven predominantly by two industries:
acoustic architecture and music, in which offline compu-
tation is generally sufficient. However, the tech industry
is responding to the ever-growing demand for interactive
audiovisual experiences. Dynamic room auralisation is an
important aspect of mixed reality experiences as it con-
tributes to the quality of spatialisation [2]. With the re-
cent emergence of portable Virtual and Augmented Real-
ity, which have a limited computational power compared
to desktop computing, lightweight room auralisation and
acoustic modelling are essential. It is therefore important
to establish the perceptual relevance of different spatial,
temporal and spectral attributes of acoustic room responses
to identify where computational savings can be made.

2. BACKGROUND AND MOTIVATIONS

Reverberation is the result of the pairing of an acoustic
source with an environment. As the wave propagates from
the source it interacts with its surroundings. The geometry
of the space causes the wave to reflect and diffract. As a
result, the wave arrives at the receiver via different paths.
Sound has a sufficiently slow speed that these arrivals oc-
cur at perceptually distinct time intervals. As the wave
continues to interact with the room, higher order reflec-
tions decrease in amplitude and the echo density increases,
eventually resulting in a diffuse reverberant sound field. A
room impulse response (RIR) is typically decomposed into
three sections: direct sound, early reflections and late re-
verberation. The geometry of the room and acoustic prop-
erties of the materials therein affect a number of objective
acoustic characteristics.

Drawing parallels between objective and subjective spa-
tial features has long been the aim of different avenues of
acoustic research. Current literature states that: (i) Di-
rect sound reaches the listener first, allowing the listener
to localise the source. (ii) However, strong specular re-
flections arriving within 5-10ms can contribute to creating
a perceived image shift and broaden the apparent source
width [3]. (iii) In addition, they colour the timbre of the
direct sound due to phase cancellations and subsequent
comb-filtering [4]. These reflections are not localised as
a separate event due to the precedence effect [5]. (iv) Ka-
planis et al. [6] state that the time delay between the direct
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sound and the first perceptually distinct early reflection af-
fects the perception of presence and the environment di-
mensions, and that (v) the temporal characteristics of sub-
sequent early reflections also contribute to the environment
size. (vi) The timing, direction and spectrum of early lat-
eral reflections contribute to the envelopment of the space
[7]. As the density of the reflections increases, perception
is governed less by temporal characteristic and more by
statistical properties of the reverberant tail. (vii) Research
done by Yadav et al. [8] suggests that the reverberation
time contributes to the perception of size most significantly
in large rooms, whereas early reflections are of greater im-
portance in small rooms. Further observations have been
made with respect to binaural rendering. (viii) Reverber-
ation improves the externalisation of sound sources in the
binaural domain, even if only early reflections are used [2].
(ix) The congruence between the room acoustic properties
of the listening space and those of the presented virtual
sounds affect the level of externalisation [9].

When modelling these features for a real time interac-
tive environment, it is the early reflections which present
the greatest difficulty, as literature suggests that in order
to realistically render a room, each early reflection must
be properly spatialised. Otherwise, perceptually relevant
characteristics such as envelopment, room dimensions and
presence would be inaccurately represented in the resul-
tant signal. On the contrary, the reverberant tail is charac-
terised by statistical properties, individual reflections can-
not be differentiated and are uniformly distributed around
the listener in their direction of arrival.

Rigorous rendering of head-tracked early reflections
generally has a high computational cost. There are two
primary solutions: convolution-based reverb and algorith-
mic reverb. The former relies on convolution with pre-
measured RIRs which are dynamically swapped with head
movements. Whereas, algorithmic reverb attempts to ap-
proximate the reverb by various means [10] [11] [12] and,
when rendered dynamically, filters must be recomputed in
real time. In practice it is common to use simplified models
at the cost of accuracy. Therefore, it is relevant to inves-
tigate the extent to which computations can be simplified
(e.g. by reducing the spatial resolution) without losing per-
ceived spatialisation quality. This paper will concentrate
on convolution-based methods, however, conclusions may
also be relevant in algorithmic reverb.

3. PREVIOUS WORK

Prior to this paper a study was carried out assessing the re-
alism and localisation accuracy achieved with five different
binaural reverberation rendering methods [13]. The pri-
mary method was an approach which will be referred to as
Reverberant Virtual Loudspeaker decoding (RVL) method.

3.1 RVL: an efficient binaural reverberation method

The RVL method is used to efficiently produce dynamic
convolution-based binaural reverberation by using a set of
Binaural Room Impulse Responses (BRIRs). The method

is inspired by the classic virtual loudspeaker approach,
first outlined by McKeag and McGrath [14] and later used
by Noisternig et al. [15]. In the original method, one or
more sound sources are encoded in the Ambisonic domain,
which is then decoded to a set of virtual loudspeakers dis-
tributed around the listener. The binaural signal is then ob-
tained by convolving each loudspeaker feed with the HRIR
corresponding to its location. RVL follows the same ap-
proach, however it uses BRIRs in the loudspeaker position
instead of HRIRs, effectively integrating the acoustics of
the room in the binaural rendering.

This method has two limitations. The first being that
the early reflections for a given source-receiver pair are
approximated by the reflections of the limited set of loud-
speaker positions. The second is that, when using dynamic
rendering, the relative position of the sound sources can be
changed in the Ambisonics domain, but the room is head-
locked due to the set of BRIRs being fixed. This means that
a rotation of the listener’s head is equivalent to all of the
sources in the room rotating in the opposite direction. This
would be irrelevant in an anechoic scenario (traditional vir-
tual loudspeaker method) but not in this case.

The main advantage of the RVL method over other
convolution-based approaches is that, as all sound sources
are encoded in the same Ambisonic soundfield, the number
of required convolutions is independent from the number
of sources. This is a big advantage when several sources
need to be dynamically rendered at the same time. Fur-
thermore, because the decoding process from Ambisonic
channel to the left and right binaural channels is linear
and time-invariant, the direct transfer functions between
them can be calculated, reducing the total number of con-
volutions needed in real time to 2 per Ambisonic channel
(e.g. 8 convolutions for first order, 18 for second order,
etc.). These simplifications create a significant compu-
tational saving over other methods (convolution-based or
otherwise), as the room auralisation is inherent in the ren-
dering process, instead of having to rely on additional steps
to incorporate reverb. Whether the simplifications have a
negative impact on the perceived quality of spatialisation,
is the question that will be addressed in the present study.

3.2 Previous study: method and results

In the previous study, a subjective listening test was carried
out to evaluate the impact of the spatial resolution of rever-
beration in the perceived quality of binaural rendering [13].
The tested reverberation methods ranged from higher res-
olution and complexity (RVL with third order Ambison-
ics and 20 virtual loudspeakers) to less complex solutions
(stereo). It also included simplistic approaches such as di-
otic monophonic reverb and ‘mono panned’, where the re-
verb of each sound source was added to the direct sound
and spatialised in the same position. For all tested con-
ditions, the direct sound path was rendered by convolv-
ing the dry audio with an anechoic HRIR, and was identi-
cal across conditions. The BRIRs for the different virtual
loudspeaker positions were simulated by means of geomet-
rical acoustic modelling software, without computing the
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direct sound path.
In the listening test, subjects were presented with all

possible pairs of conditions and were asked to compare
them in terms of plausibility and spatialisation accuracy.
The audio scene included a female voice and footstep
sounds moving slowly around the listener. The test was
implemented in a online platform in order to reach a large
population (75 participants). Results showed that no sig-
nificant differences were present between four of the five
tested methods, with ‘mono panned’ performing the worst.
This seems to suggest that the level of complexity in the
reverberation method does not always yield perceptually
relevant improvements.

Due to this early test being web-based, this study had
some limitations, such as the renderings being static (no
head tracking) and the lack of control over the headphones
being used by the participants and the playback level. As
such, broader conclusions were unable to be made unless
these issues were resolved.

4. CURRENT EXPERIMENTS

The literature review in section 2 suggests that early reflec-
tions must be properly spatialised to recreate perceptually
relevant room characteristics. However the study described
in section 3 suggests that increased algorithmic complexity
above a certain threshold may no longer lead to improved
perceived realism.

As opposed to the aforementioned web-based approach,
the current study aimed to carry out experiments under lab-
oratory conditions with dynamic (head-tracked) binaural
rendering. Furthermore, reverberation based on recorded
IRs is employed instead of geometrical modelling.

Two experiments are outlined in this paper, both of
which were designed to test the perceptual limits of bin-
aural rendering complexity. The methods used reproduce
early reflections and tails with differing levels of accuracy
to test participants’ ability to discern between them and
state subjective preference on the basis of perceived real-
ism. The questions that these experiments try to answer
are:

1. What is the perceptual impact of decreasing the Am-
bisonic order of reverberation, if direct sound is still
rendered accurately? (first experiment)

2. What is the perceptual impact of rendering reverber-
ation statically or dynamically, and using a simpli-
fied approach such as RVL? (second experiment)

4.1 Measurements

A small meeting room (RT = 900 ms) was measured for
this study in two different ways: (i) RIRs were recorded
with an Eigenmike microphone (MH Acoustics 1 ) from
three directions (-30/0/30◦ azimuth, 0◦ elevation) and
then encoded into first-fourth order Ambisonics using the
EigenStudio software package. (ii) BRIRs were recorded

1 mhacoustics.com/products

Figure 1: Picture of the room used in this study, before
measuring RIRs with the Eigenmike.

with a KEMAR head and torso simulator from six direc-
tions (front, back, left, right, up, down). All measurements
were made using the sine sweep technique [16] and a Gen-
elec 8030 loudspeaker at a distance of 1.2 m.

The key to this study was that the direct sound path was
always rendered separately from the reverberation, which
allowed for individual control. To that end, all RIRs and
BRIRs had the direct sound path removed by replacing the
first 3.71 ms after the onset of all impulse responses with
silence and applying a Hanning window – this time was
calculated by subtracting the direct sound propagation time
from the first reflection (floor) propagation time, minus a
safety window of 30 samples (0.68 ms).

Given that the direct sound was obtained from a sep-
arate system and database (see next subsection), all im-
pulse responses had to be normalised to match the direct-
to-reverberant ratio of the actual room. Furthermore, the
Ambisonic RIRs were equalised with a second order low-
shelf filter at a gain of -15 dB and a cutoff frequency of 1
kHz to match the perceived coloration of a KEMAR BRIR.

4.2 Audio material and binaural rendering

The stimulus used in the test was an extract of female En-
glish speech from the ‘Music for Archimedes’ corpus 2 .
The sound source was spatialised at -30◦ azimuth, 0◦ ele-
vation and a distance of 1.2 m.

The direct sound was always rendered through convo-
lution with the Head Related Impulse Response (HRIR) of
a KEMAR from the SADIE II database 3 . To generate the
reverberation, two different methods were used:

1. Ambisonic reverb, convolving the source with the
Ambisonic RIRs, and decoding the soundfield into
virtual loudspeakers which are then rendered binau-
rally using HRTFs.

2. Reverberant Virtual Loudspeaker decoding
(RVL) reverb, using the recorded KEMAR BRIRs.

2 pcfarina.eng.unipr.it/Public/Aurora_CD/
Anecoic/Archimedes/CD-cover/Archimedes.htm

3 york.ac.uk/sadie-project/database.html
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The 3D Tune-In Toolkit [17] was used as the spatial au-
dio engine. It binaurally rendered both the direct sound and
virtual loudspeakers, and allowed for head-tracking using
an EdTracker Pro Wireless 4 .

4.3 Experiment 1: MUSHRA test

One of the ways to reduce the number of convolutions re-
quired in Ambisonics-based reverb is to decrease the Am-
bisonic order. However, this has been shown to deteriorate
localisation of direct sources [18] [19]. It was the aim of
this experiment to assess whether this degraded spatiali-
sation accuracy was also perceptually relevant to the re-
verberation process, with the direct sound being rendered
through a full set of HRIRs.

Listeners were asked to rate the quality of six con-
ditions where reverberation was rendered using differing
Ambisonics orders and virtual loudspeaker configurations:

• Dry – anechoic direct sound.

• Zeroth order Ambisonics (0OA) with 6 virtual loud-
speakers in a tetrahedron setup, each playing the W
channel.

• First order Ambisonics (1OA) with 6 virtual loud-
speakers in a tetrahedron setup.

• Second order Ambisonics (2OA) with 12 virtual
loudspeakers in an icosahedron setup.

• Third order Ambisonics (3OA) with 20 virtual loud-
speakers in a dodecahedron setup.

• Fourth order Ambisonics (4OA) with 32 virtual
loudspeakers in a Pentakis-dodecahedron setup.

The six stimuli were presented in a MUSHRA listening
test format [20] implemented in MaxMSP, with the 4OA
method acting as the reference, and the Dry stimuli as the
anchor. Subjects were asked to rate the similarity of each
stimulus to the reference on a scale from 0 to 100, where
the latter means ‘identical to the reference’. In addition, the
user interface showed a picture of the simulated room and
a diagram with the relative position of the sound source, to
assist the subjects in creating an internal reference of the
scenario being rendered. Listeners were encouraged to use
head movements to explore the scene.

4.4 Experiment 2: Paired comparisons

The second experiment focused on the perceptual rele-
vance of different approaches to binaural reverb rendering.
Three different rendering methods were compared:

• Ambisonic reverb, with first order Ambisonics and
6 virtual loudspeakers – i.e. the 1OA method from
the MUSHRA test.

• 1OAS: Static (non-head-tracked) Ambisonic reverb,
with first order Ambisonics and 6 virtual loudspeak-
ers – direct sound path was still tracked.

4 edtrackerpro.mybigcommerce.com/
edtracker-pro-wireless/

• First order RVL reverb obtained from the KEMAR
BRIRs, which is inherently “static” in the sense that
the room is head-locked as explained in section 3.1.

The two key factors explored in the second experiment
are (i) the importance of the sound field being rendered
statically or dynamically and (ii) the perceptual relevance
of accurate early reflections. The three tested methods
approximate early reflections to different extents by mak-
ing various simplifications. In theory, this should interfere
with most of the perceptual attributes outlined in section 2
as it alters the spatial, temporal and spectral characteristics
of the room. Whether the differences between these ap-
proaches are perceptually relevant is still to be understood.

In each trial, listeners were shown a picture of the ren-
dered room and a diagram with the position of the sound
source, and were presented two stimuli, A and B. The ques-
tion asked was ‘Considering the given scene, which exam-
ple is more appropriate?’. The rating scale was continuous
from -2 to +2, with one decimal place, from Definitely A
to Definitely B (see Fig. 3). Listeners were allowed to
freely switch between the synchronised stimuli during a
trial, and head movements were encouraged to explore the
scene. All possible pairs of the three rendering methods
were tested, plus two null pairs where A and B were iden-
tical (randomly chosen), totalling 8 trials for each subject.

5. INITIAL RESULTS

At the time of writing this paper, the study is still ongoing
and only preliminary data are reported. Results for the first
five subjects (ages 23-40, 1 female) are presented.

5.1 MUSHRA test

The results of the MUSHRA test are shown in Fig. 2.
Descriptive analysis showed that the mean rating for Dry
results is clearly the lowest, followed by 0OA, while the
other four methods had relatively similar mean ratings.

Due to the low amount of subjects available so far, non-
parametric statistical analysis was used. Friedman test
showed that the differences between methods is significant
(χ2(5) = 20.28, p = 0.001). At this early stage, post-hoc
test results are not reported as are not likely to be reliable
due to the low participant count. However, inspecting the
boxplot diagram it seems clear that the significant differ-
ences are likely between Dry and the rest, and between
0OA and the rest.

5.2 Paired comparisons

Figure 3 shows the comparison ratings for every pair of
stimuli. Descriptive analysis showed that mean rating was
close to zero for the null pairs, that listeners tended to
favour 1OA and 1OAS over RVL, and that 1OA and 1OAS
were perceived as very similar, with a slight trend towards
favouring the latter.

As done for the other test, non-parametric statistical
analysis was used; the Friedman test showed that the
differences between the tested pairs were not significant
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Figure 2: Boxplot diagram of the ratings for each of the
tested conditions in the MUSHRA test.

(χ2(3) = 6.21, p = 0.102). Furthermore, one-sample t-
tests showed that none of the pairs were significantly dif-
ferent from a normal distribution with mean equal to zero.

Null pair

1OAS

1OA

1OA

A
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Rating
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Mean
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RVL

RVL
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B

Definitely A Slightly A Both equally Slightly B Definitely B

Figure 3: Boxplot diagram of the paired comparison rat-
ings. Negative ratings indicate preference for the stimulus
on the left (A), and positive ratings for the stimulus on the
right (B).

6. DISCUSSION AND FURTHER WORK

This paper presents early stage results with limited scope
considering the range of variables which could affect the
outcome of this experiment, namely the program content
(i.e. spatialised signal), room size and direct to reverberant
ratio, and the participant’s level of listening expertise.

With this in mind, the results from the MUSHRA test
showed that while listeners gave consistently low ratings
to the Dry and 0OA conditions, they were not able to reli-
ably distinguish between first order Ambisonics and above.
This result suggests that the findings of [18] [19] regard-
ing improvements in spatialisation in higher orders of Am-
bisonics may not extend to the reverberant portion of room
auralisation, for the conditions tested so far in this study.

The implication of this would be that, provided the di-
rect sound is rendered with sufficient accuracy, the percep-
tual impact of reverberant spatial resolution may not be as
high as expected. Further work (currently being carried
out) includes collecting data from additional participants
(including a number of expert listeners) and using a range
of stimulus types and room shapes and sizes.

A relevant matter that may have influenced these results
is that, due to the listening test taking place outside of the
measured room, room divergence is masking differences
in the performance of the different Ambisonic orders [9].
However, due to the MUSHRA test focusing on perceived
differences against a reference, this seems unlikely. In or-
der to eliminate this potential variable, it will be considered
to conduct future tests inside the rooms corresponding to
the measured impulse.

In the second experiment, no statistically significant dif-
ferences were found, but the trend suggests that listeners
slightly favoured Ambisonic reverb over the RVL method.
This may indicate that the simplifications made by RVL
could have had a negative, yet not significant, impact in
the perceived quality of the reverb. However, it could
also be that timbral differences due to the methods being
generated from different microphones’ recordings – only
partially mitigated by heuristic equalisation – were culpa-
ble instead. Additionally, listeners were exposed to the
MUSHRA test where the reference was an Ambisonic re-
verb, and may have been biased towards this technique and
its timbral quality.

Interestingly, 1OAS was rated similarly to 1OA. This
is a surprising result, as it suggests that rendering reverb
statically instead of dynamically may not be perceptually
relevant, assuming that the direct path is rendered through
convolution with an HRIR. This goes against considerable
literature supporting the contrary, and the scope of these
findings is currently limited. The number of participants
is still low, and only one room and one stimulus type have
been tested. More participants and more varied test condi-
tions are needed to make such claims. Additionally, whilst
listeners were encouraged to move their heads, in future
work this should be considered with greater detail, either
by tracking the movement of participants or prescribing
specific head rotations to be carried out.

7. CONCLUSIONS

In this study, the issue of the trade-off between compu-
tational complexity and perceived quality for binaural re-
verberation has been addressed. Preliminary results of a
perceptual listening test suggest that the Ambisonic order
and the use of head tracking have little perceivable effect
on Ambisonic-based reverb, assuming that the direct sound
path rendering is accurate enough. Further work has been
outlined in the Discussion section.
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