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ABSTRACT
Some tidal disruption events (TDEs) exhibit blueshifted broad absorption lines (BALs) in their
rest-frame ultraviolet (UV) spectra, while others display broad emission lines (BELs). Similar
phenomenology is observed in quasars and accreting white dwarfs, where it can be interpreted
as an orientation effect associated with line formation in an accretion disc wind.We propose
and explore a similar unification scheme for TDEs. We present synthetic UV spectra for disc
and wind-hosting TDEs, produced by a state-of-the-art Monte Carlo ionization and radiative
transfer code. Our models cover a wide range of disc wind geometries and kinematics. Such
winds naturally reproduce both BALs and BELs. In general, sight lines looking into the wind
cone preferentially produce BALs, while other orientations preferentially produce BELs. We
also study the effect ofwind clumping andCNO-processed abundances on the observed spectra.
Clumpy winds tend to produce stronger UV emission and absorption lines, because clumping
increases both the emission measure and the abundances of the relevant ionic species, the latter
by reducing the ionization state of the outflow. The main effect of adopting CNO-processed
abundances is a weakening of C iv 1550 Å and an enhancement of N v 1240 Å in the
spectra. We conclude that line formation in an accretion disc wind is a promising mechanism
for explaining the diverse UV spectra of TDEs. If this is correct, the relative number of BAL
and BEL TDEs can be used to estimate the covering factor of the outflow. The models in this
work are publicly available online and upon request.
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1 INTRODUCTION

A tidal disruption event (TDE) occurs when an unlucky star passes
close to a super-massive black hole (SMBH), and the star’s self-
gravity is completely overwhelmed by the tidal stresses of the en-
counter. This results in either the outer layers of the star being
stripped away (partial disruption) or the star being completely de-
stroyed (full disruption, Stone et al. 2019). Roughly half of the
disrupted stellar debris becomes bound to the SMBH (Rees 1988),
accreting this material typically at super-Eddington rates and form-
ing a quasi-circular accretion disc (e.g Cannizzo et al. 1990; Sh-
iokawa et al. 2015; Hayasaki et al. 2016). This accretion process
produces a transient flare whose radiative power is often comparable
to the Eddington luminosity, LEdd (Rees 1988).

? E-mail: e.j.parkinson@soton.ac.uk

Much of our basic theoretical understanding of TDEs was for-
mulated decades ago (e.g. Hills 1975; Young et al. 1977; Hills 1978;
Frank 1978; Rees 1988). However, with recent breakthroughs in
transient astronomy and numerical simulation, the established the-
ory has been challenged. For example, characteristic temperatures
inferred from the spectral energy distributions of a few recent TDEs
are lower than expected (i.e. PS1-10jh; Gezari et al. 2012). Sim-
ilarly, numerical studies have suggested that the fallback rate of
material could in fact be steeper than the fiducial t−5/3 power law
(see, e.g., Guillochon & Ramirez-Ruiz 2013), depending on the
type of encounter.

Given their extreme luminosities, TDEs are expected to gen-
erate significant mass loss in the form of radiation-driven winds.
The physical properties of these winds - their geometry, kinematics,
mass-loss rates and energetics - remain poorly understood, even
though their importance is widely acknowledged. For example,
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2 E. J. Parkinson et al.

Miller (2015) suggests that the slow temperature evolution and low
effective temperatures measured in some TDEs may be due to a
wind emanating from the accretion disc, similar to the framework
proposed by Laor & Davis (2014) for AGN. In this picture, a disc
wind is responsible for reducing the accretion rate in the inner disc
region and thus regulating the effective temperature of the thermal
emission. Alternatively, reprocessing of high-frequency photons by
an optically thick wind, for example one formed by an accretion
disc, could provide an explanation to the origin of optical and UV
emission in TDEs (the so-called “optical-excess” problem: Loeb &
Ulmer 1997; Guillochon et al. 2014; Metzger & Stone 2016; Roth
et al. 2016; Roth & Kasen 2018). In these reprocessing scenarios,
high-frequency X-ray photons, generated at the inner edge of an
accretion disc, are absorbed by the optically thick outflow and are
reprocessed to lower optical and UV frequencies. This acts to reg-
ulate the effective temperature of the thermal emission. Alternative
scenarios, in which the optical excess is independent of the accre-
tion process, also exist. In these models, optical and UV radiation
is produced by shocks that are formed when streams of bound stel-
lar debris collide during the circularisation process (e.g. Dai et al.
2015; Shiokawa et al. 2015; Piran et al. 2015).

Outflows are, in fact, ubiquitous amongst accreting astrophys-
ical systems on all scales, from compact binary systems, such as
cataclysmic variables or X-ray binaries, to active galactic nuclei
and quasars (QSOs). For all these outflows, there are a number
of possible driving mechanisms such as thermal (Begelman et al.
1983; Ponti et al. 2012), line/radiation (Castor et al. 1975; Lucy &
Solomon 1970) and magnetic driving (Blandford & Payne 1982;
Pelletier & Pudritz 1992). One of the clearest outflow signatures
in systems containing moderately ionized winds are blue-shifted
broad absorption lines (BALs) associated with strong ultraviolet
(UV) resonance transitions, such as Lyα λ1216, N v λ1240, Si
iv λ1400 and C iv λ1550. These features are seen, for example,
in hot stars, accreting white dwarfs (WDs) and QSOs. Recently,
blue-shifted BALs have been found in the UV spectra of iPTF15af
(Blagorodnova et al. 2019), iPTF16fnl (Blagorodnova et al. 2017)
and AT2018zr (Hung et al. 2019) at around ∆t ≈ 50 days post flare.
In another TDE, ASASSN14li (Cenko et al. 2016), X-ray observa-
tions have provided evidence for more highly ionized outflowing
gas (Miller et al. 2015; Kara et al. 2018). All of these observations
imply the existence of powerful outflows in TDEs.

Not all TDEs seem to display UV BALs at similar stages
of their outburst evolution, however. For example, as illustrated
in Figure 1, the UV spectrum of ASASSN14li at ∆t = 60 days
post flare exhibits predominantly broad emission lines (BELs). This
BEL vs BAL dichotomy is reminiscent of Type I QSOs. Most of
these display BELs in their UV spectra, but ' 20 per cent of the
population display prominent BAL features (the so-called Broad
Absorption Line Quasars (BALQSOs); e.g. Weymann et al. 1991;
Knigge et al. 2008; Dai et al. 2008; Allen et al. 2010). In fact, as
illustrated in Figure 1, the UV spectra of some TDEs (e.g. iPTF15af
and AT2018zr) show a striking similarity to those of BALQSOs.
However, the UV spectra of TDE are unique in that the Mg ii
λ2796, 2804 and C iii] λ1909 lines, commonly seen in QSO spectra,
are either weak or missing entirely (Cenko et al. 2016; Brown et al.
2017a; Hung et al. 2019). Conversely, TDEs also tend to display
strong N iii] λ1750 emission, similar to what is seen in the rare
Nitrogen-rich QSOs (Osmer 1980; Bentz & Osmer 2004; Batra &
Baldwin 2014; Kochanek 2016).

In BALQSOs, line formation in an accretion disc wind can be
invoked to explain the broad, blue-shifted UV absorption features
(Murray et al. 1995; Higginbottom et al. 2013). In fact, simple bi-

conical disc winds can, in principle, produce both the BELs seen in
"normal" QSOs and the BALs seen in BALQSOs.More specifically,
BELs are always produced, via collisional excitation in the densest
parts of the outflow, whereas BALs are seen only if the observer’s
line of sight to the UV continuum source (the accretion disc) falls
within the wind cone (e.g. Shlosman et al. 1985; de Kool & Begel-
man 1995; Hamann et al. 2013). The BEL vs BAL dichotomy is
therefore an orientation effect in such models (see Murray et al.
1995; Elvis 2000).

Outflows are already a key ingredient in orientation-based uni-
fication schemes for TDEs. Dai et al. (2018) have argued that the
existence of both X-ray-bright andUV/optically-bright TDEs can be
understood as an inclination effect associated with reprocessing in
an optically thick disc wind. Outflows have also been invoked as the
line-forming region of TDEs, although detailed radiative transfer
modelling has so far only been carried out using simple spherical
models (Roth et al. 2016; Roth & Kasen 2018; Dai et al. 2018).

Motivated by these considerations, our goal here is to test
whether line formation in disc winds can provide a natural expla-
nation for the BEL vs BAL dichotomy in TDEs. In Section 2, we
describe the calculations and models used in this work. Our results
are provided in Section 3. In Section 4 we discuss the implication
of these results, as well as the possible effects on them arising from
the limitations of our models. Finally, in Section 5, we summarise
our findings.

2 RADIATIVE TRANSFER AND MODEL SETUP

2.1 Radiative Transfer and Ionization

All calculations for this work were completed using Python1, a
state-of-the-art Monte Carlo ionization and radiative transfer code
formovingmedia that uses the Sobolev approximation (e.g. Sobolev
1957; Rybicki & Hummer 1978). Originally described by Long &
Knigge (2002), Python’s evolving structure and capabilities have
been summarised several times in the literature (Higginbottom et al.
2013, 2014; Matthews et al. 2015, 2016). We therefore only provide
a brief overview.

Python operates in two stages. The first determines the ion-
ization state, level populations and temperature structure of the
modelled outflow. This is done by iteratively flying several popula-
tions of Monte Carlo energy quanta (“photon packets”) through a
spatially discretised grid. A number of different coordinate systems
are supported. The most commonly used are a 2.5D logarithmic po-
lar or logarithmic cylindrical grid. The outflow is discretised over
n1 × n2 grid cells in these coordinates. Photon packets are gener-
ated over a wide wavelength range, sampling the spectral energy
distribution (SED) of each radiation source in the model. As these
packets interact with the plasma, Monte Carlo estimators that de-
scribe the radiation field in each cell are updated. The heating effect
of the photon packets is also logged and used to move the tem-
perature towards thermal equilibrium, where heating and cooling
are balanced in each cell2. After each iteration, the revised electron
temperature and radiation field estimators are used to update the

1 Python is a collaborative open-source project. The source code is avail-
able at https://github.com/agnwinds/python.
2 Python includes all significant radiative heating and cooling processes,
along with adiabatic cooling due to the expansion of the outflow. Compton
heating and inverse Compton cooling are also included, together with Auger
ionization and dielectronic recombination (see Higginbottom et al. 2013).
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Accretion Disc Winds in Tidal Disruption Events 3

Figure 1. Rest-frame UV spectra of four TDEs; iPTF15af (Blagorodnova et al. 2019); ASASSN14li (Cenko et al. 2016); iPTF16fnl (Brown et al. 2017b;
Blagorodnova et al. 2017); and AT2018zr (Hung et al. 2019), observed at similar post-flare epochs. Also included is a composite LoBALQSO spectrum
(Brotherton et al. 2001) and a rest-frame UV spectrum of the Nitrogen rich QSO SDSS J 164148.19 +223225.22 (Batra & Baldwin 2014). Grey dashed lines
mark the continuum for each TDE spectrum, modelled using a simple blackbody of the corresponding temperature. Important line transitions identified are
marked at the top. Three important transitions (C iv, Si iv and N v) are labelled for iPTF15af with approximate blueshift as labelled. All spectra have been
smoothed using a boxcar filter.
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ionization state of the model. This process is then repeated until the
model converges, with heating and cooling balanced throughout the
wind.

The second stage of the code produces synthetic spectra. Ad-
ditional photon packet populations (typically over a narrow wave-
length range to give high signal-to-noise) are flown through the
converged model to generate spectra for a selection of sight lines.

2.1.1 Convergence

The convergence of a model in Python is tracked by criteria de-
scribed by Long&Knigge (2002).We consider a grid cell to be con-
verged when i) the electron and radiation temperature have stopped
changing between iterations to within 5 per cent, and, ii) when the
heating and cooling rates are equal to within 5 per cent. The overall
convergence of a model is defined as the fraction of cells that have
met these convergence criteria. It is not necessary or expected that
all cells converge in a given model. In general, it is cells with poor
photon statistics or noisy Monte Carlo estimators that tend to have
difficulties converging. These cells are often located near the outer
edge of the computational domain and are relatively unimportant in
the sense that they do not contribute significantly to the emergent
spectra. In this work, models typically have a convergence fraction
of f % 0.85. However, some of the denser, more optically thick
models have convergence fractions of f ' 0.75.

2.1.2 Atomic Data

We use the same atomic data as Long & Knigge (2002), with the
subsequent improvements described by Higginbottom et al. (2013)
and Matthews et al. (2015). Hydrogen and Helium are described
with a multi-level model atom and treated using the “macro-atom”
approach of Lucy (2002, 2003). By contrast, metals are treated
with the original two-level atom formalism adopted in Long &
Knigge (2002). The resulting hybrid approach is first described by
Sim et al. (2005) and subsequently by Matthews et al. (2015). By
default, Python assumes solar abundances, following Verner et al.
(1994).

2.1.3 Radiation Sources

We include two radiation sources in ourmodel: an accretion disc and
the outflow itself. However, only the disc is a net source of photons,
since all of the emission produced in the outflow is reprocessed disc
radiation.

The accretion disc is assumed to be geometrically thin, op-
tically thick and is treated as an ensemble of blackbodies with a
standard α-disc temperature profile (Shakura & Sunyaev 1973).
This profile, and hence the emergent SED of the disc, is specified
entirely by the mass accretion rate through the disc ( ÛMdisc) and the
central BH mass. The outer radius of the accretion disc is set via
a model parameter, Rout = Rdisc, and the inner radius is set to the
innermost stable circular orbit (ISCO) for a non-rotating black hole,
Rin = RISCO = 6rg, where rg = GMBH/c2. We model both fore-
shortening and limb-darkening for our disc, resulting in a highly
anisotropic radiation field. In reality, accretion discs in TDEs are
likely not accurately represented by an α-disc. We briefly discuss
the limitations of this in Section 4.3.

Since the outflow is assumed to be in radiative equilibrium,
any energy absorbed by the plasma is reprocessed and reradiated.
The reradiation takes place via radiative recombination, as well as

free-free and line emission. As these processes depend on the tem-
perature and ionization state of the outflow, the number of photon
packets generated due to the outflow is iteratively updated in each
cycle of the first (ionization) stage of the code.

2.1.4 Microclumping

While Python was originally developed to model smooth outflows,
real winds are most likely clumpy. Physically, the break-up of a
smooth flow into clumps is likely to be the result of instabilities,
and several candidates have been identified in various settings (e.g.
Owocki 1994; McCourt et al. 2018; Waters & Li 2019). Address-
ing this problem is difficult, however. This is not only because it
introduces additional parameters to any model, but also because, if
the clouds are sufficiently large, they would need to be resolved in
the grid. Consequently, as a first step, Matthews et al. (2016) im-
plemented a simple approximation known as microclumping (e.g.
Hamann & Koesterke 1998; Hillier & Miller 1999; Oskinova et al.
2008) into Python .

The key assumption in the microclumping approximation is
that clumps are optically thin and smaller than all relevant length
scales. This is a strong assumption. For example, in the problem at
hand, a photon can interact with a bound-bound transition only in
narrow resonance regions, whose width is set by the Sobolev length,

lS =
vth
|dv/ds | . (1)

Here, vth is the mean thermal speed and dv/ds is the velocity
gradient of the flow. In our models, the Sobolev length is typically
lS ∼ 1010 - 1012 cm. On the other hand, line optical depths in
a single resonance region can reach τmax ∼ 106. In order for
clumps to remain optically thin even in strong lines, their sizes
would therefore need to satisfy lclump << lS/τmax ∼ 104 cm.

Themicroclumping approximation is nevertheless widely used
in stellar wind modelling, at least as a starting point. In the micro-
clumping limit, clumps can be treated simply in terms of a volume
filling factor, fv . The density of a clump is then multiplied by
D = 1/ fv relative to the density in the corresponding smooth wind.
The inter-clump medium is modelled as a vacuum, under the as-
sumption that it has negligible influence on the emergent spectrum.
The opacities, κ, and emissivities, ε , in the model are then given by,

κ = fvκc(D), (2)
ε = fvεc(D), (3)

where the subscript c denotes that the quantity is calculated using
the enhanced density of the clump. With microclumping, for fixed
temperature, processes which scale linearly with density, such as
electron scattering, remain unchanged, whereas processes which
scale with density squared, such as collisional excitation or recom-
bination, are enhanced.

The potential impact of clumping is worth considering in
TDEs, not least because their spectra resemble those of QSOs (c.f.
Figure 1). A long-standing challenge for QSO line-driven wind
models is that they can easily become overionized when exposed to
the intense (E)UV and X-ray radiation field near the central engine
(e.g. Proga 2002). Overionization can also prevent the formation
of both absorption and emission lines in the UV spectra of disc
wind systems, irrespective of driving mechanism (e.g. Higginbot-
tom et al. 2013). Clumping is one natural way to overcome this
“overionization problem” (e.g. Hamann et al. 2013; Matthews et al.
2016 – another is self-shielding, e.g. Murray et al. 1995; Proga et al.

MNRAS 000, 1–16 (2020)
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Figure 2. A cartoon showing the basic geometry of the Shlosman & Vitello
(1993) biconical disc wind model.

2000; Proga &Kallman 2004). Overionization can therefore also be
expected to be a challenge for spectral models of TDEs. The range
of X-ray-to-optical ratios, LX/Lopt, observed in these systems at
∆t ≈ 60 d (Wevers et al. 2019) is broadly comparable to that seen in
QSOs (Steffen et al. 2006). The large dispersion in the LX/Lopt val-
ues seen in both types of systems may be due to geometric effects,
highlighting the need for unified models (e.g. Dai et al. 2018).

2.2 A Biconical Disc Wind

Throughout this work, we examine two distinct wind geometries.
Both are based on a kinematic biconical outflow prescription orig-
inally designed by Shlosman & Vitello (1993) and illustrated in
Figure 2. In this prescription, wind streamlines emerge from disc
radii between rmin and rmax at angles relative to the disc normal
given by

θ(r0) = θmin + (θmax − θmin)xγ, (4)

where,

x =
r0 − rmin

rmax − rmin
. (5)

Here, r0 is the launch radius of the streamline, θmin and θmax are
the minimum and maximum opening angles of the wind, and γ

controls the concentration of streamlines towards either of the two
boundaries rmin and rmax.

The launch velocity, v0, and terminal velocity, v∞, of a stream-
line are set to the local sound speed and a multiple of the escape
velocity at the streamline footpoint, respectively. The poloidal ve-
locity, vl , at a distance l along a streamline, is defined by

vl(r0) = v0 + (v∞ − v0)
[
(l/Rv)α
(l/Rv)α + 1

]
, (6)

where Rv is the acceleration length scale, andα controls how rapidly
the wind accelerates. The rotational velocity, vφ , is Keplerian at the
footpoint of a streamline and assumed to conserve specific angular
momentum as it rises above the disc. At a cylindrical radius r , vφ
is then given by

vφ(r) = vkr0/r, (7)

where vk is the Keplerian velocity at r0. The density at any point in
the wind is obtained by requiring mass continuity, giving

ρ(r, z) = r0
r

dr0
dr

Ûm′
vz (r, z)

. (8)

In this equation, Ûm′ is the mass-loss rate per unit surface area of the
accretion disc,

Ûm′ ∝ ÛMwindrλ0 cos[θ(r0)], (9)

where λ is a parameter that controls where mass is lost from the
disc. A value of λ = −2 results in mass being lost roughly uniformly
across the accretion disc surface.

2.3 Model Setup

We use two sets of model parameters to create (i) a wide-angle
and (ii) an equatorial disc wind, inspired by previous efforts to
model the outflows from accreting WDs and QSOs, respectively.
The difference between these two geometries is illustrated in Figure
3.

We assume a black hole mass of 3 × 107M� and model
an accretion disc using parameters inspired by the characteris-
tic (blackbody) luminosity inferred for iPTF15af (Blagorodnova
et al. 2019) to estimate a reasonable accretion rate. More specif-
ically, we assume that the blackbody luminosity of iPTF15af,
LBB ∼ 1043ergs s−1, roughly corresponds to the luminosity of
the accretion disc, Lacc = η ÛMdiscc2, for an accretion efficiency
of η = 0.1. We thus calculate an estimate of the accretion rate to be
roughly ÛMdisc ' 2 × 10−2M�yr−1, corresponding to an Eddington
accretion limit of 0.02 ÛMEdd or 0.01 LEdd. The outer radius of the
disc for bothmodels is set to be Rdisc = 1015 cm to roughlymatch the
continuum level of iPTF15af. As shown later in Section 3.1, BALs
are produced by both models, but for different viewing angles. We
therefore adjusted the accretion rates of each model so that the pre-
dicted model flux for a BAL-forming sight line roughly matches the
flux level of iPTF15af at d = 350Mpc. For the equatorial model, we
found that the previously calculated accretion rate already matched
well with observations. However, the wide-angle model required a
slightly lower mass accretion rate of ÛMdisc = 10−2M�yr−1. This
difference is mainly due to foreshortening: BALs are observed for
more face-on inclinations in the wide-angle model.

For both models, we initially assumed a mass-loss rate of
ÛMwind = 0.1 ÛMdisc; based on previous experience of modelling disc
winds in accreting WD and QSO systems. We conducted an initial
coarse parameter search, focusing on parameters which can impact
line formation, i.e. the velocity law and mass-loss rate of the wind,
consequently finding that a larger mass-loss rate of ÛMwind = ÛMdisc
resulted in stronger line formation for the wide-angle model. Our
final parameter choices for the two wind models are presented in
Table 1. We conducted a finer parameter search around these values
in Table 1, finding that the ionization state and emergent spectra are
fairly insensitive to moderate changes in these values.

In both models, the disc wind emanates from the entire surface
of the accretion disc. We choose values of γ = 1 for uniform
streamline spacing and λ = 0 corresponding to uniform mass loss
across the disc surface. We use a logarithmic cylindrical grid with
a greater concentration of cells at smaller radius, where most of
the line formation is expected to occur. Several resolution tests
were conducted. For grids with a spatial resolution lower than 50 ×
50 cells, we found that the line-forming region was inadequately
spatially resolved. For resolutions higher than 75 × 75 cells, we
found only small changes to the emergent spectra. We use 100×100

MNRAS 000, 1–16 (2020)



6 E. J. Parkinson et al.

Figure 3. The geometry and temperature structure of our two adopted model geometries, described by the parameters found in Table 1 and in Section 2.3. The
colour-map here corresponds to the logarithm of the converged electron temperature Te . The lines drawn over the wind show sight lines for an observer for
inclination angles indicated in the legend. Top: the two wind geometries plotted on logarithmic axes. Bottom: the same plotted on linear axes.

cells for our final calculations, ensuring we adequately resolve the
line-forming regions. We adopt a maximum wind radius of Rwind =
5× 1017 cm to ensure our computational domain is large enough to
not to affect the results. We ran several models to test this, varying
the maximum wind radius by factors of a few, finding little effect
on the emergent spectra.

3 RESULTS

In the following sections, we present the results of our simulations.
First, in Section 3.1, we present a fiducial clumpy wide-angle out-
flow using solar abundances. We discuss the physical properties of
the outflow and examine its synthetic spectra in the context of how
an accretion disc wind could be responsible for the observed BEL
vs BAL dichotomy. We then examine the effects of wind geome-

try in Section 3.2, followed by how microclumping and abundance
variations impact the emergent spectrum in Section 3.3 and Sec-
tion 3.4 respectively. The synthetic spectra, and their respective
Python parameter files, described in the following sections are
available upon request or are publicly available online at https:
//github.com/saultyevil/tde_uv_disc_winds_2020.

3.1 A Fiducial Wide-Angle Disc Wind

We now describe a clumpy wide-angle disc wind with solar abun-
dances and clumping factor fv = 0.1 in the context of the formation
of BALs and BELs. Based on our limited exploration of parameter
space (see Sections 3.2, 3.3, 3.4 below), we use this as our fiducial
disc wind model.

In Figure 4, we present a selection of physical parameters for
the wide-angle wind on a log-log distance scaling. In Figure 5,

MNRAS 000, 1–16 (2020)
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Accretion Disc Winds in Tidal Disruption Events 7

Parameters Wide-angle Equatorial

rmin 2.65 × 1013 2.65 × 1013 cm
rmax 7.95 × 1014 7.95 × 1014 cm
α 1.5 1.0 -
v∞ 1.0 1.0 vesc
Rv 5 × 1016 5 × 1016 cm
θmin 20 70 ◦

θmax 65 82 ◦

ÛMwind 10−2 2 × 10−3 M�yr−1

ÛMdisc 10−2 2 × 10−2 M�yr−1

Table 1. Parameters and their respective values adopted for our two wind
geometries presented in Figure 3.

we show the synthetic UV spectra produced by this model com-
pared to the spectra of a BAL TDE (iPTF15af) and a BEL TDE
(ASASSN14li). For our BAL model, we adopt an inclination of
i = 60◦, i.e. a sight line which looks into the wind cone. To repre-
sent BEL models, we show spectra for both face-on (i = 10◦) and
edge-on (i = 75◦) sight lines, both of which lie outside the wind
cone.

3.1.1 The Physical Properties

Figure 4 shows a selection of physical parameters for the converged
wide-angle wind. Considering first the electron number density
of the wind, we see that the base has a high density with ne ∼
1011 cm−3. The electron density declines gradually with radius
due to the expansion and acceleration of the wind, resulting in
line formation processes which scale with density decreasing in
the outer wind regions. The velocity at the base of the wind is
dominated by rotation, where it is effectively Keplerian. Here, the
velocity is vφ ∼ 105 km s−1 at the inner disc edge and vφ ∼ 104

km s−1 at the outer edge. Further out in the wind, the rotational
velocity decreases linearly due to the wind material conserving
specific angular momentum. The polodial velocity of the outflow,
however, increases with distance, as determined by our velocity law
exponent. At the base of the wind, vl ∼ 10 km s−1 , but vl ∼ 105

km s−1 (0.3c) is reached near the outer edge. Doppler broadening
of emission and absorption lines is dominated by rotation near the
disc-plane and by the poloidal outflow velocity further out.

The hottest region of the wind is at the base, where it is exposed
directly to the radiation field from the accretion disc. Here, the
electron temperature is Te ∼ 3 × 104 K. At larger radii, near the
outer edges, where adiabatic cooling dominates, the wind is cooler
with Te ∼ 103 K and can be as low as Te ∼ 102 Kwhere the density
of the wind is lowest. In these regions, the wind is illuminated by
the reprocessed disc SED. The flux of high-frequency photons is
reduced significantly in these regions, resulting in less energy being
dumped into the wind and subsequently less heating. In reality, dust
and/or molecules could potentially form in this region. However,
since Python does not include any dust or molecular physics, our
treatment of these regions is highly approximate but should not
contribute significantly to the formation of the UV features we are
interested in. It is also worth noting that the ionization state of these
cells could be frozen-in, i.e. set by the advection of the physical
properties and ionization state of the outflow at smaller radii (see,
e.g. Owocki et al. 1983). In Python , the ionization state is always
computed based on the local properties of the radiation field and
grid cell, i.e. this kind of freezing-in is not modelled. However, at

the large radii where this is relevant, the ionization state is roughly
constant along flow lines in our models.

It is possible to characterise the ionization state of the wind by
using an ionization parameter, UH, given by,

UH =
4π

nHc

∫ ∞
13.6 eV

h

Jν
hν

dν, (10)

where ν denotes frequency, nH is the number density of Hydrogen,
c is the speed of light, h is Planck’s constant and Jν is the monochro-
matic mean intensity. The ionization parameter measures the ratio
of the number density of Hydrogen ionizing photons to the local
matter density. For values of UH > 1, Hydrogen is ionized making
it a useful predictor of the global ionization state. Throughout most
of the wind,UH is roughly constant withUH ∼ 104. AsUH > 1, this
indicates that Hydrogen is ionized throughout the wind and suggests
that nH ' ne. However, the “top” of the wind is highly ionized with
UH ∼ 107. The UV absorption lines form along sightlines where
the relevant ion density is large, i.e. where the C iv ion density
nC IV & 106 cm−3 , approximately traced along the 60◦ sightline
(middle left panel of Figure 4). The UV emission lines, on the other
hand, preferentially form in the base of the wind, where the electron
density is high.

3.1.2 The Emergent Spectrum

The top panel of Figure 5 shows the BAL case. The model produces
broad absorption in the strong resonance lines of C iv, Si iv and N
v. Our wide-angle BAL model is clearly far from a perfect match
to iPTF15af. However, it is encouraging that it produces BALs in
essentially the correct set of transitions, for a UV continuum that
reasonably matches observations in both shape and normalisation.

One interesting feature of the BAL model is that the profiles
of C iv and N v are significantly blue-shifted, whereas the Si iv
absorption feature is centred close to the rest wavelength of the
rest transition. This reflects the ionization state of the model. The
dominant ionization stage of Silicon throughout most of the outflow
is actually Si v. As a result, Si iv is typically formed only in the
dense, low velocity base of the wind resulting in a small blueshifting
of the Si iv absorption line. The model spectrum also features broad
and blueshifted O vi λ1034, representing an even higher ionization
potential than N v.

The bottom panel of Figure 5 shows the BEL spectra produced
by our clumpywide-anglemodel for face-on and edge-on sight lines.
At i = 10◦, the model produces strong C iv, N v and Lyα emission
lines. The same transitions are also seen in emission at i = 75◦,
but the lines are now so broad that N v and Lyα are blended.
Neither spectrum produces Si iv emission, again reflecting that Si v
dominates throughout most of the outflow volume. However, a weak
absorption trough associated with Si iv can be identified in the edge-
on spectrum, which cuts through the dense, low velocity base of the
wind where Si iv ions are preferentially found. The BELs seen in
ASASSN14li are considerably narrower than those produced by the
wide-angle model for i = 75◦, favouring the association of BEL
TDEs with a face-on system.

3.2 Wide-angle vs Equatorial Winds

The spectra produced by both wide-angle and equatorial wind mod-
els are shown in Figure 6 (for smooth vs clumpy outflows) and Fig-
ure 7 (for solar vs CNO-processed abundances). The dependence
of the spectra on clumpiness and abundances will be discussed in
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Figure 4. Contour plots showing a selection of physical properties for our clumpy wide-angle disc wind, with clumping factor fv = 0.1. Only the x-z plane
is shown where the wind is rotationally symmetric about the z-axis. The lines drawn over the wind show sight lines for an observer for the inclination angles
indicated in the legend. The spatial scales and colour maps are logarithmic. Top left: the electron temperature. Top right: the electron number density. Middle
left: the C iv ion density. Middle right: the ionization parameter. Bottom left: the rotational velocity. Bottom right: the polodial velocity.
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Figure 5. Synthetic UV spectra for our clumpy wide-angle disc wind with a clumping factor fv = 0.1 for three sight line angles. Over-plotted is both a
characteristic BAL TDE (iPTF15af) and BEL TDE (ASASSN14li) for comparison to the model. Marked by a dashed line is the accretion disc SED for the
clumpy wide-angle model. The flux of the model has been scaled to the distance of the relevant TDE which it is being compared to. Important line transitions
in the spectra have been marked at the top of each panel. Top panel: an observer with a line of sight through the wind cone which observes BALs. Bottom
panel: an observer with a line of sights not looking through the wind cone, observing BELs.
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Sections 3.3 and 3.4, respectively. Here, we briefly comment first
on the basic differences between the spectra produced by the two
types of outflow geometry. The implications of these differences are
discussed in more detail in Section 4.1.

In principle, both wide-angle and equatorial winds are able to
produce BALs and BELs. In both geometries, BALs are observed
preferentially for sight lines looking into the wind cone. However,
wide-angle flows produce BELs for both low and high inclinations,
whereas our equatorial model only produces BELs at low incli-
nations. Perhaps more importantly, in terms of line-to-continuum
contrast, the equatorial model only produces very weak emission
lines. This is partly due to the anisotropic radiation pattern pro-
duced by the disc in our model. As a result, the continuum level
is much higher for the face-on orientations that can produce BELs
in the equatorial wind model. The line emission produced by the
wind is always more isotropic than the disc continuum, so it is
harder to achieve high line-to-continuum contrasts in equatorial
models. As discussed further in Section 4, it is actually not clear
if real TDE discs emit this anisotropically. For a more isotropic
continuum source, the emission line-to-continuum contrast will be
considerably more uniform across all orientations. However, ab-
sorption features would still be formed preferentially for sight lines
looking into the wind cone.

3.3 Clumping

Figure 6 illustrates the effect of clumping on the emergent spectra.
More specifically, we compare here the spectra produced by smooth
winds ( fv = 1) to those produced by clumpy winds with a clump to
inter-clump density ratio of 10 (i.e. fv = 0.1).

The main effect of clumping is to strengthen the UV resonance
transitions. This happens because clumping increases the density of
the line-forming gas and hence lowers its ionization state. In thewind
models presented here, which tend to be somewhat overionized, this
increases the abundance of the ionic species responsible for the UV
lines. For the “in-wind” (BAL) spectra, this manifests as deeper and
broader absorption troughs. The BALs are also more highly blue-
shifted, as the abundance of the relevant ions in the high velocity
regions of the wind is increased. Emission lines are additionally
strengthened in clumpy winds, because collisional excitation scales
as the square of the density in the line-forming region.

The presence of clumps is particularly important for the for-
mation of Si iv. As noted before, Si v tends to be the dominant
ionization stage of Silicon in our models, but clumpy winds contain
enough Si iv to produce BAL features for sight lines looking into
the outflow. This feature is not generally observed in our smooth
wind models.

3.4 Abundances

Some UV spectra of TDEs present strong Nitrogen emission
lines, but weak or undetectable Carbon lines; e.g. iPTF15af and
ASASSN14li. This has been attributed to an enhanced Nitro-
gen to Carbon ratio in the line-forming region, as expected from
TDEs associated with stars that have undergone CNO-processing.
(Kochanek 2016; Yang et al. 2017). We have therefore also carried
out some simulationswith abundances representingCNO-processed
material. In these, we changed the relative abundances of Helium,
Carbon and Nitrogen to (X/X�)2He ≈ 2, (X/X�)6C ≈ 0.5 and
(X/X�)7N ≈ 7, where X� is the relevant solar abundance. These
values are based on abundances calculated by Gallegos-Garcia et al.

(2018) for a ' 1.8M� star near the terminal main sequence. In Fig-
ures 7 and 8, we explore the impact of abundance variations by
showing synthetic spectra produced by smooth and clumpy winds
with solar and CNO-processed abundances, respectively.

For smooth equatorial winds, the change to CNO-processed
abundances results in a slight suppression of the C iv line. The
temperature and ionization structure of the wind is roughly the
same for both abundance patterns, suggesting that this suppression
is due to the change in the abundance of Carbon atoms, rather than a
change in the ionization state. This suppression is less obvious in the
wide-angle wind model, probably because C iv is more dominant,
resulting in the line being more optically thick here. In any case, the
effect of the CNO-processed abundances on the N v BAL is much
greater. In both wind geometries, this feature becomes both deeper
and broader as the density of Nitrogen atoms increases in the wind.

The effect of CNO-processed abundances on clumpy winds
is similar, but stronger. Figure 8 shows a comparison between the
two abundances for a clumping factor fv = 0.1. For the equatorial
wind, we again see that the C iv absorption hasweakened, whereas it
remains unchanged for thewide-anglewind. As before, the strongest
effect is on the N v BAL, which is once again deeper and broader
with CNO-processed abundances.

4 DISCUSSION

4.1 UV Lines as Geometry and Orientation Indicators

BALs have been now detected in three out of four UV spectra of
TDEs. As pointed out by Hung et al. (2019), this suggests that
the appearance of these outflows is less sensitive to viewing angle
than that of the outflows in QSOs, where BALs are seen in only
' 20 per cent of sources (e.g. Knigge et al. 2008; Allen et al.
2010). If BALs are observed preferentially for sight lines to the
central engine that pass through the outflow, the fraction of systems
displaying them is a measure of the wind "covering factor", i.e. the
solid angle subtended by the wind, as seen by the central engine. In
practice, selection effects will complicate this picture. For example,
if bright systems are over-represented in observational samples,
fore-shortening, limb-darkening and attenuation by the wind itself
will all lead to orientation-dependent incompleteness. Moreover,
TDEs are evolving systems, so their outflows and associated BALs
are bound to be transient features. Nevertheless, for TDEs observed
at similar stages of their eruptions, as is the case for the objects
shown in Figure 1, the incidence rate of BALs should provide a
reasonable initial estimate of the outflow covering fraction.

Our finding that a wide-angle wind model seems to match the
observations better than an equatorial one is in line with this picture.
The covering factor, fΩ =

∫ θmax

θmin
sin(θ) dθ, of our wide-angle wind

model is fΩ = 0.52, whereas that of our QSO-inspired equatorial
model is fΩ = 0.20. A wide-angle wind model spanning an even
wider range of opening angles is clearly worth exploring in future.

In the context of our particular wide-angle wind model, where
θmin > 0◦ and θmax < 90◦, BELs are seen for both very low
and very high inclinations. Do TDEs displaying BELs correspond
to extremely face-on systems, extremely edge-on ones, or both?
For our fiducial model, the narrower line widths seen for face-
on orientations appear to be more in line with the very limited
observational data (c.f. Figure 5). On the other hand, extremely face-
on orientations are a priori unlikely. Only 6 per cent of randomly
oriented systems would be viewed at inclinations i < 20◦, whereas
42 per cent would be viewed at i > 65◦. In any case, the detailed
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Figure 6. Synthetic UV spectra generated for a smooth and clumped wind for our two wind geometries at characteristic low, medium and high inclination
angles. In the figure smooth wind spectra are displayed as solid lines, whereas clumpy wind spectra are shown with dashed lines. The underlying accretion disc
SED (dot-dash lines) for each model are also plotted.
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Figure 7. Synthetic UV spectra generated for smooth winds for our two wind geometries for both Solar and CNO-processed abundances at characteristic low,
medium and high inclination angles. In the figure Solar wind spectra are displayed as solid lines, whereas CNO-processed wind spectra are shown with dashed
lines. The underlying accretion disc SED (dot-dash lines) for each model are also plotted.
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Figure 8. Synthetic UV spectra generated for clumpy winds for our two wind geometries for both Solar and CNO-processed abundances at characteristic low,
medium and high inclination angles. In the figure Solar wind spectra are displayed as solid lines, whereas CNO-processed wind spectra are shown with dashed
lines. The underlying accretion disc SED (dot-dash lines) for each model are also plotted.
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line shapes produced by our models should not be over-interpreted:
the parameter space of even just wide-angle models is large, and, as
discussed in Section 4.3 below, our calculations still have significant
limitations that are likely to affect the line profiles. As the sample of
TDEs with UV spectroscopy grows, it will be interesting to check
for correlations between the incidence of BALs/BELs and other
system properties that might depend on orientation (such as the
X-ray to optical ratio; Dai et al. 2018).

4.2 The Optical Depth of Disc Winds in TDEs

Several lines of evidence suggest that the outflows of TDEs may be
optically thick. For example, the likely presence of P v λ11183

in iPTF15af suggests a column density of NH > 1023 cm−2

(Blagorodnova et al. 2019). A similar constraint has been obtained
for AT2018zr from the detection of BAL signatures in Balmer and
metastable Helium lines (Hung et al. 2019). From a modelling per-
spective, Roth & Kasen (2018) have shown that the detailed line
profile shapes seen in TDEs can be understood if these features are
formed in an optically thick outflow. Finally, the reprocessing of
radiation produced by the central engine in an optically thick, non-
spherical wind is also central to the unification scenario presented
by Dai et al. (2018), which is based on 3-D general relativistic
magneto-hydrodynamic simulations of the super-Eddington accre-
tion phase near the peak of TDE flares.

How optically thick is our fiducial clumpy wide-angle wind
model? Figure 9 shows the continuum (free-free, bound-free and
electron scattering) optical depth through this model, as a function
of frequency, for several lines of sight. Starting from a point at the
inner disc edge, each sight line here runs radially outward, making
an angle i with the normal to the disc plane. At low frequencies,
electron scattering is the dominant source of opacity. The electron
scattering optical depth is τes > 1 for all of the sight lines shown
(30◦ 6 i 6 85◦). For i = 30◦, the optical depth ismoderate, τes ' 3,
but it increases monotonically with inclination, reaching τes ' 30
for i = 85◦. This increase continues even for sight lines that exit
the wind cone, i.e. i > θmax , because the shorter path through the
wind for these sight lines is more than compensated by the higher
densities found at the base of the wind. On average, each photon
in our fiducial wide-angle wind models undergoes '100 electron
scatters, with a few photons scattering upwards of 2000 times.

At higher frequencies, the opacities are dominated by photo-
ionization. In particular, the He ii edge at 54.4 eV (228 Å) is highly
optically thick for essentially all inclinations. The Lyman edge at
13.6 eV (912 Å) and the He i edge at 24.6 eV (504 Å) only start to
make a noticeable contribution to the opacity for high-inclination
lines of sight that pass through the dense, less ionized wind base.
Figure 9 also includes the angle-averaged input disc SED and the
angle-averaged emergent flux of the model for comparison. This
shows that the contribution of He ii ionizing photons, which will be
almost completely reprocessed by thewind, is not dominant, but still
significant in our fiducial model. The majority of the reprocessed
emission in the model is emitted at optical wavelengths and at
high inclination angles. The column densities along the sight lines
shown in Figure 9 range from NH ' 5 × 1025 cm−2 (at i = 30◦)
to NH ' 5 × 1026 cm−2 (at i = 85◦). These values are compatible
with the lower limits suggested by Blagorodnova et al. (2019) and
Hung et al. (2019).

3 Note that this transition is currently not included in Python’s line list.

4.3 Limitations and Future Work

As is the case for any computational model, our calculations have
several limitations. First, Python is a time-independent code, so we
implicitly assume that the flow is in a steady-state on time-scales
short to the time-scales over which the TDE luminosity and SED
evolve significantly. Perhaps most importantly, however, Python is
currently a purely Newtonian code. In particular, this means we
neglect general relativistic effects on the photon paths in our simu-
lations. Whilst the full random walk of photons is simulated, pho-
tons travel in straight lines between interaction points throughout the
computational domain. There is also no concept of an event horizon.
As a simple test of this approximation, we repeated the simulation
for our fiducial wide-angle wind, but this time removed all photons
which intersected a sphere of radius RISCO, centred on the BH. We
found that the ionization state and emergent spectra changed only
marginally relative to the fiducial model. We also do not take into
account the full detailed effects of special relativity, which will have
an effect on the Doppler shifts experienced by photons and hence on
the emergent line profiles. However, we do not expect this to affect
the overall ionization state of the flow, nor the qualitative appear-
ance of the emission and absorption line spectra. Nevertheless, the
implementation of relativistic effects into Python is a high priority
in our continuing development of the code and future work.

Another clear limitation is our description of the accretion disc
as a standard steady state α-disc (Shakura & Sunyaev 1973). In re-
ality, the inner discs in these systems are dominated by radiation
pressure and are almost certainly vertically extended. However, the
structure, evolution, and even the stability, of such discs are the sub-
ject of intense research in radiation-dominated regimes (e.g. Hirose
et al. 2009; Jiang et al. 2013; Blaes 2014; Shen & Matzner 2014).
Additionally, relativistic effects of accretion onto a Kerr black hole
is also likely to play a crucial role in TDEs (Balbus & Mummery
2018; Mummery & Balbus 2019a), particularly at late times (Mum-
mery & Balbus 2019b). In the absence of a simple, physically real-
istic description of such discs, our reliance on the standard α-disc
picture is mainly a practical choice. From the perspective of mod-
elling the outflow, the most important aspect of this approximation
may be the angular distribution it imposes on the photons produced
by the disc. Due to fore-shortening and limb-darkening, geomet-
rically thin and optically thick discs generate a highly anisotropic
radiation field. We adopt the Eddington approximation for limb-
darkening, so that the specific intensity produced by the disc scales
as I ∝ cos i(1 + 3

2 cos i) in our models. This degree of anisotropy is
likely to be an overestimate for the vertically extended inner discs
in rapidly accreting TDEs. Given that the outflow itself reprocesses,
and hence isotropises the disc radiation field, we again do not expect
this to change our results qualitatively. However, a more physically
realistic description of the accretion discs in TDEs may be needed
to enable meaningful quantitative modelling of observational data.

Finally, in Python, only H and He are self-consistently de-
scribed with full, multi-level model atoms. By contrast, bound-
bound transitions in metals are currently treated via a 2-level atom
approximation that is reasonable for resonance lines, but not for
transitions involving excited and/or meta-stable states. As a result,
our simulations are not able to produce semi-forbidden transitions
at the moment, such as N iii] or C iii], which are present in the data
and could, in future, be useful outflow diagnostics. We plan to add
an approximate way to handle some of these transitions in the near
future.
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Figure 9. The optical depth as a function of frequency for the fiducial model shown in Figure 5 for various sight lines. Also labelled on the plot is the Hydrogen
column density NH of each sight line. Marked by the black dashed line is the angle averaged accretion disc SED for the model and shown by the solid black
line is the angle averaged emergent flux for the model. Major absorption edges are marked at the top of the figure.

5 SUMMARY

Line formation in an accretion disc wind may account for the BEL
vs BAL dichotomy observed in the UV spectra of TDEs. In order
to test this hypothesis, we have conducted Monte Carlo radiative
transfer simulations to create synthetic UV spectra of wind-hosting
TDEs, based on a simple biconical disc wind parameterization. Our
models cover a wide range of wind geometries and kinematics,
and we have also studied the effects of wind clumping and CNO-
processed abundances on the spectra. The models presented in this
work are available online4 or upon request. Our main results are are
follows:

(i) Disc winds are naturally able to produce both BALs and
BELs, depending on the sight line of the observer. Sight lines which
look through the wind cone preferentially produce BALs, whereas
other orientations, which do not look through the wind, tend to
produce BELs.
(ii) Our "best-bet" fiducial model is a clumpy wide-angle accre-

tion disc wind that subtends more than 50 per cent of the sky as
seen from the central engine. Such a geometry is consistent with the
high covering factor implied by the detection of BALs in three out
of four TDEs with UV spectra to date.
(iii) Clumping is required to lower the ionization state of thewind

and results in an increased abundance of the relevant ionic species.

4 https://github.com/saultyevil/tde_uv_disc_winds_2020

Both absorption and emission lines are broader and stronger in
clumpy wind models, relative to the same lines produced by smooth
wind models.

(iv) The main effects of switching from solar to CNO-processed
abundances are a weakening of C iv λ1550 features and a strength-
ening of N v λ1240 ones. Both of these effects are due to the change
in the abundances of the relevant species, rather than a major change
in the ionization state of the wind.

(v) At long wavelengths, the dominant source of continuum
opacity in our models is electron scattering, with photons undergo-
ing'100 interactions, on average, before escaping. At shorter wave-
lengths, and especially for sight lines passing through the dense base
of the outflow, the dominant source of opacity is photo-ionization.
In particular, the He ii edge is highly optically thick for all sight
lines in our fiducial model.

(vi) The column densities presented by our fiducial model lie in
the range 3 × 1025 cm−2 . NH . 3 × 1026cm−2, for inclinations
between i = 30◦ and i = 85◦, with higher columns corresponding to
higher inclinations. This is consistent with the empirically inferred
lower limits of NH & 1024 in BAL-hosting TDEs.
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