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Abstract 

The present paper aims to clarify the mechanism of infragravity wave (IGW) energy 

amplification over nearshore shoals reported in recent studies. Wave transformation and energy 

transfer between short waves (SWs) and IGWs were investigated using SWASH model for 

non-breaking random waves propagating over trapezoid shoals with different bottom slopes. It 

was found that the time lag of IGWs relative to SW groups is the major mechanism for energy 

transfer from SWs to IGWs and the amplification of IGW energy over all segments of the shoal. 

The time lag is generated on the front slope and enlarged on the plateau of the shoal, decreases 

on the rear slope at the rate that is higher on milder slopes. Over the rear slope, the evolution 

of IGWs depends on the relative importance of de-shoaling and nonlinear energy transfer. It 

was found that nonlinear energy transfer dominates over the rear slope gentler than 1/60, 

causing the IGW energy to increase over the first half of the de-shoaling process and decrease 

over the second half whereas de-shoaling dominates for larger rear slope and the IGW energy 

decay over the whole slope. It is demonstrated numerically and theoretically that the shoals 

with gentler bottom slopes amplify the IGW energy more effectively by providing longer 

distance for nonlinear energy transfer to build up. The persistent nonlinear energy transfer on 

the plateau indicates the important role of wave history in the IGWs evolution when SWs 

propagate over uneven bottoms. Strong free IGWs were detected on leeward of the shoal, 

possibly due to release of topography-induced additional bound IGWs. 

1. Introduction 

Infragravity waves (IGWs) are waves with frequencies remarkably lower than short waves 

(SWs), typically between 0.004 and 0.04 Hz. Munk [1949] and Tucker [1950] are the pioneers 

in recognizing such a low-frequency motion outside the surf zone from field observations and 

termed it as ‘surf beat’. Since then, the important contributions of IGWs have been recognized 

in many aspects of coastal hydrodynamics and engineering problems, such as resonance in 

harbor [Maa et al., 2010; Okihiro et al., 1993; Thotagamuwage and Pattiaratchi, 2014b], beach 

and dune erosion [Roelvink et al., 2009], nearshore sediment transport [De Bakker et al., 

2016a], and short-wave groupiness on coral reef flat [Liu and Li, 2018]. The bound long wave 

theory of Longuet-Higgins and Stewart [1962] (hereinafter referred to as LHS62) suggests that 

the nonlinear subharmonic waves in equilibrium with the wave group is a key mechanism of 

IGWs generation. This theory has been widely verified by field observations [Elgar et al., 

1992; Masselink, 1995], numerical studies [List, 1992; Van Dongeren et al., 2002] and 

laboratory investigations [Baldock et al., 2000; Kostense, 1984]. 

Over the last decades, evolution of IGWs on sloping beaches has attracted more and more 

attentions. In the shoaling zone, equilibrium between bound IGWs and wave group cannot be 

maintained so that the biphase of primary SWs and bound IGWs becomes smaller than π [De 

Bakker et al., 2015; De Bakker et al., 2016b; Herbers et al., 2000] , therefore, nonlinear energy 

transfer from SWs to IGWs [Eldeberky and Battjes, 1995; Herbers and Burton, 1997]. The 

deviation of biphase from π represents a time lag of the bound IGWs with respect to the SW 
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group, which has been reported by many researches [Battjes et al., 2004; De Bakker et al., 

2013; Inch et al., 2017; List, 1992; Masselink, 1995]. Bowers [1992] and Van Leeuwen [1992] 

found that an additional bound IGW is generated over a bottom slope and the time lag of IGWs 

to SW is generated by the perturbation to the equilibrium solution on flat bottom by water depth 

variation. This additional bound IGW is in quadrature with and superposed on the bound IGW 

predicted by the equilibrium solution on a flat bottom (LHS62) and causes a phase shift of the 

latter. 

IGWs can also be generated when wave groups propagate over uneven bottoms in intermediate 

water depths [Chu and Mei, 2006; Liu, 1989; Mei and Benmoussa, 1984; Molin, 1982]. Latter, 

Zou [2011] derived an analytical solution of IGWs over a topography with finite and variable 

depth based on the linearized shallow-water equation with a forcing term related to wave 

radiation stress using a multiphase Wentzel–Kramers–Brillouin method. It was reported that 

an additional bound IGW is generated by the variable depth, which is in quadrature with its 

uniform-depth counterpart and causes nonlinear energy transfer.  

Recently, Paniagua-Arroyave et al. (2019) reported that an isolated shoal with gentle slopes on 

both sides (Shoal E in Figure 1) is a potential source of IGW energy flux when the direction of 

incident wave is normal to the orientation of the shoal. The shoal has a gentle front slope of 

around 1/167 and a shoreward rear slope of around 1/400. For shoreward-propagating SWs, 

the observed energy fluxes of IGWs at the inner swale (rear slope) of the shoal are much larger 

than that at the outer swale (front slope), even though the water depths at both swales were 

nearly the same (Figure 2E). However, no further detailed investigation on this issue was 

conducted. 

Another example is the Chengmai Bay in Hainan Province, China, where the mooring 

condition of a harbor basin is worsened by an underwater shoal located in the bay mouth 

roughly parallel to the coastline. Li et al. [2018] found from numerical simulations that the 

IGW energy is greatly enhanced after propagating across the shoal, which may account for the 

observed substantial long period oscillations in the harbor. IGW energy growth and harbor 

resonance, independent of the offshore wave conditions, was also observed in Two Rocks 

Marina of Australia with an offshore-submerged reef system [Thotagamuwage and 

Pattiaratchi, 2014a]. Unlike waves propagating over a straight sloping beach, waves 

propagating over a shoal undergo changes from shoaling to de-shoaling. However, up to now 

most of the literatures in the past decades focused on wave evolutions in the shoaling and surf 

zones (see the comprehensive review of Bertin et al. [2018]) with little attention to the de-

shoaling zone. 

In this study, the evolutions of SWs and IGWs across a typical shoal of various slopes were 

investigated using the nonhydrostatic wave model SWASH (Simulating WAves till SHore) 

[Zijlema et al., 2011]. The bispectral analysis was used to quantify the energy exchange 

between IGWs and SWs. In particular, contributions of nonlinear triad interactions to the IGW 

energy evolution on the plateau, and combined effects of nonlinear triad interaction and de-
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shoaling on the rear slope of the shoal were investigated. The paper is organized as follows: 

Section 2 introduces the SWASH model, model set-up, and detailed descriptions of the analysis 

methods; The energy transfer among wave components of different frequencies, energy 

balance and phase relationship between IGWs and SWs under the influences of bottom slope 

are illustrated in Section 3; Section 4 discusses the cumulative effects of nonlinear energy 

transfer, the role of wave history on the nonlinear wave evolution and the composition of IGWs 

behind the shoal. Conclusions are given in Section 5. 

2. Methodology 

2.1. Numerical experiment 

2.1.1. Numerical model 

The multilayer non-hydrostatic model SWASH was used to calculate the time series of water 

surface elevations in the computational domain. The 2-D governing equations are the 

momentum and mass conservation equations  
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where t denotes the time, x and z are the horizontal and vertical coordinates, u(x, z, t) and w(x, 

z, t) are the horizontal and vertical velocities, g is the gravitational acceleration, ph is the 

hydrostatic pressure, pnh is the non-hydrostatic pressure, τ is the turbulent stress described by 

the standard k-ε model [Launder and Spalding, 1974]. 

 

The SWASH model is essentially a RANS equation solver capable to describe the processes of 

wave motion with strong nonlinearity [Kirby, 2017]. The model has been extensively validated 

against both laboratory [De Bakker et al., 2016b] and field data [Rijnsdorp et al., 2015] of 

nearshore wave evolution with strong nonlinearity. Detailed descriptions of the model can be 

found in the Rijnsdorp et al. (2014) and Smit et al., (2014). 

2.1.2. Model set-up 

The numerical test runs were conducted in a 2-D vertical numerical wave flume with an 

efficient computational domain of 160 m long (Figure 3). A series of isosceles trapezoidal shoal 

with four different slopes of 1/100, 1/80, 1/60 and 1/40 (See Figure 3 and Table 1) were placed 
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in the middle of the flume. In all cases, the top of the shoal was fixed between 70 m ≤ x ≤ 90 

m at a water depth of 0.3 m, which was slightly deeper than the critical water depth of wave 

breaking, and the bottom of the shoal is at a water depth of 0.85 m. 

The incident significant wave height and peak period for all test cases were 0.1 m and 2.25 s. 

The enhancement factor γ of the incident JONSWAP spectrum was set to 20 to obtain a 

relatively narrow band condition. The wave conditions in the present study are identical to that 

of Run A3 in the experiment of the GLOBEX project for an energetic swell [Ruessink et al., 

2013] in the nearshore region to drive a typical pattern of IGWs evolution. 

At the inlet boundary on the left side of the flume, a second order wave theory was prescribed 

to suppress the generation of spurious free IGWs, and a weakly reflective condition was 

adopted to prevent re-reflections [Rijnsdorp et al., 2014]. A Sommerfeld condition, in 

combination with a 20 m long sponge layer (not shown in Figure 3), was used to absorb the 

outgoing waves at the outlet boundary on the right side of the domain. Same time series of 

incident waves was specified for all the tests. 

Six layers were adopted in the vertical direction to ensure the accuracies of dispersion and 

nonlinearity in the simulations according to Smit et al. [2014] and De Bakker et al. [2016b]. 

Water surface elevations were sampled at a frequency of 10 Hz at each grid point. Following 

De Bakker et al. [2016b], the horizontal grid size and computational time step of 0.02 m and 

0.002 s were selected. Each model run lasts 65 min, including a 5 min warming-up. Since the 

present study focuses on the energy transfer due to nonlinear triad interaction, the bottom 

friction that may complicate the analysis, therefore, is ignored by adopting a zero friction 

factor. 

2.2. Analysis methods 

2.2.1. Reflected waves from front slope 

Over the front slope, seaward-propagating IGWs may occur due to reflection. However, it is 

generally difficult to separate them from the incident IGWs. Wave reflection at an underwater 

bathymetry like a shoal is much smaller than that at a natural emerging shore [Dong et al., 

2009]. Additionally, as shown in Section 4.3, the IGW elevation at wave-maker boundary is 

perfectly matched with the second-order theoretical prediction, suggesting a negligible 

reflection from the shoal. Considering that the main purpose of the present study was the 

amplification of IGW energy by the shoal, decomposition of incident and seaward-propagating 

IGWs was not performed. 

2.2.2. Critical frequency between SWs and IGWs 

SWs and IGWs can be clearly discriminated in the frequency domain. The filtering frequency 

between them is usually set to be half of the peak frequency fp/2 of SWs in previous studies 

[Liu and Li, 2018; Mase, 1989; Roelvink and Stive, 1989; Sheremet et al., 2011]. The adoption 

of this frequency is reasonable because for a unimodal wave spectrum in deep water, the energy 
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at frequencies lower than fp/2 is negligible. Alternatively, De Bakker et al. [2015], by observing 

the wave spectra near the wave-maker, adopted a frequency where the wave spectrum is 

minimum. In the present study, both approaches were tested beforehand and little difference 

between them was found. Therefore, the frequency fp/2 (0.22 Hz) was adopted in the following 

sections. The SW energy, ESW, and the IGW energy, EIGW, are obtained in the corresponding 

frequency bands.  

2.2.3. Cross-correlation analysis 

The time lag between IGWs and SW group, which relates to energy transfer between SWs and 

IGWs, was evaluated using a cross-correlation function between IGWs and SW group 

envelope. The concept of wave height history (WHH), proposed by Liu and Li [2018], was used 

to derive the SW group envelope. The WHH is defined as  

 1( )        n n nWHH t H t t t      (4) 

where Hn is the wave height of the n-th wave determined from zero-downcrossing method and 

tn the time of the n-th zero-downcrossing point. Once the IGWs signal η
IG

(x, t)  and the 

WHH(x, t) were determined, the correlation between them was given by 

  
   

IGW

IGW

IGW

,

, ,
, =η WHH

η WHH

η x t WHH x t τ
COR x τ

σ σ

 
  (5) 

where τ denotes the time delay between η
IGW

(x, t) and WHH(x, t) and the overbar denotes the 

time averaging operator. ση
IGW

 and σWHH  are the standard deviations of η
IGW

(x, t)  and 

WHH(x, t), respectively. 

2.2.4. Bispectral analysis and nonlinear energy transfer 

Since introduced by Hasselmann et al. [1963], bispectral analysis has been applied widely to 

study the nonlinear processes of waves, including breaking, shoaling and nearshore dissipation 

of IGWs [De Bakker et al., 2015; De Bakker et al., 2016b; Eldeberky and Battjes, 1995; Elgar, 

1989; Herbers and Burton, 1997; Herbers et al., 2000]. 

Given a discrete time-series of signal with finite length, the discrete bispectrum is defined as 

 
1 2 1 2 1 2

*

,f f f f f fB A A A 
   E   (6) 

where E[•] is the ensemble average of the triple product, A is the complex Fourier coefficients 

of the signal and the asterisk denotes complex conjugation.  

The normalized magnitude of the bispectrum 
1 2

2

,f fb , referred to as bicoherence, provides a 

measure of coupling intensity. It is defined as 
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where P denotes the power at frequencies f1, f2, and their sum f1+ f2.  

In this study, each time series of wave was separated into 4 segments of 15 min long in order 

to diminish the variance. Averaging the bispectrum over 15 frequencies resulted in a frequency 

resolution of 0.0167 Hz and 240 degrees of freedom. The estimated bispectrum was accepted 

at a confidence level of 95%.  

The phase of the bispectrum β
f1,f2

, referred to as biphase, represents the phase relationship 

among the associated wave components and is defined as 

  
1 2 1 2, ,Argf f f fβ B   (8) 

where Arg(•) denotes the principal value of the argument function of a complex number.  

To obtain a comprehensive biphase βIGW,SW that represents the phase coupling between SWs 

and IGWs, the biphase was integrated over the intersection frequency band of SWs and IGWs 

(ZONE III in Fig. 4 of De Bakker et al. [2015]) as follows 
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f f

f f

β B
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 
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 
    (9) 

where fN = 5 Hz is the Nyquist frequency.  

The formula for calculating irregular wave energy evolution in the weakly dispersive regime 

was proposed by Herbers and Burton [1997] based on the Boussinesq theory as  

  ,

1 3

2

f

sh nl f f f f

f

dP dh πf
R R P IM B

dx h dx h gh
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 


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where h is the water depth, IM(•) denotes the imaginary part of a complex number. The first 

term on the right hand side of Eq. (10), Rsh, represents the linear shoaling term and the second 

term, Rnl, is the contribution of nonlinear triad interactions. The direction of nonlinear energy 

transfer is determined by the sign of the bispectrum imaginary part. A negative imaginary part 

indicates an energy transfer from the sum frequency f3 = f1+f2 to f1 and f2 and vice versa.  

3. Model results  

3.1. Evolution of wave energy 

Figure 4a shows the evolution of normalized SW energy over a trapezoid shoal with slope of 

1/80 (Run 2). The SW energy increases over the front slope (26 m ≤ x ≤ 70 m) due to shoaling, 

and then hardly change over the horizontal plateau. At the rear end of the plateau, wave 
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reflection occurs and causes a slight fluctuation of the SW energy. During de-shoaling on the 

rear slope, the SW energy decreases at a faster rate than the rate of increase in SW energy while 

shoaling over the front slope, and achieves approximately 10% increment in total at the end of 

the rear slope. Figure 4b shows the cross-shoal evolution of normalized IGW energy. The IGW 

energy increases throughout the front slope and continue so over the plateau at a constant rate 

despite the uniform depth. On the rear slope, interestingly the IGW energy increases slowly in 

the first half of the slope and then decrease slowly over the rest of the slope despite the fast 

decaying SW energy. After propagating across the whole shoal, the IGW energy is amplified 

by nearly 18 times. It must be stressed that the water depths on two sides of the shoal are the 

same. 

Wave energy evolution at different frequency bands is evident from the wave spectra at 

different locations of the shoal (Figure 5). A Hanning-window of 200 points wide was used, 

yielding a frequency resolution of 0.0558 Hz and 100 degrees of freedom. On the front slope 

(Figure 5a), the wave at superharmonic frequency increases rapidly while the primary wave at 

the peak frequency remains nearly constant, indicating an drastic amplification of wave 

nonlinearity during shoaling. The IGW energy increases over the entire frequency range more 

so at higher frequencies. However, no dominant IGW frequency is observed on the front slope. 

Over the plateau (Figure 5b), the SW energy at the peak frequency and its superharmonic peaks 

decreases while the energy between two neighboring peaks increases. The primary wave band 

becomes wider with distance although the total energy within the band hardly changes (Figure 

4a), indicating an energy transfer from the peak to its side bands on either sides. The IGW 

energy keeps increasing and eventually a subharmonic peak at about 0.04 Hz arises at the end 

of the plateau. On the rear slope (Figure 5c), the superharmonic peaks vanish and the primary 

peak becomes insignificant. As a result, the spectrum of the SWs is flattened after propagating 

across the shoal. Noteworthily, the IGW energy remains almost unchanged on the rear slope 

despite of the de-shoaling effect and weakened SW. 

3.2. Nonlinear wave energy transfer 

Figure 6 shows the imaginary parts of the bispectra in a frequency-frequency plot for waves at 

different locations across the shoal. At the initial stage of shoaling (Figure 6a), the bispectral 

imaginary parts exhibit negative values at (0.44, 0.44) Hz and alternating positive and negative 

values in its vicinity, suggesting an energy exchange between superharmonics and primary 

harmonics. The weakly negative values around (0.43, 0.01) Hz suggest an energy transfer from 

the peak frequency 0.44 Hz to 0.01 Hz and their difference frequency 0.43 Hz. As waves 

advance on the front slope, positive values dominate around (0.44, 0.44) Hz, indicating a strong 

energy transfer to the first harmonic at 0.88 Hz. Meanwhile, the negative value area spreads 

and its values grow in magnitude as well (Figure 6a-c), indicating the energy transfer intensity 

grows with distance. 

On the plateau (Figure 6d), negative values concentrate on (0.40, 0.04) Hz, indicating an energy 

transfer from the primary peak frequency 0.44 Hz to 0.40 Hz and the subharmonic peak 0.04 
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Hz. On the rear slope (Figure 6e and f), the negative value area shifts further leftward while its 

vertical coordinate keeps constant, implying that the subharmonic peak is basically fixed while 

the primary peak frequency gradually decreases. Figure 7 presents a quantitative analysis of 

the nonlinear energy transfer between SWs and IGWs, in which the shoaling term RIG,sh and 

the nonlinear interaction term RIG,nl of the IGW energy on the right hand side of Eq. (10) were 

obtained by applying Eq. (10) to each component of the IGWs and then integrating over the 

infragravity frequency band (0-0.22 Hz) as shown below, 
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Gradient of the IGW energy was obtained through linear regression of the simulated IGW 

energy over twice the peak wavelength. Figure 7a shows a good agreement between the sum 

of source terms (RIG,sh+RIG,nl) and the linear regression. Cross-shoal variations of RIG,sh and 

RIG,nl in Figure 7b indicates that RIG,sh follows the gradient of the water depth, keeps positive 

and increases over the front slope, decays to zero over the plateau and then becomes negative 

over the rear slope. Meanwhile, RIG,nl remains positive across the shoal, implying that the IGWs 

gain energy from the SWs through nonlinear interactions, which is the mechanism for the 

amplification of IGW energy, as indicated in Figure 4b. RIG,sh and RIG,nl have the same sign 

over the front slope but opposite signs over the rear slope with comparative magnitudes. The 

constructive sum leads to the fast growth of IGW energy over the front slope while the 

counteraction of the nonlinear energy transfer and de-shoaling effects causes slow variation 

over the rear slope. 

3.3. Phase relationship between waves 

As stated in the introduction section, the biphase of SWs and bound IGWs becomes smaller 

than π in the shoaling process implying a time lag of the IGWs behind the group envelope. The 

deviation of biphase from π represents the unbalanced nonlinear coupling between bound 

IGWs and SWs, therefore nonlinear energy transfer. 

The time lag and the biphase βIGW,SW develop gradually over the front slope, keep increasing 

over the plateau and in the early stage of de-shoaling and then start dropping down over the 

rear slope (Figure 8). At the toe of the rear slope, the time lag resumes zero immediately 

whereas βIGW,SW remains sizable magnitude over a significant distance after the shoal. When 

waves cease shoaling while entering the plateau, the time lag remains positive, causing the 

subsequent strong nonlinear energy transfer from SWs to IGWs. According to Figure 7. 
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b, the nonlinear energy transfer attains the maximum over the plateau, whereas the time lag 

attains the maximum over the rear slope. The mismatch is because the nonlinear energy transfer 

magnitude depends not only on the time lag, but also on the SWs amplitudes. By the time the 

time lag achieves maximum over the rear slope, the SW energy has decayed considerably due 

to de-shoaling. 

The development of time lag on the front slope is attributed to the slowing-down of the IGWs 

[Janssen et al., 2003]. This phenomenon may be related to the topography-induced additional 

bound wave which is in quadrature with its flat-bottom counterpart. The superposition of the 

additional long wave with its flat-bottom counterpart introduces a phase shift to the latter as 

theoretically demonstrated by Bowers [1992], Van Leeuwen [1992] and Zou [2011]. Over the 

rear slope, however, the time lag decreases and resumes zero by the end of the slope, indicating 

that the IGWs speed up and catch up with the SW wave group. This might reflect the fact that 

the topography-induced additional bound long wave is released gradually over the rear slope. 

This point will be further discussed in Section 4.3. 

3.4. Influence of bottom slope 

From the growth rates of IGW energy of all test runs (Figure 9a), it is evident that the IGW 

energy achieves greater amplification on milder bottom slopes during shoaling. The IGW 

energy grows at almost same rate over the plateau for different front slopes (Figure 9b). Over 

the rear slope, however, the IGW energy evolves slightly differently (Figure 9c) over different 

bottom slopes. The IGW energy slightly decrease all the way over the 1/40 rear slope, whereas 

it first increases and then decreases over the 1/100 rear slope. As illustrated in Figure 7, the 

IGW evolution over the rear slope depends on the relative importance of de-shoaling and 

nonlinear energy transfer. The decreased IGW energy over the 1/40 rear slope indicates that 

the de-shoaling effect dominates, whereas the increased IGW energy over the 1/100 rear slope 

implies that the nonlinear energy transfer from SWs to IGWs dominates. When these two 

factors are about in balance over a 1/60 bottom slope, the IGW energy remains roughly the 

same over the rear slope. In the present model test runs, the IGW energy achieved a maximum 

and minimum amplification factors of 19.3 and 12 over the slope of 1/100 and 1/40, 

respectively.  

Unlike the evolution of IGW energy, the time lag maintains nearly the same value over different 

bottom slopes at the end of the front slopes (Figure 10a). Over the front slope, the time lag is 

far more sensitive to the local water depth than the bottom slope (Figure 10b). Similar results 

was observed in the laboratory experiments (Fig. 6 in Liu et al. [2010]), where random wave 

evolution over three slopes of 1/20, 1/30, and 1/40 were investigated. This phenomenon 

explains the correlation between the IGW energy growth rate and the front bottom slope, as 

will be further discussed in Section 4.1. Over the rear slope, time lags of all test runs decrease 

all the way after a slight increase in the beginning of de-shoaling, at a faster rate over milder 

slopes (Figure 10c). 
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4. Discussion 

4.1. Accumulation of nonlinear wave energy transfer 

Same as the previous studies [Battjes et al., 2004; De Bakker et al., 2016b; Van Dongeren et 

al., 2007], a negative correlation between the IGW energy growth rate and the bottom slope of 

the shoaling zone is observed in the present study (Figure 9a). The mechanism behind this 

phenomenon, however, is yet fully understood. Next we will demonstrate theoretically that this 

negative correlation is attributed to the difference in the distances provided for the 

accumulation of nonlinear energy transfer over different slopes. Figure 11 shows the evolutions 

of SW and IGW energy as well as the ratio between them along the front slope. The SW energy 

is independent of the bottom slope (Figure 11a), while the IGW energy is (Figure 11b). The 

SW energy is two order of magnitude greater than the IGW energy during the whole process 

of shoaling (Figure 11c), therefore the nonlinear energy transfer from SWs to IGWs has little 

influence on the evolution of SW energy. As a result, the SW energy can be described as a 

function of local depth as formulated by the nonlinear wave shoaling theory [Shuto, 1974; 

Wang et al., 2008]. 

In summary, the model results in the present study reveals the following facts. Firstly, the 

nonlinear energy transfer to IGWs has little effect on SWs, therefore under non-breaking 

conditions, the SW energy and the wave radiation stress mainly depends on the local depth 

regardless bottom slope. Secondly, over the front slope, the time lag between the IGWs and the 

SW group envelope is far more sensitive to the local water depth than the bottom slope (Figure 

1b). The IGW energy is amplified by the work done by the SW radiation stress on the currents 

induced by IGW, which is calculated as - 〈U
dSxx

dx
〉 [Phillips, 1977] given by 

 
ˆ1 ˆˆ sin( ) cos( )

2

xx
xx

dSdF
U κS φ φ

dx dx

 
    

 
  (13) 

where F is the IGW energy flux, κ is the wave number of IGW, Û is the depth-averaged 

velocity amplitude, Ŝxx  is the radiation stress amplitude, and ∆φ is the phase difference 

between IGW and radiation stress. Eq. (13) is identical to Eq. (5.4) in Zou [2011], which is 

expressed in a complex variable form there. 

To describe the variation rate of F with water depth, Eq. (13) is rewritten, according to the 

chain rule, as 

 
ˆ1 ˆˆ sin( ) cos( )

2

xx
xx

dSdF dF dx dx
U κS φ φ

dh dx dh dh dh

 
     

 
.  (14) 

Substituting F = 
1

2
ρhcgÛ

2
, as proposed by Battjes et al. [2004], into Eq. (14) yields  
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The first term on the right hand side of Eq. (15), RFacc, represents the energy growth due to 

nonlinear energy transfer accumulation and the second term RFsw the energy growth due to the 

SW radiation stress gradient. All the terms on the right hand side of Eq. (15) are independent 

of the slope except for the factor dx/dh in the term of RFacc. This factor can be interpreted as 

the distance of SW-IGW interaction with a depth variation. dx/dh = 1/hx is larger over a milder 

slope, implying a longer distance for SW-IGW interaction and energy transfer accumulation 

and therefore a larger IGW energy growth rate.  

4.2. Effect of wave history on IGWs  

It is interesting to note that energy transfer from SWs to IGWs sustain over the whole plateau 

that has constant water depth (Figure 9b). This result suggests the effect of wave history over 

the front slope on the subsequent IGWs evolution afterwards over the plateau, because the 

theory of LHS62 suggests no energy transfer at the constant water depth over the flat plateau. 

The subharmonic waves are a function of the primary wave and local spatial derivatives of 

water depth [Eldeberky and Battjes, 1995; Janssen et al., 2003; Liu et al., 2010; Zou, 2010; 

Rocha et al., 2017]. However, those theories cannot explain the evolution of IGWs at the 

constant water depth over the flat plateau possibly because those theories do not take the wave 

shoaling history over the front slope into consideration. Explanation of why wave history on 

the front slope has substantial influences on the subsequent evolution of the IGW energy on 

the plateau requires further theoretical investigation. The effects of wave history on the IGW 

energy evolution were also observed on the rear slope with negative bottom slope. As shown 

earlier, the non-zero time lag on the plateau triggers the nonlinear energy transfer at the very 

beginning of de-shoaling over the rear slope. 

4.3. Composition of IGWs behind the shoal 

Behind the shoal, the IGW energy is considerably amplified while a little drop of the SW 

energy occurs despite the resume of water depth. The SWs over rear slope of the shoal are no 

longer capable of driving strong bound IGWs. The nonlinear second-order finite-depth theory 

of Hasselmann [1961] (see Appendix A) can be employed to calculate the bound IGWs that 

travel over the horizontal bottoms on both sides of the shoal. Taking Run 2 (bottom slope 1/80) 

as an example, although the bound IGWs dominate the low frequencies of the incident IGWs 

(Figure12a), the IGW departs significantly from the bound IGW theory (Figure12b). In order 

to shed some light on this phenomena, an additional simulation was conducted by extending 

the length of the computational domain (sponge layer not included) from 160 m to 320 

m(Figure 13a). In the extended region (160 m ≤ x ≤ 320 m), the SW energy remains constant, 

whereas the IGW energy continues to slowly decay all the way (Figure 13b). Result of 
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bispectral analysis confirms that the energy is slowly transferred from IGWs to SWs in this 

region ( In additon to nonlinear energy transfer, free IGWs were also detected in this region. 

As shown in Figure 1, in the region of 0 m ≤ x ≤ 264 m, only one extrema is recognized in the 

correlation coefficients between the local IGWs and the wave group envelope; in the region of 

264 m ≤ x ≤ 320 m, however, two local extrema are identified in the correlation coefficients, 

which correspond to two time lags τ1 and τ2 (|τ1| < |τ2|). For most of the extended region (160 

m ≤ x ≤ 280 m), the negative τ1 indicates the energy transfer from IGWs to SWs as shown in 

Figure 13c. The time lag τ2 indicates the occurrence of free IGWs propagating at a different 

speed of √gh from SWs. The release of bound IGWs can explain why the free IGWs are 

negatively correlated with the group envelope (Figure 14) since the bound IGWs, from which 

the free IGWs originate, are negatively correlated with the group envelope. Although this 

explanation seems contradict with the traditional breaking-induced IGWs theory, Baldock 

[2012] argued that the bound IGWs may be released only if they satisfy the same dispersion 

relationship as free IGWs wave, i.e. the shallow-water resonance condition, regardless of wave 

breaking. They also stated that bound IGWs will be released if SWs propagate in shallow 

waters prior to breaking. Note that the water depth on the plateau in the present work is close 

to shallow water for the primary wave (kph = 0.51 and cg/√gh = 0.89, where kp is the wave 

number at the peak frequency) as to reach the near-resonance state, the present model results 

are consistent with the argument of Baldock [2012]. This result also highlights the fact that 

wave breaking is not necessarily the only trigger for the release of bound IGWs.  

Comparison among EFIGW of test runs at x = 152 m is illustrated in Figure 15, where EFIGW 

denotes the free IGW energy and was evaluated by subtracting the theoretical bound IGWs 

from simulated IGWs. It is evident that EFIGW becomes greater over milder bottom slope. In 

addition, the free IGWs are far stronger than the bound IGWs for all the slopes. Taking the 

result of model test Run 4 (bottom slope 1/40) as an example, the significant wave height of 

free IGWs at x = 152 m is evaluated to be 0.0204 m, whereas that of bound IGWs is 0.0074 m. 

Note that the wave conditions in the present study follow the laboratory scale counterpart of 

the GLOBEX experiment [Ruessink et al., 2013]. If transformed to field condition with a 

geometric scaling factor of 1:20, the significant wave heights of the free IGWs and the bound 

IGWs would be 0.408 m and 0.148 m, respectively. 

5. Conclusions 

A series of numerical experiments were conducted using SWASH model to investigate the 

evolution the IGW energy over a symmetric trapezoidal shoal with different bottom slopes. It 

was found that the IGW energy can be significantly amplified by the nonlinear energy transfer 

from SWs to IGWs when SWs propagate over uneven topography at a finite water depth. 

Without wave breaking, the IGW energy always increases over the front slope and the 

subsequent plateau, but may increase or decrease over the rear slope, depending on the relative 

importance of the de-shoaling and nonlinear energy transfer. These two driving factors achieve 
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a balance over a slope of approximately 1/60 in the present model set-up, resulting in a nearly 

constant IGW energy over the rear slope. A shoal with milder bottom slope was found to 

amplify the IGW energy more. 

The nonlinear energy transfer from SWs to IGWs can be evaluated based on the time lag 

between local IGWs and SW group envelope, which increases during shoaling over the front 

slope, continues to increase over the plateau and during the early stage of de-shoaling over the 

rear slope. After that, the time lag decays all the way while de-shoaling over the rest of the rear 

slope as the water depth recovers its original value in front of the shoal. The total reduction in 

time lag during the de-shoaling over the rear slope is larger over milder slopes due to longer 

travelling distance. The time lag was found to be largely dependent on the local depth instead 

of the bottom slope during shoaling. Based on this observation and the fact that the energy 

transferred from SWs to IGWs is negligible to the SWs energy, theoretically the stronger IGW 

energy growth rate on milder rear slopes is attributed to the longer traveling distance for the 

SW-IGW interaction and the accumulation of nonlinear energy transfer over milder slopes. 

The wave history has significant effect on the subsequent nonlinear wave evolution as waves 

passing over a shoal. The nonlinear energy transfer from SWs to IGWs over the plateau of the 

shoal is directly influenced by the shoaling history over the preceding front slopes. Without the 

preceding wave history, there would be no time lag between the IGWs and SW group envelop 

and consequently the nonlinear energy transfer would not occur over the plateau with constant 

water depth.  

Strong free IGWs were detected on the leeward side of the shoal through cross-correlation 

analysis. The free IGWs may be generated by the release of the additional bound IGWs after 

propagating across the shoal. The results support the hypothesis that bound IGWs can be 

released by topographical change without wave breaking. The released free IGWs on leeward 

of the shoal are stronger for milder slopes. For the wave conditions of present study, these free 

IGWs have a significant wave height at the order of decimeters in prototype scale, which may 

have significant impacts on nearshore sediment and pollutant transport and mooring condition 

in the harbor behind the shoal. 
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Appendix A: Hasselmann’s [1961] solution for bound IGWs 

The bound IGWs is calculated based on the weakly-nonlinear second-order finite-depth wave 

theory of Hasselmann [1961]. The subharmonic component forced by two free wave 

components at frequency fi and fj is 

  cosij ij i j i jη D a a ψ ψ    (A16) 

where ai and aj are the amplitudes of the forcing components, ψi and ψj the phase. The 

interaction coefficient Dij is given by 

 
 

   

2 2

22 2 tanh

i ji j i i j j

ij

i j
i j ij ij i j

g ω ωgk k ω ωω ω
D C

ωω g ωω gk k h ω ω

 
   

  
  
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where ω=2πf is the radial frequency and k is the wave number and kij = ki - kj is the wave 

number of the subharmonic component. The coefficient C is given by 
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The measured surface elevation is first decomposed into Fourier components and then the 

components with frequency 0.5fp ≤ f ≤ 1.5fp is the forcing primary components. Summarize the 

subharmonics forced by all pairs of the primary components, the surface elevation of the bound 

IGW is obtained as 
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Table 1. Slope conditions of the numerical tests 

Run ID Slope x1 (m) x4 (m) 

1 1/100 15 145 

2 1/80 26 134 

3 1/60 37 123 

4 1/40 48 112 
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Figure 1. Location of acoustic Doppler current profilers (ADCPs) at Cape Canaveral shoals in 

Paniagua-Arroyave et al. [2019]. Magenta filled circles represent the approximate ADCP 

locations at the outer and inner swales of Shoal E (water depths 13 m). Black rectangles in A 

and B show the location of the Florida Peninsula within North America and Cape Canaveral 

on the Florida Peninsula, respectively. The map in C shows the inner shelf bathymetry near 

Cape Canaveral with an inset highlighting Shoal E. The brown line corresponds to an 

approximate bottom profile across Southeast shoal and Shoal E (D). 
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Figure 2. (A–F) Time series plots of seaward- (F-) and landward-directed (F+) cross-shoal 

IGW energy fluxes for inner (orange and turquoise lines) and outer (red and blue lines) swales 

in Paniagua-Arroyave et al. [2019]. During Fall 2013 (A and B) and Spring 2014 (C and D), 

the main direction of the SWs, Dp, is shoreward perpendicular to the shoal; during Fall 2014 (E 

and F), Dp, is seaward perpendicular to the shoal. 
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Figure 3. Sketch of idealized shoals in all runs of test. The original of the x coordinate was 

fixed at the wave-maker boundary. x1 and x4 are different for different test runs depending on 

the bottom slope; x2 and x3 are fixed to 70 m and 90 m, respectively. 
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Figure 1. Spatial evolutions of normalized wave energy for Run 2 (bottom slope 1/80). (a) SW, 

and (b) IGW. The subscript 0 denotes quantities at the incident boundary. 
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Figure 2. Wave spectra at different locations across the shoal for Run 2 (bottom slope 1/80). 

(a) front slope, (b) plateau, and (c) rear slope. The critical frequency between IGWs and SWs 

(0.22 Hz) is indicated by the vertical dash lines. 
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Figure 3. Imaginary parts of the wave bispectra at different positions across the shoal, Run 2 

(bottom slope 1/80). (a) x = 30.0 m, (b) x = 50.0 m, (c) x = 70.0 m, (d) x = 80.0 m, (e) x = 110.0 

m and (f) x = 130.0 m. The dash line in each subfigure indicates frequency pairs of which the 

sum is 0.44 Hz. 
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Figure 4. Spatial evolutions of (a) sum of the two source terms (RIG,sh+ RIG,nl) and gradient of 

IGW energy EIGW from numerical simulation, (b) source terms of IGW energy EIGW due to 

shoaling (RIG,sh) and nonlinear interactions (RIG,nl) of Run 2 (bottom slope 1/80). 
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Figure 5. Cross-correlation between local surface elevations of IGWs and wave height history, 

Run 2 (bottom slope 1/80). The circled line indicates time lags of the minimal correlation 

coefficients and the squared line indicates the spatial evolution of the biphase βIGW,SW. The gray 

trapezoid is a sketch of the topography. 
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Figure 6. Spatial evolutions of the IGW energy for all runs of test with different slopes. (a) On 

the front slope, (b) On the plateau, (c) On the rear slope. Meanings of x1 to x4 are the same in   
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Figure. 
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Figure 7. Spatial evolutions of the time lag between local IGWs and WHH for all runs of test. 

(a) Across the whole shoal with respect to horizontal coordinates x, (b) On the front slope with 

respect to local depth h, (c) On the rear slope with respect to local depth h.  
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Figure 8. Evolution of wave energy with respect to local depth h on the front slope with 

different slopes. (a) SWs, (b) IGWs, (c) local energy ratio between IGW and SW. 

  



 

 

©2020 American Geophysical Union. All rights reserved. 

 

Figure 9. Comparison between SWASH model simulated IGWs and predicted bound IGWs 

by Eq. (A19) at (a) the incident boundary (x=0 m), and (b) the leeside of the shoal (x=152 m), 

Run 2 (bottom slope 1/80). 
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Figure 10. (a) Bathymetry modified from Run 2 (bottom slope 1/80) with the bottom extended 

additionally by 160 m, (b) Evolution of the normalized SW and IGW energy, (c) Evolution of 

the IGW energy gradient and nonlinear source term Rnl. The dash line indicates the position 

separating the original and extended flume.  
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Figure 11. Cross-correlation between local surface elevation of IGWs and wave height history 

for Run 2 (bottom slope 1/80) with the flume extended 160 m longer. The circled line denotes 

time lags of the local minima of the cross-correlation function; the squared line is calculated 

with the free long wave speed and group speed evaluated with linear theory; the horizontal 

dash line separates the domain of Run 2 and the extended region. The gray trapezoid is a sketch 

of the topography. 
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Figure 12. Free IGW energy relative to the incident IGW energy at leeward of the shoal for all 

test runs of different front and rear slopes. 

 


