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ACCELERATED FINITE ELEMENTS SCHEMES FOR PARABOLIC
STOCHASTIC PARTIAL DIFFERENTIAL EQUATIONS

ISTVAN GYONGY AND ANNIE MILLET

ABSTRACT. For a class of finite elements approximations for linear stochastic parabolic
PDEs it is proved that one can accelerate the rate of convergence by Richardson extrapo-
lation. More precisely, by taking appropriate mixtures of finite elements approximations
one can accelerate the convergence to any given speed provided the coefficients, the initial
and free data are sufficiently smooth.

1. INTRODUCTION

We are interested in finite elements approximations for Cauchy problems for stochastic
parabolic PDEs of the form of equation (2.1) below. Such kind of equations arise in various
fields of sciences and engineering, for example in nonlinear filtering of partially observed
diffusion processes. Therefore these equations have been intensively studied in the litera-
ture, and theories for their solvability and numerical methods for approximations of their
solutions have been developed. Since the computational effort to get reasonably accurate
numerical solutions grow rapidly with the dimension d of the state space, it is important
to investigate the possibility of accelerating the convergence of spatial discretizations by
Richardson extrapolation. About a century ago Lewis Fry Richardson had the idea in
[18] that the speed of convergence of numerical approximations, which depend on some
parameter h converging to zero, can be increased if one takes appropriate linear combina-
tions of approximations corresponding to different parameters. This method to accelerate
the convergence, called Richardson extrapolation, works when the approximations admit
a power series expansion in A at h = 0 with a remainder term, which can be estimated
by a higher power of h. In such cases, taking appropriate mixtures of approximations
with different parameters, one can eliminate all other terms but the zero order term and
the remainder in the expansion. In this way, the order of accuracy of the mixtures is the
exponent k + 1 of the power R¥! that estimates the remainder. For various numerical
methods applied to solving deterministic partial differential equations (PDEs) it has been
proved that such expansions exist and that Richardson extrapolations can spectacularly
increase the speed of convergence of the methods, see, e.g., [16], [17] and [20]. Richard-
son’s idea has also been applied to numerical solutions of stochastic equations. It was
shown first in [21] that by Richardson extrapolation one can accelerate the weak conver-
gence of Euler approximations of stochastic differential equations. Further results in this
direction can be found in [14], [15] and the references therein. For stochastic PDEs the
first result on accelerated finite difference schemes appears in [7], where it is shown that
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2 I. GYONGY AND A. MILLET

by Richardson extrapolation one can accelerate the speed of finite difference schemes in
the spatial variables for linear stochastic parabolic PDEs to any high order, provided the
initial condition and free terms are sufficiently smooth. This result was extended to (pos-
sibly) degenerate stochastic PDEs in to [6], [8] and [9]. Starting with [22] finite elements
approximations for stochastic PDEs have been investigated in many publications, see, for
example, [3], [4], [10], [11], [12] and [23].

Our main result, Theorem 2.4 in this paper, states that for a class of finite elements
approximations for stochastic parabolic PDEs given in the whole space an expansion
in terms of powers of a parameter h, proportional to the size of the finite elements,
exists up to any high order, if the coefficients, the initial data and the free terms are
sufficiently smooth. Then clearly, we can apply Richardson extrapolation to such finite
elements approximations in order to accelerate the convergence. The speed we can achieve
depends on the degree of smoothness of the coefficients, the initial data and free terms;
see Corollary 2.5. Note that due to the symmetry we require for the finite elements, in
order to achieve an accuracy of order J + 1 we only need |£] terms in the mixture of
finite elements approximation. As far as we know this is the first result on accelerated
finite elements by Richardson extrapolation for stochastic parabolic equations. There are
nice results on Richardson extrapolation for finite elements schemes in the literature for
some (deterministic) elliptic problems; see, e.g., [1], [2] and the literature therein.

We note that in the present paper we consider stochastic PDEs on the whole space R?
in the spatial variable, and our finite elements approximations are the solutions of infinite
dimensional systems of equations. Therefore one may think that our accelerated finite
elements schemes cannot have any practical use. In fact they can be implemented if first
we localise the stochastic PDEs in the spatial variable by multiplying their coefficients,
initial and free data by sufficiently smooth non-negative “cut-oft” functions with value 1
on a ball of radius R and vanishing outside of a bigger ball. Then our finite elements
schemes for the “localised stochastic PDEs” are fully implementable and one can show
that the results of the present paper can be extended to them. Moreover, by a theorem
from [6] the error caused by the localization is of order exp(—dR?) within a ball of ra-
dius R' < R. Moreover, under some further constraints about a bounded domain D and
particular classes of finite elements such as those described in subsections 6.1-6.2, our
arguments could extend to parabolic stochastic PDEs on D with periodic boundary con-
ditions. Note that our technique relies on finite elements defined by scaling and shifting
one given mother element, and that the dyadic rescaling used to achieve a given speed of
convergence is similar to that of wavelet approximation. We remark that our accelerated
finite elements approximations can be applied also to implicit Euler-Maruyama time dis-
cretizations of stochastic parabolic PDEs to achieve higher order convergence with respect
to the spatial mesh parameter of fully discretised schemes. However, as one can see by
adapting and argument from [5], the strong rate of convergence of these fully discretised
schemes with respect to the temporal mesh parameter cannot be accelerated by Richard-
son approximation. Dealing with weak speed of convergence of time discretisations 1is
beyond the scope of this paper.

In conclusion we introduce some notation used in the paper. All random elements are
defined on a fixed probability space (2, F, P) equipped with an increasing family (F;):>o
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of o-algebras F; C F. The predictable o-algebra of subsets of {2 x [0, 00) is denoted by P,
and the o-algebra of the Borel subsets of R? is denoted by B(R¢). We use the notation
0 0?
Di=—-—, Dij=DDj=——,
(9:[1- J J 8$Za$]
for first order and second order partial derivatives in z = (z1, ..., 74) € R%. For integers
m > 0 the Sobolev space H™ is defined as the closure of C§°, the space of real-valued
smooth functions ¢ on R? with compact support, in the norm ||, defined by

o= 3 [ 107 e (1.1)

laj<m

ij=1,2 ..4d

where D* = D{"..DJ* and |a| = a1 + -+ + o4 for multi-indices o = (ay, ..., aq), @; €
{0,1,...,d}, and D! is the identity operator for i = 1,...,d. Similarly, the Sobolev space
H™(ly) of ly-valued functions are defined on R? as the closure of the of l-valued smooth
functions ¢ = (¢;)%°, on R? with compact support, in the norm denoted also by |¢|,, and
defined as in (1.1) with Y02, [D%;(x)|* in place of |[D%p(z)[?. Unless stated otherwise,
throughout the paper we use the summation convention with respect to repeated indices.
The summation over an empty set means 0. We denote by C' and N constants which
may change from one line to the next, and by C(a) and N(a) constants depending on a
parameter a.

For theorems and notations in the Lo-theory of stochastic PDEs the reader is referred
to [13] or [19].

2. FRAMEWORK AND SOME NOTATIONS

Let (Q,F, P, (Ft)i>0) be a complete filtered probability space carrying a sequence of
independent Wiener martingales W = (W?)52; with respect to a filtration (F):>o.
We consider the stochastic PDE problem

dut(x) = [ﬁtut(m) + ft(xﬂ dt + [Mtput<x) + gf('r)] thp7 (t,l’) € [07 T] X Rd> (21)

with initial condition
uo(z) = ¢(x), = €RY, (2.2)
for a given ¢ € H® = Lo(R?), where
Lou(r) = Dyaf () Dju(z)) + by(x) Dyu(x) + ci(w)ul),
Mlu(z) = o (z)Diu(z) + v (z)u(z) for u e H' = Wi(RY),

with P®B(R?)-measurable real-valued bounded functions a®, b%, ¢, and l,-valued bounded
functions ¢ = ()52, and v = (v?)%2, defined on Q x [0,T] x R? for i,j € {1,...,d}.
Furthermore, o/ (x) = al'(x) a.s. for every (t,z) € [0,7] x R. For i = 1,2,...,d the
notation D; = % means the partial derivative in the i-th coordinate direction.

The free terms f and g = (¢9°)52, are PRB (R%)-measurable functions on € x [0, T] x R4,
with values in R and [5 respectively. Let H™(l3) denote the H™ space of ly-valued functions
on R%. We use the notation ||, for the H™-norm of ¢ € H™ and of ¢ € H™(l,), and
0|0 denotes the Lo-norm of ¢ € H® = Ly.

Let m > 0 be an integer, K > 0 be a constant and make the following assumptions.
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Assumption 2.1. The derivatives in x € R? up to order m of the coefficients a, b,
¢, and of the coefficients o, v are P ® B(R)-measurable functions with values in R and
in la-respectively. For almost every w they are continuous in x, and they are bounded in
magnitude by K.

Assumption 2.2. The function ¢ is an H™-valued Fy-measurable random variable, and
f and g = (gf’)f,":1 are predictable processes with values in H™ and H™(ly), respectively,
such that

T
2= fol [ (A + 1) di < oc (@) (23)
0
Assumption 2.3. There exists a constant k > 0, such that for (w,t,x) € Q x [0,T] x R4
d
Z (af () — %Zaip(x)ofp(x))zizj > klz|? forall z = (2%, ...,2%) € R. (2.4)
ij=1 )

For integers n > 0 let W% (0,7") denote the space of H"-valued predictable processes
(ue)eepo,r) such that almost surely
T
/ lug|? dt < .
0

Definition 2.1. A continuous Ly-valued adapted process (u;):cpo] is a generalised solu-
tion to (2.1)-(2.2) if it is in W3(0,7"), and almost surely

t
(ur, ) =(, ) + / (a9 Djus, DFg) + (6 Dstty + cos + for ) ds
0

t
+ / (0 D'ug + vPus + g2, ) dW?
0

for all t € [0,7] and ¢ € C§°, where D} := —D, for ¢ € {1,2,...,d}, and (,) denotes the
inner product in Ls.

For m > 0 set
T
S =10+ [ (1B + a2 ) e (2.5)
0
Then the following theorem is well-known (see, e.g., [19]).

Theorem 2.1. Let Assumptions 2.1, 2.2 and 2.3 hold. Then (2.1)-(2.2) has a unique
generalised solution w = (u;)iefor). Moreover, u € W5(0,T), it is an H™-valued con-
tinuous process, and

T

E sup |u?, + E/ w2 g dt < CER,y,
te[0,T] 0

where C' is a constant depending only on k, d, T, m and K.

The finite elements we consider in this paper are determined by a continuous real
function ¢ € H' with compact support, and a finite set A C Q?, containing the zero
vector, such that ¢ and A are symmetric, i.e.,

Y(—z) = (x) for all z € RY, and A = —A. (2.6)
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We assume that ||, = 1, which can be achieved by scaling. For each h # 0 and = € R?
we set "(-) := ((- — x)/h), and our set of finite elements is the collection of functions
{h: z € Gy}, where

Gh = {thl)\z . )\z EA, ni,nGN}.

i=1
Let V}, denote the vector space

Vh = { Z U(l‘)i/}z : (U(.’L’))ze((;h € gQ(Gh)} ,

z€Gy

where ¢5(Gy,) is the space of functions U on Gy, such that
U5, =B ) U (x) < o (2.7)

ze€Gy,

Definition 2.2. An Ly(R%)-valued continuous process u" = (u}');cjo77 is a finite elements

approximation of u if it takes values in V} and almost surely
t
() =(0,08) + [ 6Dyt DIt + (Dl + el + 1,01 s
0

t
+ [ orDad s vl gt vy awy. 28)
0

for all ¢ € [0, 7] and 9! is as above for x € Gy,. The process u” is also called a Vj,-solution
to (2.8) on [0,7].

Since by definition a Vj-valued solution (u]')iejo7) to (2.8) is of the form

uf(x) = > Uly)(x), =eR?,
yeGy,
we need to solve (2.8) for the random field {U!(y) : y € Gy, t € [0,T]}. Remark that
(2.8) is an infinite system of stochastic equations. In practice one should “truncate” this
system to solve numerically a suitable finite system instead, and one should also estimate
the error caused by the truncation. We will study such a procedure and the corresponding
error elsewhere.

Our aim in this paper is to show that for some well-chosen functions ¢, the above finite
elements scheme has a unique solution u" for every h # 0, and that for a given integer
k > 0 there exist random fields v, v, .. v® and rt, on [0, T] x Gy, such that almost
surely

. hi
Ul@) = v (@)+ Y v (@)= +1l(z), t€[0,T], 2 € Gy, (2.9)
1<5<k J:
where v ..., v®) do not depend on h, and there is a constant N, independent of h, such
that
Esup |h[* Y |ri(z)]? < N|pPFVERS (2.10)
t<T zeGy,

for all || € (0,1] and some m > 4.



6 I. GYONGY AND A. MILLET

To write (2.8) more explicitly as an equation for (U (y)),ec,, we introduce the following
notation:

RSP = (Dgtoy, DX), o, B €{0,1,...,d},
RS = RY = (Dgibx,v)), Ry :=RY := (n,v), X€G, (2.11)
where ¥, := 1}, and G := G;.
Lemma 2.2. For o, € {1,....,d} and A\ € G we have:
R¥ =R R’ =-R} R_,=R,.
Proof. Since (—x) = 1(z) we deduce that for any a € {1,...,d} we have D,¢(—x) =
— Dy (). Hence for any «, 8 € {1,...,d} and A € G, a change of variables yields
R = [ Davte + Dtz = [ Daw(—s 4+ NDis(—2)d:
R4 Rd
= | Dgp(z — N Diwp(2)dz = RS,
Rd

R = / D=z + N(—2)dz = — | Dz = Neh()dz = —F,

Rd
Rov= [ @(==+N(=2)ds = | 9z = ()= = Ry,
R R
this concludes the proof. O

To prove the existence of a unique Vj,-valued solution to (2.8), and a suitable estimate
for it, we need the following condition.

Assumption 2.4. There is a constant 6 > 0 such that
Z Ry 22" > (52 122%, for all (2Y)reg € £2(G).
A\ HEG AEG

Remark 2.1. Note that since v € H' has compact support, there exists a constant M
such that
RSP <M for a, B €{0,...,d} and \ € G.

Remark 2.2. Due to Assumption 2.4 for h # 0, u:=3_ o U(y) hoU = (U(y))yee, €
l5(Gy) we have

wulp =" U@)U(y)(Wh, )

z,yeGy,
= S ReynU @U@ =8 3 V@bt = UR,.  (212)
z,yeGy, zeGy,

Clearly, since ¥ has compact support, only finitely many A € G are such that (x, ) # 0;
hence
W< Y IRapu V@U@ < NS U%@) = NUER,,
z,y€Gy, zeGy,
where N 1s a constant depending only on 1.
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By virtue of this remark for each h # 0 the linear mapping ®,, from ¢5(Gy,) to V, C
Ly(R%), defined by

U = > Uyl for U= (U(z))sec, € (=(Gp),
z€Gy,

is a one-to-one linear operator such that the norms of U and ®,U are equivalent, with
constants independent of h. In particular, V}, is a closed subspace of Ly(R?). Moreover,
since D;i has compact support, (2.12) implies that

N
|Diulp < —||u|| forallueVy,, e€{l,2,..,d},

Id
where N is a constant depending only on D;1) and ¢. Hence for any h > 0
luly < N(1+ |h|™Y|ulo for all u €V} (2.13)

with a constant N = N(v,d, d) which does not depend on h.

Theorem 2.3. Let Assumptions 2.1 through 2.4 hold with m = 0. Then for each h # 0
equation (2.8) has a unique Vj,-solution u. Moreover, there is a constant N = N(d, K, k)
independent of h such that

T
E sup |uf3+E/ lul|3 dt
te[0,7] 0

T
< NE|z"¢|? + NE/ (" folg + > Iw"g2ls) ds < NEK] (2.14)
0
P

for all h # 0, where 7 denotes the orthogonal projection of H® = Ly into Vj,.
Proof. We fix h # 0 and define the bilinear forms A" and B" by
AlMu,v) = (a¥Dju, Div) + (bDyu + cou,v)
B"(u,v) = (¢"Du + vPu,v)

for all u,v € V},. Using Assumption 2.1 with m = 0, by virtue of (2.13) we have a constant
C =C(|h],K,d,d,1), such that

Al (u,v) < Clulolv|o  B™(u,v) < Clulolv]o for all u,v € Vj,.

Hence, identifying V}, with its dual space (V3,)* by the help of the Ly(R¢) inner product
in Vj,, we can see there exist bounded linear operators A" and B" on V}, such that

Al(u,v) = (AMu,v), B"(u,v) = (B"u,v) for all u,v € Vj,
and for all w € Q and t € [0,T]. Thus (2.8) can be rewritten as

t t
ul = 7"p + / (Alul + 7" f,) ds + / (BPul 4 7hg?) dWP, (2.15)
0 0

which is an (affine) linear SDE in the Hilbert space Vj,. Hence, by classical results on
solvability of SDEs with Lipschitz continuous coefficients in Hilbert spaces we get a unique
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Vi-solution u" = (u})icjor). To prove estimate (2.14) we may assume EK§ < oco. By

applying It6’s formula to |u”|2 we obtain

t t
|uh(t)|§:|7rh¢|3+/ [fds+/ Jhe qwe, (2.16)
0 0

with

1" =2(AMul 4+ 7" fo ul) + Z BEwl + 7" gl|3,
p
JeP =2(Byruy + gl uy).

Owing to Assumptions 2.1, 2.2 and 2.3, by standard estimates we get
1< =k () + N ([l + 1B+ Y 192) (2.17)
o
with a constant N = N (K, k,d); thus from (2.16) using Gronwall’s lemma we obtain
T
Eluls + /iE/ lu"|2ds < NEK2 t€0,T] (2.18)
0

with a constant N = N(T, K, k,d). One can estimate E sup,; [uf'| also in a standard
way. Namely, since

DI <N (|l + lgslg) sup [ul]
P s€[0,T

with a constant N = N (K, d), by the Davis inequality we have

< 3E</TZ|JS’W|2 ds)l/Z
0

T 1/2
< 3NE( sup |u§3/0 (Il + 1g.13) ds)

s€[0,7T

t
Esup‘/ Jrawe
0

t<T

1 T

< 1B sup |2 +5N2E / ("2 + |gu?) ds. (2.19)
$€[0,7T 0

Taking supremum in ¢ in both sides of (2.16) and then using (2.17), (2.18) and (2.19), we

obtain estimate (2.14). O

Remark 2.3. An easy computation using the symmetry of ¢ imposed in (2.6) shows that
for every z € R% and h # 0 we have 1" = 4", Hence the uniqueness of the solution to
(2.8) proved in Theorem 2.3 implies that the processes u, " and ul agree for t € [0, 7] a.s.

To prove rate of convergence results we introduce more conditions on ¢ and A.

Notation. Let I' denote the set of vectors A in G such that the intersection of the support
of 1 := 1} and the support of ¢ has positive Lebesgue measure in R?. Then I is a finite
set.
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Assumption 2.5. Let Ry, R and Rf\j be defined by (2.11); then fori,j, k,l € {1,2,...,d}:

> Ry=1, Y RY=0, (2.20)

el el

> MR = 6, (2.21)

el

Z )\k)\lR;j = 5{1,]-}’{;“} for 4 7& j, Z )\k)\lei = 25{1,2-}7{&1}, (2.22)

A€l el
d M =0 and > QY =0, (2.23)
Ael A€l

where

ij’kl = /d 2z D (2) DI (2) dz, ~§\’k = /d 2k Db (2)(2) dz,
R R
and for sets of indices A and B the notation 645 means 1 when A = B and 0 otherwise.

Note that if Assumption 2.5 holds true, then for any family of real numbers X 11,4, j,k,1 €
{1,...,d} such that X;;; = Xj;u we deduce from the identities (2.22) that

d d d
% SN Xiw Y O MNRY =Y Xy (2.24)

ij=1k,i=1 Ael ij=1

Our main result reads as follows.
Theorem 2.4. Let J > 0 be an integer. Let Assumptions 2.1 and 2.2 hold with m >
2J + %l +2. Assume also Assumption 2.3 and Assumptions 2.4 and 2.5 on vy and A. Then

expansion (2.9) and estimate (2.10) hold with a constant N = N(m,J,k, K,d, 1, \),
where v\© = v is the solutwn of (2.1) with initial condition ¢ in (2.2). Moreover, in the

expansion (2.9) we have vt = 0 for odd values of j.

Set )
J .
(@) =Y ™ (@) t€[0,T], z€Gy,

with J := [Z], (co,..,c5) = (1,0...,0)V !, where V! is the inverse of the (J+1) x (J+1)
Vandermonde matrix

Vi = =000 =19, . T+ 1.
We make also the following assumption.
Assumption 2.6.

¥(0) =1 and ¥(A) =0 for A € G\ {0}.
Corollary 2.5. Let Assumption 2.6 and the assumptions of Theorem 2.4 hold. Then

B sup S fule) — al (@) < [WPTENES,
te[0,T] 2€G),

for |h| € (0,1], with a constant N = N(m, K, k, J,T,d, v, \) independent of h, where u is
the solution of (2.1)-(2.2).
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3. PRELIMINARIES

Assumptions 2.1, 2.2 and 2.4 are assumed to hold throughout this section. Recall that
| - |o,n denote the norm, and (-, -)o, denote the inner product in l5(Gy), i.e.,

[erlgn = 101" D @i@),  (e1,02)0m = R" D o1(x)ea(x)
zeGy, z€Gy,

for functions ¢, s € lH(Gy).
Dividing by |h|¢, it is easy to see that the equation (2.8) for the finite elements approx-
imation

up(y) = > Ula)u(y), te(0,T],yeR?,

zeGy

can be rewritten for (U}'(z)).cq, as
L) =)+ [ (EL02) + 71 ) ds
b [ (MUt + gieto) awe )
t €10,T], x € Gy, where

" (x) = o(x + h2)(z)dz,  fM(z) = fi(z + h2)Y(z) dz

Rd Rd
0) = [ e+ hapue) ds (3.2
and for functions ¢ on R?

Tho(x) = Raplx + h), (3.3)

el
Lhp(z) =Y [%Aﬁ(A, z) + %Bf(A, z) + Ch(), x)] oz + h\), (3.4)

el
M) = 37 [ 8P202) + NP O ) ol + ), (3.5)

el

with
AN x) = /R ) ai (x4 hz)Djhx(2) D (2) dz,
BiOo) = [ Hlat b D) s CHa) = [ o+ h2)in()v ) de
St o) = [ o+ b Das(E)o( ds, NP ) = [ vfla+ he)un(2)uz) d

R4

Remark 3.1. Notice that due to the symmetry of ) and A required in (2.6), equation
(3.1) is invariant under the change of h to —h.
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Remark 3.2. Recall the definition of T introduced before Assumption 2.5. Clearly
Ry =0, A\ x) = BE(O\2) = CP(\2) = S (0, 2) = NJ*(Aa) =0 for A€ G\ T,

e., the definition of ", L! and M?’p does not change if the summation there is taken
over A € G. Owing to Assumption 2.1 with m = 0 and the bounds on R?\‘B, the operators
Ll and M} are bounded linear operators on ly(Gy) such that for each h # 0 andt € [0,T]

h,
1L plon < Nulolon, Y IMEPelR, < NZlels

p
for all p € l5(Gy), with a constant Ny, = N(|h|, K,d, 9, \). One can similarly show that
[Z"lon < Nlglon for ¢ € £a(Gy), (3.6)

with a constant N = N (K, d, A, 1) independent of h. It is also easy to see that for every
¢ € Ly and ¢" defined as in (3.2) we have

16" o < N6,
with a constant N = N(d, A, ) which does not depend on h; therefore

T
|6"(3 5 + /0 <!fth TR \gf’ﬂah) dt < N2KC2.
p

Lemma 3.1. The inequality (3.6) implies that the mapping I" is a bounded linear operator
on lo(Gy). Owing to Assumption 2.4 it has an inverse (Z")~! on l5(Gy,), and

1
[(Z")plon < 5\90\0,11 for o € lr(Gy,). (3.7)
Proof. For ¢ € l5(Gy,) and h # 0 we have
(0. Z"0)on = 0" > (@) T"p(x) = [R" D o(@) (s, ) (a + hA)

z€Gy z€Gy AeG
=AY D @) (Wue )py) = WD p(hp) Ra-up(hA)
ze€Gy y—xeGy, AueG
>Rl " LA = b5 -
AeG

Together with (3.6), this estimate implies that Z" is invertible and that (3.7) holds. [

Remark 3.2 and Lemma 3.1 imply that equation (3.1) is an (affine) linear SDE in
the Hilbert space ¢3(Gy,), and by well-known results on solvability of SDEs with Lips-
chitz continuous coefficients in Hilbert spaces, equation (3.1) has a unique ¢5(Gy,)-valued
continuons solution (Uy)epo,r), which we call an £5-solution to (3.1).

Now we formulate the relationship between equations (2.8) and (3.1).

Theorem 3.2. Let Assumption 2.4 hold. Then the following statements are valid.
(i) Let Assumptions 2.1 and 2.2 be satisfied with m = 0, and

=) _ UMl telo,T] (3.8)

ze€Gy,
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be the unique Vy-solution of (2.8); then (U")iepp,r) is the unique ly-solution of (3.1).

(i1) Let Assumption 2.1 hold with m = 0. Let ® be an ly(Gy,)-valued Fo-measurable
random wvariable, and let F = (Fy)icpm and G* = (GY)jo1 be o(Gp)-valued adapted
processes such that almost surely

T
K= 9B+ [ (1Pl + 3 I6¢R.) dt < oo
p
Then equation (3.1) with ®, F and G in place of ¢", f* and g#", respectively, has a
unique l(Gy)-solution U = (U")sejo.r). Moreover, if Assumption 2.3 also holds then

E sup |U'2, < NEKZ, (3.9)
te[0,T7] ’ ’

with a constant N = N(K,d, k,d, A, 1)) which does not depend on h.

Proof. (i) Substituting (3.8) into equation (2.8), then dividing both sides of the equation
by |h|? we obtain equation (3.1) for U" by simple calculation. Hence by Remark 3.2 we
can see that U" is the unique ¢5(G)-valued solution to (3.1).

To prove (ii) we use Remark 3.1 on the invertibility of Z" and a standard result on
solvability of SDEs in Hilbert spaces to see that equation (3.1) with ®, F' and G” has a
unique £5(G)-valued solution U". We claim that u?(-) = >yt U (y)¥p(-) is the Vj-valued
solution of (2.8) with

o) = > (@) 'e(l(),  fil-) =D (@ FEm)e(),
y€Gy y€Gy

and
g =D (@G (),
yeGy,
respectively. Indeed, (3.3) yields

(B~ (0, w8) = B Y (0 o) (@) (y) = Y Rue (T") ' 0(y)

yeGy yeGp
= T"{(T") '@} (z) = B(z), =z € Gy
In the same way we have
A (fota) = Fi(w),  [B]™(gf, ¥5) = Gi(x) for = € Gy,

which proves the claim. Using Remarks 2.2 and 3.1 we deduce

N N
¢l < NI(Z") 7 o < 5 1®lon,  Ifll < NI(Z") 7' Felon < 5 |Eiloa,

_ N?
SIgIP < N> @G, < 5 pLEAT
P P

p
with a constant N = N(v, A). Hence by Theorem 2.3

T
Bsup [} < NEWE, + NE [ (IER,+ Y I6¢3,.) d
< 0 o
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with N = N(K,T,k,d, ¢, A, ) independent of h, which by virtue of Remark 2.2 implies
estimate (3.9). O

4. COEFFICIENTS OF THE EXPANSION

Notice that the lattice G;, and the space Vj, can be “shifted” to any y € R?, i.e., we can
consider Gy (y) := G;, +y and

Vi) i={ D U@l (U@)see,) € Gay) }-
r€Gh(y)

Thus equation (2.8) for u" = D reC(y) U(z)yh should be satisfied for v, z € Gp(y).

Correspondingly, equation (3.1) can be considered for all 2 € R? instead of x € Gy,.

To determine the coefficients (v(j))é?:1 in the expansion (2.9) we differentiate formally

(3.1) in the parameter h, j times, for j = 1,2,...,J, and consider the system of SPDEs
we obtain for the formal derivatives

ul?) = DiUh}hzo, (4.1)

where D) denotes differentiation in h. To this end given an integer n > 1 let us first
investigate the operators Z(™ ﬁﬁ”) and /\/lin)p defined by

IWp(x) = DpT o(x)|, o LVe(x) = DpLhp(a)],
M o(x) = DiMPp(z)], (4.2)
for ¢ € CF°.

Lemma 4.1. Let Assumption 2.1 hold with m > n+ 1+ 2 for nonnegative integers | and
n. Let Assumption 2.5. also hold. Then for ¢ € C§° and t € [0,T] we have

Tl < Nlolien, L7701 < Nlglisarn, S IM™ 0P < Nl (4.3)
P

with a constant N = N(K,d,l,n, A, V) which does not depend on h.
Proof. Clearly, Z") = % ser Fa0Y g, where

d
Orp =Y N Djp. (4.4)
=1

This shows the existence of a constant N = N(A,,d,n) such that the first estimate

in (4.3) holds. To prove the second estimate we first claim the existence of a constant
N = N(K,d,l, A, 1) such that

D@, )y |, < Nlliinsa (45)
for

®,(h,x) :=h? Z o(z + hA) / af (x4 hz)Djibx(2) D (2) dz.

el R4
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Recall the definition of RY given in (2.11). To prove (4.5) we write ®;(h, 2) = 30, @ii)(h, )
for h # 0 with

q)il)(h, r)=h"? Z o(x + h\) /d af (x)Djabx(2) D (2) dz

el R

2” Z(pa:—l—h)\

el

QDEZ)(h,x) =pt Z o(x 4+ hA) / ZDkat V2 DA (2)Di(2) dz,
AeT =
=h™'> p(z+hA)Da ()55,
Ael

for
S = / 2Dy (2) Di(2) dz € RY,
Rd
and

1
)(h, ) Z o(x + h\) / / (1 — ) Dyay (z + h2)2" 2" Djipa(2) Db (2) did dz,
AeT 0

where Dy, := Dy D,. Here we used Taylor’s formula

Z f / (1—0)" "V (ho) db (4.6)

0
with n = 1 and f(h) := a7 (x + h)).
Note that Lemma 2.2 and (2.20) in Assumption 2.5 imply

hn+1

oM (h,z) = —at )Y R{B2(p(x + hA) — 20(x) + o(z — b))
el
1
— 5% Iz )ZR”/ / p(x + hA(0; — 6,)) dbdb,. (4.7)
el

To rewrite ®” (h,z) note that S, = —5¥; indeed since ¢(—z) = 1(z) the change of
variables y = —z implies that

5%, = [ =D+ NP1t == [ yDywl=y + D)y
:_Aﬂpww—ﬂmwwwz—W- (4.8)

Furthermore, an obvious change of variables, (4.8) and Lemma 2.2 yield
s = [ Dt~ >wHM—/@+»Zw>@m+Mw
Rd
= / 2Dp(2)Djp_x(z)dz + )\/ D a(2)dz
R4
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= 5% 4+ ARY, = —SU 4+ ARY.
This implies
S+ SY =ARY, i,j=1,...4d.
Note that since a (z) = a]'(z), we deduce
Da (2)SY = Day (x)S}' = §Da? (z)ARY = §Rf\78)\a? (x), (4.9)
for O\ F defined by (4 4). Thus the equations (4.8) and (4.9) imply

Z h~Ho(z + hA) — @(z — hA))Da? (2)SY

25
1 o 1
=3 Z RY0\ay () 2/ Ohp(z 4+ hA(20 — 1)) db. (4.10)
Ael 0
From (4.7) and (4.10) we get
Dro (h,x)|,_, = —at r)y Ry / / A+2( — 05)" dbydb,,
Aer
Dy (h,x)|,_, = ZR”&WZ’/ O () (260 — 1)" d6.
A€l

Furthermore, the definition of <I>t (h, x) yields
na(3
Dhq)g )<h,l’>‘h:0

= Zi( )an * /Rd/ 0)0" 0% Dyaay? ()22 Djih(2) Di (=) dO dz.

A€l k=0

Using Assumption 2.1 and Remark 2.1, this completes the proof of (4.5).
Taylor’s formula (4.6) with n =0 and f(h) := bl(z + hz) implies

®y(h,z): = h" Z o(z + hA) /d bi(x + hz) Dby (2)0(2)dz

Ael

=0 (h,z)+ 0 (h, ),

with
O (h,x) = h™'}(x) > p(x + hA)
el
1 d
O (h,x) = > @z + hA) / / (1—0)) _ Dybj(x + hfz) 2, Ditpa(2)1)(2)dbd:z.
el k=1

Using Lemma 2.2 and Computations similar to those used to prove (4.5) we deduce that

Z W' (x4 hA) — oz — BA)]bi(2) R,

Ael“
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(x)> R} / A (z + hA(20 — 1)) do,

AeT
which yields

1
DL (b, 2)]y = (o) D ROL (o) [ (20~ 1"

A€l 0

Furthermore, the definition of ®®)(h, z) implies
Dpo ()], _,

=2 Z (Z) /]R , /0 1(1 — 0)0% " (x)0°02 Dabj(x) 2 Db () (2) dO dz.

A€l a=0

This implies the existence of a constant N = N(K,d, 1, A,v) which does not depend on
h such that

| Di®u, sy, < Nlilisnsa: (4.11)
Finally, let
O (h, z) = ng x+ hA) / (x4 h2)a(2)Y(2)dz.

Ael
Then we have

Dra® (h,x)|, ZZ( )3;‘_‘190(:16) /R Ba(n)a(2)(2) dz

AeT a=0
so that
‘DZCI)§6)(h, -)!hzo‘l < N|@lign (4.12)
for some constant N as above.
Since Lhp(x ) O, (h, ) + ®y(h, 2) + 0! (h x), the inequalities (4.5), (4.11) and (4.12)
imply that EE satisfies the estimate in (4.3); the upper estimates of ME")”’ can be proved
similarly. U

For an integer k£ > 0 define the operators L( h M W and [k h by

ko .

5 (k)h L ~(k)h, h, h*

L =rio =) —Lie, M ”soz/\/lt”so—zz.—,/\/li)”%
i=0 i=0

k .
N h! ;
JWhy = They — Z ﬁI( ), (4.13)
i=0
where E(O) = L, /\/l(o) s ? and Z( is the identity operator.

Lemma 4.2. Let Assumption 2.1 hold with m > k+ 1+ 3 for nonnegative integers k and
n. Let Assumption 2.5 also hold. Then for ¢ € C5° we have

2(k)h “r(k)h,
L0l < NI linrs, D I < N2[RPE2 |02, .
P
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F(k)h k+1
(1"l < NIR il
for a constant N which does not depend on h.

Pmof We obtain the estimate for L by applying Taylor’s formula (4.6) to f(h) =

t (h, x) for i =1,...,6 defined in the proof of Lemma 4.1, and by estimating the remain-
der term

hk—H 1
o / (1 —60)* f&+ D (hg) do
: 0

using the Minkowski inequality. Recall that Lip(x) = £§°)¢(x). Using Assumption
2.5 we prove that £ ¢(x) = limy_oLlo(z). We have Lho(z) = 35 @ (h, ) for
h # 0. The proof of Lemma 4.1 shows that éii)(o,x) = limy,_,0 Cbgi)_(h,x) exist and we
identify these limits. Using (4.7), (4.10) and (2.24) with X;;u = a/(x)Dup(x) (resp.
Xiju = Opal ()0p(x)) we deduce

&3(1)(0, ) Z ZDleSO Z)\k)\l X —Za ZJSD

.3 Ael
(D(Q) Z Z akat 6;90 Z )\k)\lR 1 = Z 0; CLt
.3 Ael

which implies that ci>§”(o,x) + &DEZ)(O,JJ) = Di(aiijgp)(:U). The first identity in (2.23)
(resp. (2.21), the second identity in (2.23) and the first identity in (2.20)) imply

&)gg)(oax) :%%0@) ZZDklat ZQ” M=

el
o0, z) Zb’ Z@kgo ) RN =) bi(x)d
el i
&7 (0,2) = gD ZZDkb’ 7)Y QY =0
el
%0, z) ZR,\ = (@).
el

This completes the identification of L£; as the limit of £!. Using once more the
Minkowski inequality and usual estimates, we prove the upper estimates of the H' norm
of Lgk)hnp. The other estimates can be proved similarly. U

Assume that Assumption 2.2 is satisfied with m > J +1 for an integer J > 0. A simple
computation made for differentiable functions in place of the formal ones introduced in
(4.1) shows the following identities

o9 (x) / Dl 2)dz, fO( / O fi(x)(2) dz, gl / dz,
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where 0! is defined iterating (4.4), while ¢", f and gf ? are defined in (3.2). Set

J ; J . J .
A h' & Ak L ~(J)h ph'
O =gt =Y o = g =Y S 1 and g =g =Y g (414)
i=0 i=0 =0 .

Lemma 4.3. Let Assumption 2.1 holds with m > I+ J 4+ 1 for nonnegative integers J
and l. Then there is a constant N = N(J,1,d, ) independent of h such that
Gy < BN Glars, 1A < NI Sl 105710 < NIR gl s,

Proof. Clearly, it suffices to prove the estimate for é(‘] and we may assume that ¢ € Cg°.

Applying Taylor formula (4.6) to f(h) = ¢"(x) for the remainder term we have

. hJJrl

Pph / / 0)7 07 p(x + Oh2)(2) dz.

R4
Hence by Minkowski’s 1nequahty and the shift invariance of the Lebesgue measure we get
hJ+1
< [ [ =07 0ot n)dv(a) s < N ol
Rd

with a constant N = N(J,m,d, 1) which does not depend on h. U

Differentiating formally equation (3.1) with respect to h at 0 and using the definition
of T in (4.2), we obtain the following system of SPDEs:

dvt+2() d\) = { )yl +ft+2() )}dt

1<5<i 1<5<i
MO gl 3 ( ) Drofi=Y awwe. (4.15)
1<5<i
v (2) = ¢(x), (4.16)

fori =1,2,...,J,t €[0,T] and x € R? where Ego) = Ly, Mﬁo)" = M?, and v = u is
the solution to (2.1)-(2.2).

Theorem 4.4. Let Assumptions 2.1 and 2.2 hold with m > J+1 for an integer J > 1. Let
Assumptions 2.3 through 2.5 be also satisfied. Then (4.15)-(4.16) has a unique solution
(WO, ..., vY) such that v™ € Wt ="(0,T) for every n = 0,1, ...,.J. Moreover, v™ is a
H™ " -valued continuous adapted process, and for everyn = 0,1, ..., J

T
Esup v, + E/ M2, dt < NER2, (4.17)
t<T 0

with a constant N = N(m, J,d, T, \,v, k) independent of h, and R, defined in (2.5).

Proof. The proof is based on an induction argument. We can solve this system consecu—
tively for ¢ = 1 2,...,J, by noticing that for each i = 1,2, ..., k the equation for v does

not contain v(™ for n=1i+1,..,J. For i =1 we have v(()l) = ¢ and

dv (1)+I(1)du ={Lw" + 11V 4+ £,y dt
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+ MM 4 g% pmODP Y AWy,
ie.,
) = (£l + F) dt + (MP® + g awy,
with
RO = =20 f + (L) = IO L),
R L SO VIS O VT

By virtue of Theorem 2.1 this equation has a unique solution v(!) and

T
Esuplo' | + E / VP2, dt
0

t<T

< NE|gWE,_, + NE / (OB + 1) dt
Clearly, Lemma 4.1 implies
6DP < N6 1 s + 1O films < Nlfilmrs 108 =T )r < N1gf |,
(L1 = ZOL)ul s < Nlulyir, Y (M = TOMu, < Nul2,

p
with a constant N = N(d, K, A, 4, m) which does not depend on h. Hence for m > 1

T
Esup)%,_, + E / VP2, dt
0

t<T
< NE|¢l,, + NE /T (felmor + lgelin + [l ) dt < NEST,.
Let j > 2. Assume that for every i < j the equation for v has a unique solution such
that (4.15) holds and that its equation can be written as U(()) = ¢t and
dvf = (Lo + f7) dt + (MPv” + %) W

with adapted processes f and §V? taking values in H™ = and H™ " respectively, such
that

T .
B[ (RR o+l ) de < NES, (4.18)
0
with a constant N = N(K,J,m,d, T, k, A, 1) independent of h. Hence
T
E< sup |U1$l)|72n—i +/ ‘Utl)|m+1 —1 ) S NEﬁ?n? Z = 17 7] — L (419)
te[0,T] 0

Then for v) we have
dv = (Lo + [P dt+ (MEo? + g7 awt o)) =6V, (4.20)
with

O (2> (£~ TOL)fI ) — 3 <i)I()ft(J ),

1<i<j 1<i<j
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i j i) =(g—1
g% =g+ 3 () 70 pe) ol — Z(i)Iogt(J »
1<i< 1<i<y

Note that |ft ‘ |m 1—j < N|film=-1 ; by virtue of Lemma 4.1, and by the inequalities (4.18)
and (4.19) we have

E/ (£ — 20 L)l ”|,2nj1dthE/ o2 dt < NER2,
0

E/ ZOFII1R dthE/ 1F9 ™ e jir dt < NES2,
0 0

where N = N (K, J,d, T, k,1,\) denotes a constant which can be different on each occur-
rence. Consequently,

T .
B [ VfPF it < NES,
0
and we can get similarly
T
E/ 972, dt < NES2,.
0

Hence (4.20) has a unique solution v), and Theorem 2.1 implies that the estimate (4.17)
holds for v¥) in place of v(™. This completes the induction and the proof of the theorem.

g

Recall that the norm | - | has been defined in (2.7).

Corollary 4.5. Let Assumptions 2.1 and 2.2 hold with m > g+J+1 for an integer J > 1.

Let Assumptions 2.3 through 2.5 be also satisfied. Then almost surely v is continuous
n (t,z) € [0, T]xR? fori < J, and its restriction to Gy, is an adapted continuous lo(Gy,)-
valued process. Moreover, almost surely (4.15)-(4.16) hold for all x € RY and t € [0,T],
and

E sup sup v ()] + Esup B en SNER,, j=12.J
tel0,7] =z

for some constant N = N(m, J,d, T, A, 1, k) independent of h.

One can obtain this corollary from Theorem 4.4 by a standard application of Sobolev’s
embedding of H™ into C? for m > 2 + d/2 and by using the following known result; see,
for example [7], Lemma 4.2.

Lemma 4.6. Let ¢ € H™ for m > d/2. Then there is a constant N = N(d,\) such that
1lon < Nl

where I denotes the Sobolev embedding operator from H™ into Cy(R?).
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5. PROOF OF THEOREM 2.4
Define a random field 7 by
N
ri(a) = up(a) = Y u(@) (5.1)
0<i<J ’
where (v, ... v()) is the solution of (4.15) and (4.16).

Theorem 5.1. Let Assumptions 2.1 and 2.2 hold with m > g + 2J 4+ 2 for an integer

J > 0. Let Assumptions 2.3 through 2.5 be also satisfied. Then " is an l5(Gy,)-solution
of the equation

I'dry (z) =(Lir(x) + F)(x)) dt + (/\/l? Priv(z) + G?”’(m)) awy, (5.2)
i () =" (a), (5.3)
where F" and G" are adapted €5(Gy,)-valued such that for all h # 0 with |h| < 1

T
E/ (|1FM7, Gh)+|G"|L,2 ) dt < N|hPVVER2 (5.4)
0

where N = N(m, K, J,d, T, k,\,v) is a constant which does not depend on h.
Proof. Using (5.1), the identity ul(z) = U}(z) for z € G; which is deduced from As-
sumption 2.6 and equation (3.1), we deduce that for x € Gy,

J .
d(Z"r}(z)) = dI"U]" — Z EIhdvg )(x)

=0

J 5 '
=[£IV @) + @)t + [MU ) + g (@)]awd =3 b (@),

T pi
=Ll (z)dt + [ Z—| z) + fl'(z )}dt+M?”r{L( )dW Y
J hz J hz
h, (%) h 3, (3)
+] t”;_;ﬁ (x) + g (a )]dwg’—;ﬁz ) (5.5)

Taking into account Corollary 4.5, in the definition of dvfi)(x) in (4.15) we set
dvf () = [B(i)i(w) + F(i)u(w)]dt + [0(0)7 (x) + G(0)f (x)] WY, (5.6)

where B(i); (resp. o(i){) contains the operators £V) (resp. Mij)p) for 0 < j < i while

F(i); (resp. G(i)}) contains all the free terms ik (resp. gfj)p) for 1 < j <. We at first
focus on the deterministic integrals. Using the recursive definition of the processes v in
(4.15), it is easy to see that

7

e+ Y () DB(i — j), Z(j)ﬁ“ (=9 (5.7)

1<5<i Jj=0
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het 3 ()20 - =1 (538)

1<5<i

In the sequel, to ease notations we will not mention the space variable z. Using the
expansion of Ll Th and the definitions of L\”" and 1) in (4.13), the expansmn of ft
and the definition of f”" given in (4.14) together with the definition of dv{” in (5.6), w

deduce
J i ‘ J hz . 6
Zo ! , ' j=1

where

'L+] J+
J b J b
= (J),h i -
=L Z?vt() —I(J)’hZFB i
i=0 i=0
h d h] hZ J N
T'(4) = Z V(i — j).
=0 =0 5=0
J .

=0 o0<j<J

Equation (4.15) implies

70 =S e+ 3 ()bt o35 (o

=0 7j=1

Using the recursive equation (5.7) we deduce that for every h > 0 and ¢ € [0, 77,

TM(1) =0. (5.9)
A similar computation based on (5.8) implies
T(4) = 0. (5.10)

In 7,7(2) all terms have a common factor h’/*!. We prove an upper estimate of

T . .
B [ 1EOR
0
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for 0 < 4,5 < J. Let I denote the Sobolev embedding operator from H* to Cy(R?) for
k> d/2. Lemma 4.6, inequalities (4.3) and (4.17) imply that for k > d/2,

E/MQ%W&ﬁSNE/M?w%ﬁSNQ/wwamw<AwﬁﬂWm
0 0 0

where the constant N does not depend on h and changes from one upper estimate to the
next. Clearly, for 0 <i,7 < Jwithi+j7>J+ 1, wehavei+j+k+1> 2J—|—1+g.
Similar computations prove that for i, 5 € {0, ..., J} withi+j > J+1 and k > g,

T J
E/ |[I<i>B(j)t\§hdt§NZE/ o0 dt
0 ’ —0 0
J T (D)2
SN;E/O ‘Ut] ‘k+z‘+l+2dt
=0

2
SNER iy

These upper estimates imply the existence of some constant N independent of h such
that for [k € (0,1] and k > ¢

T
E/rﬁmmw<NWW“E%mﬂ (5.11)
0

We next find an upper estimate of the |- |o;, norm of both terms in 7,%(3). Using Lemmas
4.6, 4.2 and (4.17) we deduce that for k > ¢

J

. |
. Bio 2
J),h ) Jh
E/ ’ILﬁ) ) ﬁvt“OhdzngE/ (), § Z'
0 b

i=0 i=0

<N|h|2“+”z 0y R

§N|h‘2(J+1)Eﬁk+2J+27

k

where N is a constant independent of h with |h| € (0,1]. Furthermore, similar computa-
tions yield for k > ¢ and |h| € (0, 1]

. T ]f(J%th:hiB' 2 T, J iA(J),h 2

/O ) > (in] ,dt gNE/O ‘E;Z—'I B(@)t’kdt
<N[AP VB / TEJ:)Z (i)c%("‘”r dt
- o S\ KR P

J i
il
SNW%]H) Z Z |U§ )’i+J+l+3dt

=0 [=0
SNIWPIVER ).
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Hence we deduce the existence of a constant N independent of h such that for |h| € (0, 1],
T
B [ ITM3)Badt < NIBPUDERE ) (5.12)
0

where £ > %.
We next compute an upper estimate of the | - o, norm of 7,"(5). All terms have
a common factor h/*Y. Recall that Z® = Id. The induction equation (5.8) shows

that F(i); is a linear combination of terms of the form ®(i), := (I(al))kl...(l(“i))kift
for a,, k, € {0,...,i} for 1 < p < i with Z;zl apyk, = i, and of terms of the form
U(i), = (T)" () 19D for 1< j < i, by ly € {0,.i—j} for 1 <p<i—j

with Z;—:Jl byl, +j = i. Using Lemmas 4.6 and 4.1 we obtain for k£ > %l, i,j=1,...J
T ‘ r
B [ Z90)R e <NE [0 ar
0 0
T
<VE [ (@il
0
T
SNE/ |ft|%+j+a1/€1+"'aikidt
0

T
SNE/ |ft|ﬁ+i+jdt < NEﬁiHH.
0

A similar computation yields

i—j

T LA
E/ |II(])\IJ(i>t’(2)7h dt SNE/ ‘ft(l)‘2+j+b1l1+~~-+bz‘fjl
0 0

T
<NE /0 | felia s oy Ot
<NER ;e

These upper estimates imply that for k£ > %l, there exists some constant N independent
on h such that for |h| € (0,1)

T
B [ (TG de < NPV ER],,. (5.13)
0

We finally prove an upper estimate of the | - | s-norm of both terms in 7,*(6). Using
Lemmas 4.6 and 4.3, we obtain for k > %,

T T
E / [IfP"2, dt <NE / | fO" ] at
0 ’ 0

T
SNVIWPOE [t
0

<NIAPYTVERL 4,
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where N is a constant which does not depend on h. Furthermore, Lemmas 4.6 and 4.2
yield for k > ¢ and |h| € (0, 1],

(2

! ! h 2(J)h p(3)
B P N jnn gt
/ >

2
dt
k

2 T h’ 2(J)h £(3)
dt <NE ‘ Ly
0h /0 ; 7! fi

T J
<NV E / S 1A Ryt
0 =0

§N|h|2(J+1)Eﬁi+2J+1»

for some constant /N independent of h. Hence we deduce that for some constant N which
does not depend on h and k > £, we have for |h| € (0,1]

T
b / 1 T(6)]3,, dt < N|RPYTVERE ) 0. (5.14)
0

Similar computations can be made for the coefficients of the stochastic integrals. The
upper bounds of the corresponding upper estimates in (5.11) and (5.12) are still valid
because the operators MY are first order operators while the operator £; is a second

order one. This implies that all operators /\/li1 ? Mﬁ”” and Mt(‘])h contain less derivatives
than the corresponding ones deduced from L;.

Using the expansion (5.5), the upper estimates (5.9)-(5.14) for the coefficients of the
deterministic and stochastic integrals, we conclude the proof. U

We now complete the proof of our main result.

Proof of Theorem 2.4. By virtue of Theorem 3.2 and Theorem 5.1 we have for |h| € (0, 1]

T
B sup Il < NEIG S+ NE [ (FE,+1Gulha) e < IWEODNES,
tel0,T 0

Using Remark 3.1 we have U;" = U} for t € [0,T] a.s. Hence from the expansion (2.9)
we obtain that v) = —v() for odd j, which completes the proof of Theorem 2.4. O

6. SOME EXAMPLES OF FINITE ELEMENTS

In this section we propose three examples of finite elements which satisfy Assumptions
2.4, 2.5 and 2.6.

6.1. Linear finite elements in dimension 1. Consider the following classical linear
finite elements on R defined as follows:

P(x) = (1= [2]) Lgai<y- (6.1)

Let A = {—1,0,1}; clearly ¥ and A satisfy the symmetry condition (2.6). Recall that T
denotes the set of elements A € G such that the intersection of the support of ¢, := 1} and
of the support of 1) has a positive Lebesgue measure. Then I' = {—1,0, 1}, the function
v is clearly non negative, [, ¥ (z)dx =1, ¢(x) = 0 for z € Z\ {0} and Assumption 2.6
clearly holds.
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Simple computations show that

! 2 ! 1
R0:2/ ?dr ==, R_,=R; :/ z(l—x)dx = .
0 3 0 6

Hence Z,\er R, = 1. Furthermore, given any z = (z,) € ¢2(Z) we have using the Cauchy-
Schwarz inequality:
1
&

2 1 1 1
> (5224 o + ) 2 §||Z — e (@) =5l

nez neE”L

Hence Assumption 2.4 is satisfied. Easy computations show that for e € {—1,1} we have

Ry'=-2, R'=1, R;=0 andR =

5
Hence Y, R}' = 0, which completes the proof of (2.20). Furthermore, Y, . AR} =1
which proves (2.21) while )°,  A*R}! = 2, which proves (2.22).
Finally, we have for e € {—1,1}
2 €

QLI — -5, QUM — %7 M =0 and O = -
This clearly implies ), - Q" =0 and > ser Q' = 0, which completes the proof of
(2.23); therefore, Assumption 2.5 is satisfied.

The following example is an extension of the previous one to any dimension.

6.2. A general example. Consider the following finite elements on R? defined as follows:
let 1 be defined on R by ¢(x) = 0 if x ¢ (—1,+1]? and

H (1= |zx|) for == (z1,...,24) € (—1,+1]% (6.2)
k=1

The function ¢ is clearly non negative and [, ¢(z)de = 1. Let A = {0, exey, € €
{—=1,41}, k=1, ...,d}. Then ¢ and A satisfy the symmetry condition (2.6). Furthermore,
Y(x) =0 for x € Z¢\ {0}; Assumption 2.6 clearly holds.

These finite elements also satisfy all requirements in Assumptions 2.4-2.5. Even if these
finite elements are quite classical in numerical analysis, we were not able to find a proof
of these statements in the literature. To make the paper self-contained the corresponding
easy but tedious computations are provided in an Appendix.

6.3. Linear finite elements on triangles in the plane. We suppose that d =
and want to check that the following finite elements satisfy Assumptions 2.4-2.6. For
t=1,...,6, let 7; be the triangles defined as follows:

={2ecR*:0< <0, <1}, n={reR*:0< 2, <, <1},
:{xER2'0<332<13:2—1<:E1<0} n={rcR*: —1 <z <y <0},
={reR*: 1< 2, <1 <0}, s={r €R*:0< 2, < 1,2 — 1<, <0}. (6.3)
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4 6
5

Let ¢ be the function defined by:
Y(x)=1—|z1]on 1y UTy, ¥(z) =1— |z2/0n 75 U 75,
Y(x) =1— |21 — x2|0n 73 U T, and t(z) = 0 otherwise. (6.4)

It is easy to see that the function ¢ is non negative and that fR2 Y(x)der = 1. Set
A = {0,ey, —eq, €9, —es}; the function ¢ and the set A fulfill the symmetry condition
(2.6).

Furthermore, I' = {6161 + €96y : (€1,63) € {—1,0,1}% €165 € {0, 1}} Hence 1) satisfies
Assumption 2.6.

For i = (iy,1) € Z?, let 1 the function defined by
Qﬁi(il?l, 56'2) = w((ﬂﬁl,lé) - i)-
For v =1,2,...,6, we denote by 7, (i) = {(z1,22) : (z1,22) —i € 7, }. Then
Dy = —1 on 71(i) U 76(i) and Dyh; = 1 on 73(i) U 74(1),
Dotp; = —1 on 7o(i) U r3(i) and Daty; = 1 on 75(i) U 76(1),
D1t = 0 on 7o(i) U7s(i) and Dathy = 0 on 71(i) U 74(3).
Easy computations show that for i € Z?, and k € {i+ X: A €'}

1 1
(W1, i) = 5 (1, Yx) = T
and (¢4, v;) = 0 otherwise. Thus

SR =Y ) =y +6x =1,

Ael Ael

which proves the first identity in (2.20). First we check that given any a € (0, 1), for
some positive constants C; and Cy we have for every (U;) € lo(Z?)

DTS / dr, / (1= 20)Us + (@1 — 22)Viser + 22Uspersen | ds
i i 0 0

2
dl‘l

« )
+ Z/ dI2/ ‘(1 — 22)Ui + (22 — 21)Uite, + 21Uite; 4o,
— Jo 0

2
(0]
2|UI*(a* = Cra® = Cra®) > U1

the last lower estimates follow from the Cauchy-Schwarz inequality and from the fact that
when « € (0,1) is small enough. Therefore, we have 1 — Cya — Cya® > % This proves
that Assumption 2.4 is satisfied.
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We next check the compatibility conditions in Assumption 2.5. Easy computations
prove that for k = 1,2 and | € {1,2} with | # k, €,¢, € {—1, 1} we have
(Dkwa Dkw> :27 (Dklp? Dkl/Jekek) = -1, (Dkw7 D/ﬂpq&;) = 07
(Drth, Dypa) =0 for A = €161 + ezeq, €16 = 1,

while

1

(Dkvalw) = _17 (DkwaDlwekek) = (DkwaDlwqel> = 57

1
(Dr), D)y = 3 for A = €161 + €2e9, €169 = 1.
Hence for any k,l = 1,2 and [ # k we have
1 1
Z(Dk¢7Dk¢,\) =2+2x(-1)=0, Z(DkwaDﬂﬂ,\) =—-1+4+4x 3 +2x (- 5) =0.
Ael Ael

This completes the proof of equation >, Ry = 0 and hence of equation (2.20). Fur-
thermore, given k,l = 1,2 with k # [ we have for o« = k or a = [:

ZR];kAk)\k =— Z(DW, Dy )MeA, =2 x 17 = 2,

A€l Ael

ZRﬁk)\l)‘l = - Z(Dk@/), Dihy) A = 0,

el el
S RN = =) (D, Diha) e = 0,
Ael el
1 1
D RN = =) (Drty, Din) M = g X 1% + 5(—1)2 =1,
el el

D R AAa = = Y (Db, Diha) e = 0.

AeT AeT
The last identities come from the fact that (Dyt, Ditpee,) , (D), Ditbee,) OF (Dith, Dithe(e; 4es)
agree for e = —1 and € = 1. This completes the proof of equation (2.22).

We check the third compatibility condition. Using Lemma 2.2 we deduce for k,1 = 1,2
with k # [ and € € {—1,+1}

€
(Dk¢7¢) = 07 (Dkweekaw) = gv
€ €
(Dkweepw) = _6: (Dkwe(el+ez)aw) = 6
Therefore, using Lemma 2.2 we deduce that
1 1 1 1
> (Dytbn, )M = §+(—1) x (— g) +6+(_1> x (- 6) =1,
Ael
1 1 1 1
D AN=—+=Xx(-1)+==—=x(=1)=0
;( RENEE)RY 6+6X( )+6 6X( )

This completes the proof of equation (2.21).
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Let us check the first identity in (2.23). Recall that
== [ auDw(ED;in):
R2

and suppose at first that ¢ = j. Then we have for k #4, « # 1, k # 1l and e € {—1,+1}

QO - _57 ee; 57 eeq Qe(ei—i-ea) - 0’
. 1 y 1 . o
i,k — ii,kk __ — it,kk __ )it —
0 - _37 ee; 67 e Q€(€i+€k) B O’
iy 1 g 1 y .
ikl ikl ikl __ it _
0 - 6’ ee; 127 € Q€(€i+ea) - O
Suppose that i # j; then for k # [ and € € {—1,+1} we have
1 1 1
(A il i 2], ——
0o - 6’ ee; 19’ €e; 4’ Qe(ei—l—ej) 4’
935 _ LY R ST R Qi B
6’ €e; 19’ €e; 12’ e(ei+e;) 192’
g 1 . 1 g 1 g 1
igkl _  — ikl ikl ij,kl ——
0" =Ty W Ty W g7 Qeterre) =g

The above equalities prove ), Qf\j’kl = 0 for any choice of i, j, k,
first identity in (2.23) is satisfied. .
We finally check the second identity in (2.23). Recall that Q%* = Jae 2 DA (2)1(2)dz.

Fori=#k e {1,2}, j € {1,2} with i # j and € € {—1,+1} we have

1,2. Hence the

Nijg 3 Nijg 3 i 1 Q” _ 1
0o — 12 cei — o’ €j 9y’ cleite;) — 94°
Hence 37, Q%' = 0. Let i # k; then for e € {—1,+1} we have
. - . 1 . 1
ik _ Ak _ oWk~ i,k -
0 — Yee; — Oa eer 19’ Qe(e¢+ek) - 12°

Hence ), Q%" = 0 for any choice of i,k = 1,2, which concludes the proof of (2.23)
Therefore, the function ¢ defined by (6.4) satisfies all Assumptions 2.4-2.6.

7. APPENDIX

The aim of this section is to prove that the example described in 6.2 satisfies Assump-

tions 2.4 and 2.5.
For k=1, ....d, let e, € Z% denote the k-th unit vector of R?; then G = Z? and

d

= {Zekek D e € {—1,0,1}for k = 1,...,d}.

k=1
For fixed k = 1,....d (resp. k #1 € {1,...,d}) let
Z(k)=A{1,...,d} \ {k}, resp. Z(k,1) ={1,....,d} \ {k,1}. (7.1)
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Note that in the particular case d = 1, the functions 1 gives rise to the classical linear
finite elements. Then for i € Z?, we have for k = 0,1, ..., d:

Ry = (s, ) = (Z) O« ﬁjm:k. (72)

Furthermore, given k = 0,1, ..., d, there are 2* elements i € Z¢ such that 27:1 lig| = k.
Therefore, we deduce

S =216 0 - (6 -

which yields the first compatibility conditon in (2.20).
We at first check that Assumption 2.4 holds true, that is

2
O U= 0lU Ry < | DU = D RijUill, U € (29
iezd iczd i,jezd

for some § > 0. For U € (5(Z%) and k = 1, ..., d, let T,U = U,,, where ¢, denotes the k-th
vector of the canonical basis.
For U € l5(Z%) we have

d d
‘Zini::Z/ G0 = 2+ D@0 JICRES
i L iczd [0,1)¢ k—1

J=1

U

2
+ Z T‘klozﬁk2 ) I’klfL‘k2 H (1—ZEj)+'--+(TloTQ---OTdU)iHZL‘k] de’

1<ki<ko<d JE€L(k1,k2) k=1

Given a € (0,1) if we let
a o3 a o2 ol a o3
I(@) :/ (1—2)%dr = a—a’+—, J(a) :/ r(l—z)dr = ———, K(«a) :/ ridr = —
0 3 0 2.3 0

restricting the above integral on the set [0, a]¢, expanding the square and using the Cauchy
Schwarz inequality we deduce the existence of some constants C(71,72,73) defined for
v € {0,1,...,d} such that

‘ Z Uity ; > Z Ui [I(a)d + (Cli)K(oz) ()™ + <62l> K(a)* I(@)™2 4+ + K(a)d]
(XY Ol Ha) S K

Y1+vy2+v3=d,y2+v3>1

3d
Z|U‘§2(Zd) (@d— Z Clal)7

l=d+1

- . 2
where C; are some positive constants. Choosing a small enough, we have | > ini‘ 12 2>

%d\U 7, (z)> Which implies the invertibility Assumption 2.4.
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We now prove that the compatibility Assumption 2.5 holds true. For | = 1,...,d,
n=20,..d—1:

(Dets, Du) = — 2917 (%)” (%)d_l_” forlal =1, Y fil=n  (7.3)

r#l,1<n<d
. B den ln ld—l—n L .
(Dus, D) = +277" (=) (5 for |if) =0, Y || =n. (7.4)
r#£l,1<r<d

Forn=1,...,d—1and k; < ky < ... <k, with k, € Z(l), where Z(l) is defined in (7.1),
let

n

Uy(kyy oo kn) = {Z€kr6kr De, €{-1,1},r=1, ...,n},

r=1
Lyl Ky ey b)) = {elel + ZEkT@kr g e{-1,1} and ¢, € {-1,1},r =1, ,n}
r=1

Then |Ty(ky, ..., k)| = 2" while |Ty(l; ki, ..., k,)| = 2" For | = 1,...,d, the identities
(7.3) and (7.4) imply

> (Dip, Dipy) = [(Dﬂ/),Dl%U) + > (Dﬂ/J,Dl%qul)]

el 6[6{—17+1}
d—1
+Z Z [ Z (D1, Dipy) + Z (DMZ%DM/JA)}
n=1 k1 <ko<...<kn,k;€Z(l) Xeli(k1,....kn) AT (lik,ye.kon)

d—1 d—1
-[(5)" -2 (5)" ]
3 3
S (4= DY T (LY (V1 i (LY (1Y)
(U E) G e (@) () =0
This proves the second identity in (2.20) when i = j. Furthermore, (7.3) implies
S ORI ==Y (D, Db )N == D (D, Ditbee,)

Aer Aer ge{-1,1}

- i Z Z (D1, D)

n=1 ki <ko<...<kn,k; €Z(1) XeT'|(L;k1,....kn)

=) e (e @ 6
d—1 B . .
3] G [ & IR

Furthermore, given k # [ € {1, ...,d},
D RN == (Db, Dha) e = 0.

el Ael
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Indeed, for n =1,...,d — 1, ky < ... < k,, where k. € Z(l) and at least one of the indices
k, is equal to k for r =1, ....,n, given A\ € ['/(ky, ..., k,) we have using (7.3) and (7.4)

1-n 1I\Nn/1\d-1-n
ele; 1}(Dl¢7Dl¢€lez+>\)>‘k>\l = 241 <6> <§> X (—1 + 1) =0.

This proves the second identity in (2.22) when both derivatives agree.
Also note that for k # 1 € {1,...,d} we have Y, R = 0. Indeed, for X as above

(Dr), Diapy) + Z (Drt), Ditbeye,42)

616{7171}

_ 2d—n (l)?l(l)dln oy 2d—1—n (l)ﬂ(l)dln _ 0
6 3 6 3 ’

while R} = 0 for other choices of A € T".
We now study the case of mixed derivatives. Given k # [ € {l1,...,d} recall that
I(k,1) ={1,...,d}\{k,1}. Thenfor k #1 € {1,...,d} and i € Z* we have forn =0, ...,d—2

(Dihs, Dip) = 0 if iy g| # 1, (7.5)
(Dyths, D) = —(%>2 <é)n (%)d—nﬂ if igip =1, Z || = mn, (7.6)
reZ(k,l)
(Dybs, D) = +(%>2 (%)n (g)d_w ifii=—1, > fil=n (77
reZ(k,l)

Forn=1,..,d—2and ky < ... <k, with k. € Z(k,l) for r = 1,...,n, set

Lk, kn) = {Zekrem D € {—1, 1}}
r=1
For n = 0 there is no such family of indices k; < ... < k,, and we let T';;(0) = {0}. Thus
forn=0,...,d — 2, |Agi(ki, ..., kn)| = 2". Using the identities (7.5)-(7.7) we deduce

d—2
> (Dyy, Dioy) =Y > > (D), Ditbe, 4e,12)
Aerl n=0 ki <ko<..<kn,kr€Z(k,l) AeTy (k1,....kn)

+ (Dith, Ditbey—er2) + (Dith, Ditp—e, 4ei40) + (Dith, Dith—ep—e,40) ]

=2 — 2 n d—2—-n 2 n —2-n

S () AT GO 6

) GGG GG e ke ay

This completes the proof of the second identity in (2.20) when i # j, and hence (2.20)
holds true. Furthermore, the identities (7.6) and (7.7) imply for i # j € {1,...,d} and

{05} = {k, 1}
> (Db, Dp)Aehi =y > > Dk, Doy repen)

xel n=0 kj<ko<..<kn,kr€Z(k,l) AT i(k1,....kn)
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— (Dith, Dibey—eri2) — (Db, Dit—eytern) + (Dith, Ditb—ey—e40)]

O GUEORO RS M GO RS

Equation (7.5) proves that (Dgi, Diipy) = 0 if [A\gN;| # 1. Hence using (7.8) we deduce
that for any r =1, ...,d,

> (Db, Dipn)Ar A, = 0.

AeT
Let r € Z(k,l) and forn = 1,...,d—3, let k; < ... < k, be such that k; € {1,....,d}\{k,, 7}
and A\ = Z;‘:l er;ex; for e, € {—=1,1}, j = 1,...,n. Then for any choice of ¢ and ¢ in
{—1,1} the equalities (7.6) and (7.7) imply that

(Dquba Dlw/\+€kek+elel+er) = (Dkw7 Dlw)\+ekek+qelfer)-
This clearly yields that for r € Z(k, 1) we have
> (Db, Dipa) Medr =Y (Dith, Do) MAy = 0.
Aer Aer

Finally, given n = 2, ...,d and k; < ... < k,, where the terms k; € Z(k,[), then given any
choice of ¢ and ¢ in {—1,1}, the value of (Dy), D1, e, +ee+1) does not depend on the
value of A € I'y (k1 ..., kn). Therefore, if we fix 7y # ro in the set Z(k, 1), for fixed n there
are as many choices of indices k; < ... < k, such that €,, €., = 1 that of such indices such
that €, €., = —1. This proves

Z(Dk¢7 Dﬂ/}/\)AT‘l)\T‘Q = 07
el

which completes the proof of the first identity in (2.22) for mixed derivatives; hence (2.22)
holds true.
We now check the compatibility condition (2.21). Fix j € {1,...,d}; then

(Do) =2 H/ Ly dey) [/( 1)1 = a;)da; + /

-1

0

(1+2j)de;] =0, (7.9)

while

(Dj1h, ve;) = H/ 1 — a)*dy, /( (1 + (25 _1>)dxj:—é(§)d_l,

2

(D, ;) = 20 1 H/ (1) dxk / (1= (z; +1))da; = ;(g)d_l. (7.10)

Forn=1,...,d — 1 and k; < ... < k, where the indexes k., r = 1, ...,n are different from
j we have for any A € I';(kq, ..., k)

n

(Djh, ) =2 nH) H / 1 —xy) dwk (H/Olmr(l—xkr)dxm)

kGF\{J k1,..., r=1
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X [/01(—1)(1 — x;)dz; + /0(1 +xj)dxj] —0, (7.11)

1
while

noo
(Dﬂﬂ,%jﬂ) :Qd_(n+1) H / 1 — xk d.’l?k X <H/ xkr(l — {Ekr)dka>
r=1+0

keF\{] K1k}

X /01(—1)(1+ (a; — 1)) dz; = —% (;)d_(nﬂ) (%)n (7.12)

and

n 1
r=1 0

kEF\{j ki,....kn}
0 1 2\ d—(n+1) ,]1\n

Note that the number of terms (D;1), ¢, +1) With ¢ = —1 or ¢, = +1 is equal to (d:) 27,
Therefore, the identities (7.9)-(7.13) imply that for any j =1, ...,d we have

ZAjRi = - Z(DWJ/JA) Aj = %(;)dl — %(g)dl(—l) (7.14)
()6 @ (L)) e
SO 19

n=0
This proves (2.21) when i = k.
Let k #j €{1,...,d} and givenn =1, ...,d—11let k; < ... < k, be indices that belong to
Z(j) such that one of the indices k,,r = 1,...,n is equal to k. Given any A € I';(kq, ..., k,)
we deduce that

d—1 d—1

3M

(Dj¢7 ¢ez+)\))‘k + (Dj¢7 w—el-‘r}\)/\k = 0.
This completes the proof of the identity (2.21).
In order to complete the proof of the validity of Assumption 2.5, it remains to check
that the identities in (2.23) hold true. Recall that for A € I" and 4, j, k,l € {1,...,d} we
have

P = / zkaDjbx(2) Div(z)dz = —/ 22Dy (2) Dib(z)dz
Rd Rd
Forp=1,...4,n=1,...,d—pandiy,..,i, € {1,...,d} with 4y, ..., 7, pairwise different let

n

To(in, ooy iy) = {Zeaeka;ea e{-1,+1}, 1<k < .. <k, <d,

a=1

ko & {i1,...;0,} for a = 1, ...,n},
and I()<7:1,...7Z.p) = {0}
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First suppose that i = j.
First let k =1 = 4; then for n =0, ...,d — 1 and p € Z,,(i) we have
QL+ 0l =0
Let k = [ with k # ¢; then then for n =0,...,d — 1 and pu € Z,(i) we have
Qg it o
Let [ =i and k # ¢; then for n =0,...,d — 2, e € {—1,+1} and p € Z,(i, k) we have
Q#+ee¢+ek + Quﬁerek = 0.
A similar result holds for k& = ¢ and [ # i. Furthermore, Qz)\”” = 0 is A is not equal to
i+ ee; + ep or p+ ee; — ey for p € Z,(i, k) for some n.
Let k # | with k # ¢ and [ # 4; then for n =0,...,d — 2, e € {—1,+1} and p € Z,,(k, 1)
we have
i,k i,k
Qu+eek+el + Q,u+eekfel = Oa
while Qf\z’kl = 01is A is not equal to p+ €e; + ex or p+ ee; — ey, for p € Z,(i, k) for some n.
We now suppose that i # 7.
First suppose that k =i and [ = j; then for n =0,...,d — 1 and p € Z,,(i) we have
QT+ Qi + 9, =0
Let k =1=14; then forn=0,....d —2,e € {—1+ 1} and p € Z,(i,j) we have
Qi{-ﬁeﬁ-ej + Qgiiei—Ej = 07
while Qz)\j” = 0 is A is not equal to p+ ee; +e; or u+ ee; —e; where p € Z,,(4, j) for some
n. A similar result holds exchanging ¢ and j for k =1 = j.
Let k = [ with & & {i,j} and | & {i,j}; then for n = 0,....,.d — 2, ¢ € {—1,4+1} and
w € L, (i, 7) we have B B
Qﬁfekéi+ej + Qﬁfﬁlzifej = 07
while Q¥ = 0is X is not equal to yu + ee; + ¢; where p + ee; — ¢; for p € L, (4, j) for
some n.
Let [ =i and k ¢ {i,j}; then forn =0,...,d =2, e € {—1+ 1} and p € Z,(i, k) we have
fofeiei-&-ek + ngzei_ek = O’
while Qf\ﬂ” = 01is A is not equal to u+ €e; + e or p+ ee; — e, where p € Z,,(i, k) for some
n. A similar result holds exchanging ¢ and j for k =1 = j.
Finally, let k # [ with k ¢ {4, j} and | & {7, j}; thenforn =0, ...,d—4, €, ¢, ¢, € {—1+1}
and p € Z,(i, j, k, ) we have

ig,kl ij,kl _
Q#+Ei€z‘+6j6j+6k-€k+61 + Qﬂ+6i€i+6j6j+6k-€k—€l - O’

while Qf\j’kl = 0is A is not equal to p + €;e; + €je; + exep + € or p+ €e; + €€ + €per — €
where u € Z,(i, j, k,1) for some n. These computations complete the proof of the first
identity in (2.23). Recall that for i,k € {1,...,d} and A € T" we let

N = /R A (2)i(2)dz.
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Let k =i; forn=0,....,d — 1 and p € Z,(i) we have
Qi + Qe + Qi =0

Let k #i; forn=0,...,d —2, e € {—1,0,+1} and u € Z,,(i, k) we have
Qfﬁeeﬁek + Qfﬁeeﬁek =0

while @’)\k = 0 if X is not equal to u + ee; + e, or pu + ee; — e, where p € Z,(i, k) for
some n. This completes the proof of the second identity in (2.23); therefore Assumption
2.5 is satisfied for these finite elements. This completes the verification of the validity of
Assumptions 2.4-2.5 for the function ¢ defined by (6.2).
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