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Abstract: Forward top quark pair production is studied in pp collisions in the µeb final

state using a data sample corresponding to an integrated luminosity of 1.93 fb−1 collected

with the LHCb experiment at a centre-of-mass energy of 13 TeV. The cross-section is

measured in a fiducial region where both leptons have a transverse momentum greater than

20 GeV and a pseudorapidity between 2.0 and 4.5. The quadrature sum of the azimuthal

separation and the difference in pseudorapidities, denoted ∆R, between the two leptons

must be larger than 0.1. The b-jet axis is required to be separated from both leptons by a

∆R of 0.5, and to have a transverse momentum in excess of 20 GeV and a pseudorapidity

between 2.2 and 4.2. The cross-section is measured to be

σtt̄ = 126± 19 (stat)± 16 (syst)± 5 (lumi) fb

where the first uncertainty is statistical, the second is systematic, and the third is due to

the luminosity determination. The measurement is compatible with the Standard Model

prediction.
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1 Introduction

The production of top quarks at hadron colliders represents an important test of the Stan-

dard Model of particle physics (SM). The top quark is the heaviest known fundamental

particle and its production and decay properties are sensitive to a number of scenarios

beyond the Standard Model. The unique forward acceptance of the LHCb detector allows

measurements in a phase space inaccessible to general purpose detectors such as ATLAS

and CMS. Top-quark production in this region receives a higher contribution from quark-

antiquark (qq) annihilation than in the central region and probes higher values of Bjorken-x,

where large uncertainties are present in the proton parton distribution functions (PDFs).

Precise measurements of top quark production at LHCb can thus be used to constrain PDFs

in this region [1]. The greater contribution from quark-initiated production also results in

a larger expected charge asymmetry [2, 3] in the forward region than in the central region.

The first observation of top-quark production in the forward region was performed

by the LHCb collaboration using data corresponding to an integrated luminosity of 3 fb−1

collected between 2010 and 2012 at centre-of-mass energies of 7 and 8 TeV (Run 1) [4].

The measurement was performed in the µb final state, consisting of a muon and a b-jet,

where b-jet refers to a jet originating from the fragmentation of a b quark. A precision of

20% was achieved on the top quark production cross-section. Measurements in this final

state have the greatest statistical precision but also suffer from a large background due to

the production of a W boson in association with a b-jet. Additionally, this final state does

not differentiate between single top quark and top quark pair production. A measurement

of top quark production was also performed by the LHCb collaboration in the µbb̄ and

ebb̄ final states using the same dataset [5], where the top quark pair (tt) production cross-

section was measured with a precision of 40%. The measurements are in agreement with
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the SM prediction, calculated to a precision of 25% to 30% with MCFM [6] using the

CT10 PDF set [7], and are limited by uncertainties on the b-tagging efficiency and the

background composition.

In 2015 and 2016, a data sample corresponding to an integrated luminosity of 1.93 fb−1

was collected by the LHCb experiment at a centre-of-mass energy of 13 TeV. The increased

energy leads to an increase of a factor of ten in the tt production cross-section within the

LHCb acceptance with respect to collisions at a energy of 8 TeV [8]. The larger cross-section

allows access to a number of final states inaccessible in Run 1, including the dilepton final

state, where both top quarks decay to a W boson and a b quark, and the W bosons decay

leptonically to a lepton and a neutrino. This paper details the first measurement of tt̄

production in the µeb final state at LHCb, where the dilepton channel is partially recon-

structed by requiring that a muon, an electron and a b-jet are present in the proton-proton

(pp) collision, where the leptons are produced by the W boson decay, either directly or

through the decay of a tau lepton. This final state yields a high purity with respect to

other final states; the selection of two leptons reduces the background from single W -boson

production and lepton mis-identification, the choice of different flavour leptons suppresses

the contribution from the production of Z bosons, and the b-tagged jet reduces the contri-

bution from light jets.

The LHCb detector is introduced in section 2, the event selection and purity is discussed

in section 3, the cross-section calculation is presented in section 4, the results are given in

section 5 and the conclusions are drawn in section 6.

2 Detector and simulation

The LHCb detector [9, 10] is a single-arm forward spectrometer covering the pseudorapidity

range 2 < η < 5, designed for the study of particles containing b or c quarks. The detector

includes a high-precision tracking system consisting of a silicon-strip vertex detector sur-

rounding the pp interaction region, a large-area silicon-strip detector located upstream of

a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip

detectors and straw drift tubes placed downstream of the magnet. The tracking system

provides a measurement of momentum, p, of charged particles with a relative uncertainty

that varies from 0.5% at low momentum to 1.0% at 200 GeV.1 The minimum distance

of a track to a primary vertex (PV), the impact parameter (IP), is measured with a res-

olution of (15 + 29/pT)µm, where pT is the component of the momentum transverse to

the beam, in GeV. Photons, electrons and hadrons are identified by a calorimeter system

consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter and

a hadronic calorimeter. Muons are identified by a system composed of alternating layers

of iron and multiwire proportional chambers. The online event selection is performed by

a trigger, which consists of a hardware stage, based on information from the calorimeter

and muon systems, followed by a software stage, which applies a full event reconstruction.

In this paper, the presence of a muon is used to select candidate events at both stages of

1Natural units with ~ = c = 1 are used throughout, so that mass and momentum are measured in units

of energy.
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the trigger; the hardware stage selects muons with a transverse momentum pT > 1.76 GeV

and the subsequent software trigger requires that a muon with pT > 12 GeV is present.

To estimate the trigger, reconstruction and selection efficiencies, to determine back-

ground contributions, and to compare the selected data sample to theoretical expectations,

simulated pp collisions are generated using Pythia8 [11, 12]. The interaction of the gen-

erated particles with the detector, and its response, are implemented using the Geant4

toolkit [13] as described in ref. [14].

Results are compared to theoretical predictions calculated at next-to-leading-order

(NLO) in perturbative QCD using the POWHEG [15–17], aMC@NLO [18] and

MCFM [19, 20] generators. The MCFM prediction is provided at fixed order, while

the POWHEG and aMC@NLO predictions are interfaced with Pythia8 to provide a

parton shower. In the case of aMC@NLO, the decay of the top quarks is performed using

MADSPIN [21, 22]. For background studies, samples of single top quark production in as-

sociation with a W boson are produced with POWHEG using both the diagram removal

and diagram subtraction schemes [23], and samples of WW and WZ boson production

are produced using aMC@NLO. For POWHEG and MCFM, the factorisation and nor-

malisation scales are set to the transverse mass of the final state top quarks, while for

aMC@NLO, they are set to half the sum of the transverse mass of the final state particles.

In all cases, the dynamics of the colliding protons are described by the NNPDF3.0 [24]

PDF set, and the mass of the top quark is set to 173 GeV.

3 Event selection and purity

Events containing a high-pT muon and electron of opposite charge in addition to a high-pT

jet are selected. Muons are identified as reconstructed tracks that are matched to hits

in each of the four muon stations furthest downstream, while electrons are identified as

tracks that have left large energy deposits in the preshower detector and electromagnetic

calorimeter, in addition to small energy deposits in the hadronic calorimeter. The muons

and electrons are required to have pT in excess of 20 GeV, a pseudorapidity in the range

2.0 < η < 4.5, and to be separated by a distance, ∆R, of greater than 0.1 in (η,φ) space,

where φ refers to the azimuthal angle. The reconstructed final state particles used as in-

puts to the jet building are prepared using a particle flow algorithm and clustered using

the anti-kT algorithm as implemented in Fastjet [25], with a distance parameter of 0.5.

Requirements are placed on the candidate jet in order to reduce the background formed by

particles which are either incorrectly reconstructed or produced in additional pp interac-

tions in the same event. The jet is required to have pT above 20 GeV and a pseudorapidity

between 2.2 and 4.2. Separation between the jet and each lepton is ensured by requiring

that the ∆R distance between the jet and the leptons is greater than 0.5. A dedicated tag-

ging algorithm is used to select b-jets. The tagger proceeds by building two-body secondary

vertices (SVs) using all tracks not associated to any PV in the event, and merging any ver-

tices sharing a common track. A jet is said to be tagged if the event contains an SV with a

flight direction satisfying ∆R < 0.5 with respect to the jet axis, where the flight direction

is taken to be the vector joining the SV to the primary vertex. More details are given in
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ref. [26]. Lepton isolation criteria is applied by rejecting events where the transverse com-

ponent of the vector sum of the momentum of all reconstructed charged particles within

∆R < 0.5 of either lepton is greater than 5 GeV. The leptons are also required to be

consistent with originating from a common primary vertex, satisfying IP < 0.04 mm. After

applying the full selection, a total of 44 events are retained in the data sample.

In addition to the signal, several physics processes contribute to the selected data sam-

ple, either through the presence of an identical final state, or through the misidentification

of one or more of the final state objects. The following background processes are considered.

• Lepton misidentification where the muon and electron candidates are produced

through the misidentification of one or two hadrons. A number of processes can

contribute to this background, including QCD multijet production, W and Z pro-

duction, and tt̄ events where only one lepton is produced in the LHCb acceptance.

• The production of a Z boson in association with a jet contributes either through

the Z → τ+τ− final state, where the subsequent tau lepton decays produce a final

state with a muon and electron, or through the Z → µ+µ− and Z → e+e− final

states, where one of the final state leptons is misidentified. The associated jet can

either be a genuine b-jet produced in association with the Z boson, or due to the

misidentification of a charm or light jet.

• The production of a single top quark in association with a W boson, known as W±t

production, contributes an identical final state.

• Multiboson processes, such as W+W−, W±Z and ZZ production, give rise to a high

pT muon and electron in the final state with an associated jet.

As the background from lepton misidentification produces events containing leptons

with both same- and opposite-sign charges, the number of background events is determined

by first applying the full selection to the data but requiring that the leptons should have the

same charge. The b-tagging requirement is also removed to increase the statistical precision.

The number of events selected in this same-sign control region is then extrapolated using

a factor obtained in an additional background-enriched control sample, where the identi-

fication requirements on the electron candidate are reversed. This gives an expectation

of 3.5± 1.9 events, where the uncertainty is due to the combined statistical uncertainties

on the selected number of events and the extrapolation factor, which dominate over any

expected systematic effects.

The number of Z→τ+τ− events is determined by normalising the number of Z→τ+τ−

events observed in Pythia8 simulation using the ratio of the number of Z → µ+µ− events

observed in data and simulation. A total of 0.32 ± 0.03 events are expected, where the

uncertainty is obtained by combining the statistical precision of the determination with the

uncertainty on the reconstruction and selection efficiency, determined from comparisons

between data and simulation. The contributions from misidentification of a lepton in the

dimuon and dielectron decay modes of the Z boson are determined using simulation and

found to be negligible.
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Figure 1. The muon (left) η and (right) pT distribution in data compared to the expected con-

tributions. The tt signal yield is determined to be the number of selected events minus the sum of

the expected backgrounds. The multiboson background is determined to be negligible.
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Figure 2. The electron (left) η and (right) pT distribution in data compared to the expected

contributions. The tt signal yield is determined to be the number of selected events minus the sum

of the expected backgrounds. The multiboson background is determined to be negligible.

The W±t background is determined using predictions from POWHEG calculated in

the diagram removal scheme. The predicted number of events is scaled by the efficiency ob-

tained by reweighting the simulated tt sample to match the kinematics of the W±t process,

yielding an expectation of 1.8± 0.5 events. The uncertainty is determined by combining the

theoretical uncertainties, determined as described in section 5, with the difference in the

cross-section as calculated using the diagram removal and diagram subtraction schemes. An

additional systematic uncertainty is added to account for the differences in the reconstruc-

tion and selection efficiency. The contribution from multiboson processes is determined

from simulations to be negligible.

The total number of expected background events from all sources is 5.6± 2.0. The

total number of selected events is shown as a function of the muon, electron and jet η and

pT distributions in figures 1, 2 and 3. The invariant mass of the muon, electron and jet

is shown in figure 4. The expected signal and background contributions are shown, where

the signal yield is taken to be the total number of selected events minus the expected

– 5 –



J
H
E
P
0
8
(
2
0
1
8
)
1
7
4

-jet)b (η

2.5 3 3.5 4

E
v
en

ts
 /

 (
0
.2

0
)

0
2
4
6
8

10
12
14
16
18
20
22

data

tt

Wt

Z+jets

Lepton Mis-ID

 = 13 TeVsLHCb, 

-jet) [GeV]b (
T

p
50 100 150

E
v

en
ts

 /
 (

1
0

 G
eV

)

0

2

4

6

8

10

12

14

data

tt

Wt

Z+jets

Lepton Mis-ID

 = 13 TeVsLHCb, 

Figure 3. The b-jet (left) η and (right) pT distribution in data compared to the expected contri-

butions. The tt signal yield is determined to be the number of selected events minus the sum of the

expected backgrounds. The multiboson background is determined to be negligible.
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Figure 4. The combined invariant mass of the muon, electron and b-jet in data compared to the

expected contributions. The tt signal yield is determined to be the number of selected events minus

the sum of the expected backgrounds. The multiboson background is determined to be negligible.

background contribution. The lepton misidentification background shape is obtained from

the control samples with the electron identification requirements reversed, while all other

distributions come from simulation. A reasonable agreement is observed in all distributions.

4 Cross-section calculation

The cross-section, σtt, is measured in the fiducial region defined by the pT, η, and ∆R

requirements placed on the muon, electron and b-jet candidates, and is calculated using

the formula

σtt =
N −Nbkg

L · ε
·Fres, (4.1)

where N is the total number of candidates selected in data, Nbkg is the sum of the expected

background contributions, Fres is a resolution factor that accounts for migrations in to and

out of the fiducial region, ε is the efficiency to reconstruct and select the signal events, and

L is the integrated luminosity of the data sample.

– 6 –



J
H
E
P
0
8
(
2
0
1
8
)
1
7
4

The instantaneous luminosity is measured continuously during the acquisition of

physics data by recording the rates of several selected reference processes. The cross-

section of these processes is measured during a dedicated data-taking calibration period,

using a beam-gas imaging method specific to the LHCb detector [27, 28], which gives a

luminosity calibration with an uncertainty of 3.9%. The integrated luminosity of the data

sample used, L, is obtained from the accumulated counts of the calibrated rates and is

determined to be 1.93± 0.07 fb−1.

The event reconstruction and selection efficiency, ε, can be further divided into eight

components

ε = εrec
µ · εid

µ · εtrg · εrec
e · εid

e · εjet · εtag · εsel (4.2)

where the equation is ordered from left to right such that, for each component, the efficiency

is evaluated for candidates passing the stages to the left. The efficiencies to reconstruct

and identify the muon candidate are given by εrec
µ and εid

µ respectively, while εtrg refers to

the efficiency to trigger the event on the muon candidate. The efficiencies to reconstruct

and identify the electron candidate are given by εrec
e and εid

e respectively. The efficiency to

reconstruct and tag the jet are given by εjet and εtag respectively, and the efficiency of the

additional selection requirements is given by εsel.

The efficiencies to reconstruct, identify, and trigger the muon candidate are determined

from simulation, where the simulated Pythia8 sample is weighted in the muon pT and

η to match NLO predictions from aMC@NLO. Additionally, corrections are applied as

a function of the muon pT and η to account for observed differences in the efficiency be-

tween data and simulation. The corrections are obtained using a tag-and-probe method

on Z → µ+µ− events, where one of the muons, the tag, is required to have triggered the

event and be fully reconstructed and identified, and a probe is selected that represents the

other muon and acts as an unbiased estimator of the efficiency, using similar techniques

as those used in ref. [29]. In the case of the reconstruction efficiency, the probe is a track

reconstructed using the muon stations and information from tracking detectors not used

in the primary track reconstruction algorithms. For the identification efficiency, the probe

is a fully reconstructed particle with no identification requirements applied, and for the

trigger efficiency, it is a fully reconstructed and identified muon. The uncertainty is deter-

mined by combining the statistical uncertainty due to the size of the simulated sample, the

uncertainties on the correction factors, and the difference between the efficiencies obtained

with and without the NLO weighting.

The efficiencies related to the reconstruction and identification of the electron are

again obtained from Pythia8 simulation, weighted as a function of the electron pT and η

to match NLO predictions from aMC@NLO. Data-driven studies of these efficiencies are

made again using similar techniques to ref. [29]. Corrections to the electron identification

efficiency are obtained using a tag-and-probe method on recorded Z → e+e− decays, where

the probe is a reconstructed particle with no identification requirements applied. For the

electron reconstruction efficiency, no corrections are applied to the simulated sample, but

a systematic uncertainty related to the potential mismodelling in simulation is determined

by comparing the ratio of the number of Z → e+e− events where either the two electrons

– 7 –
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are fully reconstructed, or where one of the electrons is only reconstructed as a deposit in

the electromagnetic calorimeter. The statistical uncertainty due to the limited size of the

simulated sample is combined with the uncertainty on the corrections and the difference

in the efficiency before and after weighting to determine the total uncertainty.

The jet reconstruction and tagging efficiencies are determined directly from Pythia8

simulation with NLO weighting in the jet pT and η. A systematic uncertainty on the

reconstruction efficiency is determined by comparing the variation in the yield of Z → µ+µ−

events containing a jet in data and simulation when the quality requirements on the jet

are varied, and taking the difference as the uncertainty. The jet tagging efficiency was

previously determined to be modelled accurately in simulation to a level of 10% using

data collected in Run 1 [26]. The level of agreement is evaluated in the data sample used

in this paper by comparing the tagging efficiency of jets containing fully reconstructed

B± → J/ψK± decays in data and simulation, where the J/ψ meson is reconstructed

through its decay to a muon pair. The signal yield is determined by a fit to the invariant

mass of the reconstructed B hadron before and after the tagging requirement is applied.

A similar level of agreement between data and simulation is observed as in the previous

studies, and consequently the same uncertainty is applied.

The selection efficiency refers to the efficiency of the isolation and impact parameter

requirements applied to the leptons. The impact parameter efficiency is obtained from

Pythia8 simulation where the impact parameter distribution is smeared using factors

obtained from a comparison of Z → µ+µ− events in data and simulation. The difference

between the efficiency obtained before and after the smearing procedure is taken as a

systematic uncertainty. The efficiency of the isolation requirement is obtained directly

from Pythia8 simulation, with a systematic uncertainty applied to account for differences

in data and simulation. The difference in the efficiency of the requirement when applied to

Z → µ+µ− events in data and simulation is taken as a systematic uncertainty to account for

differences due to the underlying event and contributions from additional pp interactions.

An additional contribution to the systematic uncertainty, due to possible mismodelling of

the tt̄ process, is determined as the maximum difference in the efficiency in simulated tt̄

events with different jet multiplicities. A summary of the efficiencies and their uncertainties

is given in table 1.

The largest contribution to Fres arises from the momentum resolution of the electron

due to bremsstrahlung. A scaling factor is applied to the electron momentum obtained

in simulation to better match the pT spectrum of electrons in Z → e+e− events in data.

As the jet resolution also contributes, the level of agreement between data and simulation

is evaluated by selecting events containing a Z boson and a jet which are azimuthally

opposed. As the ratio of the pT of the jet and the Z boson in these events is expected

to be close to unity, the width of the distribution gives an estimate of the jet resolution.

Corrections are obtained that are used to smear the reconstructed jet energy in simulation.

The resolution factor is determined from simulation with both of these corrections applied,

and the difference between the computed values before and after the corrections taken as

a systematic uncertainty. The resolution factor is determined to be 1.207 ± 0.006.
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Source Efficiency

trigger 0.811 ± 0.016

muon reconstruction 0.930 ± 0.010

electron reconstruction 0.916 ± 0.026

muon identification 0.978 ± 0.008

electron identification 0.918 ± 0.012

jet reconstruction 0.975 ± 0.016

event selection 0.564 ± 0.023

jet tagging 0.556 ± 0.056

total 0.190 ± 0.022

Table 1. The efficiency to fully reconstruct and identify the candidates.

5 Results

Using the formula and inputs described in the previous sections, the cross-section in the

fiducial region defined by the pT, pseudorapidity, and ∆R requirements placed on the

leptons and the b-jet is determined to be

σtt̄ = 126± 19 (stat)± 16 (syst)± 5 (lumi) fb

where the first uncertainty is statistical, the second is systematic, and the third is due

to the luminosity determination. This cross-section is compared to the theoretical pre-

dictions obtained from aMC@NLO, POWHEG and MCFM. Three different sources

of uncertainty are considered on the theoretical predictions: uncertainties due to the de-

scription of the PDFs (δPDF), the uncertainty due to the choice of renormalisation and

factorisation scales (δscale), and the uncertainty on the value of the strong coupling con-

stant used in the calculation (δαs). The uncertainty due to the choice of the top quark

mass is expected to be small and is not considered further. The total theoretical uncer-

tainty, δtheory, is determined by combining the individual uncertainties according to the

formula δtheory =
√
δ2

PDF + δ2
αs

+ δscale [30]. A comparison of the measured cross-section

with the predictions is shown in figure 5. The result is shown in the case where the fiducial

requirements are placed on the final state muon, electron and b-jet, and where the fiducial

requirements are placed on the top quarks, where the top quarks are defined at parton

level after QCD radiation. The latter fiducial region requires that both top quarks have

a rapidity between 2.0 and 5.0. The measured cross-section in the top quark fiducial re-

gion is obtained by extrapolating from the measured fiducial region using predictions from

aMC@NLO, which contributes an additional 1.5% uncertainty to the measurement un-

certainty, evaluated using the same techniques as for the theoretical predictions described

earlier. The cross-section in the top quark fiducial region is additionally compared to pre-

dictions from MCFM. The measured cross-section in both fiducial regions is seen to be in

agreement with the predictions. A summary of the systematic uncertainties contributing

to the measurement is given in table 2. The dominant systematic uncertainty is due to the

knowledge of the jet tagging efficiency.
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 [fb]ebX)µ→t t→(ppσ

5000 10000 15000

 [fb])tt→(ppσ

LHCb

 = 13 TeVs

data

POWHEG

aMC@NLO

MCFM

Figure 5. Graphical comparison of the measured cross-sections with the predictions from the

aMC@NLO, POWHEG and MCFM generators. For the data, the inner error band represents

the statistical uncertainty, and the outer the total, while for the theoretical predictions, the inner

band represents the scale uncertainty and the outer represents the total. The prediction is shown

(above) for the muon, electron and jet fiducial, and (below) for the top quark fiducial region.

Source %

trigger 2.0

muon reconstruction 1.1

electron reconstruction 2.8

muon identification 0.8

electron identification 1.3

jet reconstruction 1.6

event selection 4.0

jet tagging 10.0

background 5.1

resolution factor 0.5

total 12.7

Table 2. Summary of the systematic uncertainties on the measurement of the tt̄ cross-section

in the fiducial region defined by the requirements placed on the leptons and the b-jet, expressed

as a percentage of the measured cross-section. An additional uncertainty due to tt modelling is

considered when extrapolating to the top quark fiducial region.
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6 Conclusion

The cross-section for top quark pair production in the forward region at LHCb has been

measured using the µeb final state, where the presence of a muon, electron and b-jet are

used to identify tt candidates. The cross-section is measured in two fiducial regions: where

fiducial requirements are placed on the final state objects, and where fiducial requirements

are placed on the top quarks themselves. The latter fiducial cross-section is obtained by

scaling the former by an extrapolation factor obtained from aMC@NLO. The measure-

ment precision of 20% is comparable to prior measurements of top quark production at

LHCb in Run 1 and to the precision of the theoretical predictions. The measurement un-

certainty is dominated by the statistical precision of the data sample and the knowledge of

the b-tagging efficiency.

The final state presented here is selected with a high purity with respect to measure-

ments in other final states. While a number of systematic uncertainties contributing to the

measurement are uncorrelated with measurements in other final states, future reductions

of the uncertainty on the b-tagging efficiency, common to all final states, will be required

in order to fully exploit their complementarity. With the increase in the data-taking ca-

pabilities of the LHCb detector in future upgrades [31, 32], measurements in the µeb final

state will no longer be statistically limited, and have the potential to achieve the highest

precision on the measurement of the tt production cross-section at LHCb.
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p Università di Pisa, Pisa, Italy
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