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Abstract

Prediction markets have proven to be an excer "snal tool for harnessing the
"wisdom of the crowd", consequently ma.ing accurate forecasts about future
events. Motivated by the lack of quentitativ. means of validations for mod-
els of prediction markets, in this payp-r ".e analyze the statistical properties
of volume as well as the seasonal ~egula ities (i.e., calendar effects) shown by
volume and price. To accomplish 1.'15, we use a set of 3385 prediction market
time series provided by PredictTt. We find that volume, with the exception of
its seasonal regularities, possesse. Aditrerent properties than what is observed in
financial markets. Moreover, price do.s not seem to exhibit any calendar effect.
These findings suggest a s' ...” ~ant difference between prediction and financial
markets, and offer evider _e for t1 » need of studying prediction markets in more
detail.

Keywords: Predictic 2 m .rkets; Political markets; Stylized facts; Long
memory; Power-law 1. % wvior

1. Introducti-=

Predictic. w rkets are effective tools that harness the wisdom of the crowd
to make # :curate forecasts on a number of events (Berg, Nelson, and Rietz,
2008). / 1the ugh orediction markets are most famous for allowing anyone to
bet on po..- cal r vents, often resulting in better predictions on political election
outce s than polls and experts (Wolfers and Zitzewitz, 2006), they are also
useC in mar 7 other contexts, e.g., to forecast business output by companies
such « ~ Goe le, Intel, and General Electrics, to predict the likelihood of natural
.sasters, or the future value of macroeconomic parameters (Plott and Chen,
2002; Co wgill, Wolfers, and Zitzewitz, 2009). Moreover, due to features such as
p. “ses<’ag a definite end-point, prediction markets represent an ideal test bed
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to study decision making under uncertainty. This allows, oppo. ‘e to . nancial
markets, to observe the outcome of an event, and all uncert- .. “y is . solved at
a fixed point-in-time.

However, historical insufficiency of data has limited the 1. = iber of empirical
studies of prediction markets. Notably, there is no com _.chensi. : work on the
empirical regularities observed in prediction markets (¢ - stylize ' facts), whereas
in financial markets data-driven analysis has always re reser ed a prominent,
valuable field of study (Mantegna and Stanley, 200, Cont, 2001; Abergel et al.,
2016). One of the main consequences is that quai tits .ive nodels of prediction
markets lack an important means of validation.

In this paper, we focus on the analysis of daily ~olumes (measured as the
number of shares traded on a given day), an' calends - effects, i.e., regularities
that occur during a trading period, such «- a w.~', or a year. We find that
volume in political prediction markets shares .~ly few of the characteristics
typical of stock market time series. S, ~cincally, we find that some volume
properties, including calendar effects, seem .. be similar to those observed in
the stock market, whereas we find no ~viu. .. - of any price seasonalities.

This paper provides three main coun - ibutions to the literature. First, the
analysis of empirical regularities . .* we present in this paper extends the
boundaries of the Econophysics litera. re weyond financial markets and financial
economics, which has historicai., vec.. * .e focus of the discipline (Jovanovic and
Schinckus, 2017; Richmond et al., »213; Chakraborti et al., 2011; Chakraborti
and Toke, 2011), and show that using the Econophysics methods for new types
of markets, such as predir ¢ion n. rkets, is as promising, and can help in under-
standing human behavio. ~und dr cision making under uncertainty. This is, to
the best of our knowle ige. the “rst work, together with Restocchi, McGroarty,
and Gerding (2018). cha’ use~ Econophyiscs to study prediction markets in a
systematic way.

Second, this y ner prov.des a significant advance in the study of prediction
markets. Althot gh p. diction markets and their mechanisms have been investi-
gated in deptl ” - years (Vaughan Williams, 2011; Chen et al., 2018; O’Leary,
2011; Wolfer: and Zitzewitz, 2006; Luckner et al., 2011), a comprehensive anal-
ysis of their s.  1zed facts has been done only for price changes (Restocchi,
McGroart y, ard Geeding, 2018). However, volumes and calendar effects are in-
tegral p rts Of pr :diction markets, and provide both information upon which
build predic.’~r market models and a powerful tool to validate them.

T aird, ¢ fferently from price changes, traded volume and calendar effects are
a mc e direc result of people’s behavior, and not just an emerging property of
a ~omp. — Lystem. For this reason, the regularities we find in these paper can
;ive in. ‘ghts on people’s decision making under uncertainty.

The »(aper is organized as follows. In Section 2 we present the data set and
exXp.... how prediction markets work. In Section 3, we perform a statistical
a .., sis of volume, and Section 4 depicts our findings on volume and price
.alendar effects. Finally, in Section 5 we summarize and discuss our results.




Table 1: Summary statistics for the distribution of traded volun..
N.Observations  Mean St.Dev. Minimum q¢o59 @so% @, ;2  Maximum
112761 3515.68  18950.04 1 43 307 161 1388889

2. Data and Methods

Our data set comprises the daily volumes and e U1.C contract prices
of 3385 betting markets on political events, provi ed ’ y 1 redictIt!, for a total
of 112761 valid observations (i.e., after removing au dav, in which there was
no trading activity). Contracts on the Predictlt « -~hange market are Arrow-
Debreu securities, i.e., contracts which are p~iced bety een 0 and 1 dollars, and
whose payoff is either 0 or 1 dollars and sc'ely e ds on the the outcome of
a future event. For instance, one could buy a -~ontract on either "Trump will
lead"” or "Clinton will lead" in the mark: ", v will lead in Trump vs. Clinton
polling on September 142" (or sell a contrac. ~n "Clinton will lead” or "Trump
will lead”, respectively). Then, one « ... ~* "Clinton will lead"” pays 1 dollar
if Clinton will be leading in Trump vs. " nton polling on September 14, and 0
otherwise. As a consequence, rati. -.~1 tra 'ers are willing to buy a contract on
a given outcome only if the current ~ric of such a contract is lower than the
probability they attach to the . _~~ti\~ outcome to occur.

To perform our analysis, we u.~ this data in two ways. To examine the
distribution of daily traded shares, we aggregate volumes across all markets,
which allows us to have s .ficie. * observations to reconstruct a significant dis-
tribution. Conversely, t¢ ~xamin: other properties such as calendar effects, we
analyze each market separate. - .nd then take both the average and the median
results among all me ket-, which allows us to have a more detailed statistical
description of these p. > .ome 1a.

In the next sec .1ons, we resent our findings and describe in more detail how
the results are o' sta.. ~d.

3. Statistir al a .alysis of traded volume

In thi section, we analyze the statistical properties of volume, which is
measure * as the iumber of daily traded shares, from the Predictlt data set.
Specifically, e :xamine its distribution, its temporal evolution, and its long-
term memec v.

31 Vo' o distribution

To « halyze the distribution of the number of contracts traded each day for
«ch m# ket, we exclude those days in which no contract has been traded, which
leaves 3363 markets and a total of 112761 observations (i.e., trading days with
rostuve volume). The summary statistics of the distribution of volumes (shown

Lwww.predictit.org




in Table 1) indicate that most of the markets examined display . ~main 1umber
of daily trades. Specifically, we find that only in half of the & vs w..1 trading
activity the number of transactions is greater than 306, an< onl- u. -ing 25% of
the active days 1761 or more contracts are purchased. Also, . - observe that the
mean is one order of magnitude larger than the media-, and tn. kurtosis and
skewness values are high. This may indicate that the ¢ istribut »n of volumes is
characterized by heavy tails, i.e., most of the trading ac. ‘vity i concentrated in
few trading days. Many probability distributions t’.a1 characterize natural and

0.20
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Figure 1: Distribution ¢ . the num”er of daily traded contracts. The distribution is shown
only for v < 1761, corresp. - «ng ' » the 75% of the observations.

social phenomer . a. nlay such heavy tails. More specifically, most of these dis-
tribution have a nower-1.w like asymptotical behavior Newman (2004); Sornette
(2006). In fir .nci. 1 markets, the tails of distribution of price changes have been
shown to be . ~ar y for most stocks and indexes (Campbell, Lo, and MacKinlay,
1997; Cor , Potte.~ and Bouchaud, 1997) and, although the exact asymptotic
behavior of s .ch *ails is still under debate (Schinckus, 2013; Malevergne, Pis-
arenko, an.' Sor’ ette, 2005), the power-law decay, given by:

p(x) ~a™ (1)

is the .. °~" widely used (Gopikrishnan et al., 2000; Plerou et al., 2004) to fit
he dec y of the tails.

Botl the summary statistics and Fig. 3.1 suggest that this might also be
the e of our distribution. We check this by fitting the tail of our distribution
L . lowing a procedure which enables us to estimate the power-law exponent
or discrete data (Bauke, 2007), and relies on a maximum likelihood estimation.
~'though there is a variety of methods to fit power law distributions to empirical
data (e.g., Clauset, Shalizi, and Newman (2009),Ausloos (2014), this procedure,




in contrast to other methods such as graphical methods and line. * regic sion, is
found to be more robust and reliable (Bauke, 2007; Deluca » .. Cor.. !, 2013)).

In more detail, this method, which is essential to fit -~ PD . . a discrete
power-law form (Bauke, 2007; Clauset, Shalizi, and Newma.. *.009), consists in
finding the value «, such that:

—x

xT

p(z) = AC (2)

where = represents the daily volumes, and A( is ti. differ :nce:

A = (@, Tmin) — C( Timas (3)

where ( is the Hurwitz zeta function, definel as:

o]

(s min) =Y 7 (4)

Here, x,,;n is the number of traded share. after which the distribution of volume
starts behaving like a power law. '+ *hecretical limit of the distribution, i.e.,
the largest possible value of x, is denot. 1 by x,,4.. However, for volumes, there is
no such a constraint. Indeed, in .“eo1y, any number of shares can be exchanged
during a single trading day. Thereiw. ‘e, we can assume that z,,,, = co and,
consequently, ¢(a, Tmaz) = 7

Given this, it is possi’.le to cc mpute the likelihood function for p(z), which

is given by N
(o = - 1(2[71(:02)) — Nin(AQ)) (5)
i=0

Then, the maxinr _ ~ likelihood estimator, & is given by:

& = argmax|[L(«)] (6)
(e
Since, in this ca. ~ there exists no closed-form solution for &, we find the value
that max miz s Eq. (5) numerically.

Fina.. - *.e le .t step required in order to accurately estimate «;, is to find the
numer’ =l vai. © of 4. To achieve this, we perform a two-sample Kolgomorov-
Smir 10v tes (KS), as suggested by Clauset et al. (Clauset, Shalizi, and New-
man, 2009). [he procedure they introduce is as follows: first, we fix the value of
T un, Staruing from the smallest possible, and remove from our data all values
f & suh that © < ., if any. Second, we fit a power-law distribution to
rese ve ues, and find &. Third, we perform the KS test between our data and a
sampie drawn from a power law distribution with exponent &, hence computing
t’.e nS statistic (D). Finally, we increase by the smallest possible increment the

alue of T,,n, and we repeat the procedure until all possible values of x,,;, have
been considered.
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Figure 2: Figure (a) displays the PDF of volumes in a .. ~arithmic scale. Figure (b) shows the
KS statistic and the corresponding values of & o= 2+~ Tomin

Then, we choose the x,,;, that ~u... =~s the value of D, and take the
corresponding & as the power-law expc v at for our distribution. By following
this procedure, we find that the dis. . ntic. of traded shares follows a power-law
with exponent & = 1.865 £ 0.002 fo. va. ies greater than 2600, corresponding
to the 20% of the total observe. *... ™ s value is not distant from the power-
law exponent 7, = 1.53 £ 0.07 esu..~ated for financial markets (Gopikrishnan
et al., 2000; Gabaix et al., 2007), from which we can conclude that, although
in prediction markets vol' mes a. » lower than in the stock market, the decay of
the number of traded she ~s is si ailar.

8.2. Autocorrelation ,f v umes

Next, we examine .* » lor z-memory properties of volumes. To achieve this,
compute the autc :orrelatica function of the number of traded shares, and fit
it to a power-lay dis. “bution. To obtain an accurate estimation, we computed
the autocorrel~**on funccion for lags in the range 1 < 7 < 100, i.e., we used
all markets I nger than 100 days, for a total of 236 markets. We find that the
volume autoce  lation function can be described as:

(Vt), Vit + 7)) ~7 (7)

where we es. "™ .te the exponent to be A = 0.094+0.003 (see Fig. 3). This result
sugg sts the © trading activity behaves in the same way in both prediction and
stoci market 3, in which the power-law exponent is observed to be of the same
ordor o. ~ .gnitude. More specifically, its value is estimated to be A = 0.30 for
JS sto s (Plerou et al., 2001), and A = 0.21 for the Chinese stock market (Qiu
t al., 2 09), which also suggests that the decay of the volume autocorrelation
func.ion is faster the more liquid the market is.

,.8. Temporal evolution of traded volume

An interesting aspect of prediction markets time series (and, more generally,
state-contingent claims) is that, in contrast to those of the stock market, they
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Figt -e 4: Rel: sive volume depending on the number of days 7 until the end of the market.

1ave a xed end-point. In this section, we examine this aspect of prediction
1 arkets | i.e., the temporal distribution of volume, and find that, towards the
end or the market, the average daily volume grows significantly. Specifically,
t'.e number of traded shares depends on the number of remaining days 7 until
he end of the market, and, as shown in Fig. 3.3, this relation follows power-law




decay:
VT —71)~ ¢ (8)

where T denotes the final day of the market. We fit this f ncti m with a power
law, and we estimate the exponent to be ( = 2.44 + 0.06 wu. © suggests that
the during the last days of trading, volumes are higher than ¢ wring all the rest
of trading days combined. This result can be explair >d in se seral ways. For
example, those who invest in prediction markets, »~y v - 4iting for a lower
uncertainty on the outcome (i.e., waiting for new infor ... ¥ion to be revealed),
or they simply have a higher utility to bet in the ' .ys ri- nt before the end of
the market, hence reducing the time between the .. vest...cnt and the (potential)
gain. Either way, we believe this is a crucial result fo. building realistic models
of prediction markets, because this phenomenc. may generate non-trivial price
dynamics during the last days of trading.

3.4. Volume-volatility correlation

In this section we examine the .. '~*ian between volume and price in
prediction markets. In the stock mar. <, it has been observed in a number
of contexts that volume changes . 41 th volatility of returns are correlated
(Chordia, Roll, and Subrahmanyam, 20u_- Podobnik et al., 2009). For instance,
it is shown that volatility grows .._r~m. onally to the total number of trades in a
market (Podobnik et al., 2009). U. rtunately, for the prediction markets, we do
not possess order-level data, and hence we show that volume and volatility are
correlated on a daily time scale. That is, we compute the correlation coefficient

—— Re returns —— Raw returns
/\ — ¢ Jare returns — Square returns

Cross correlation
Cross correlation

et =

0 5

0 0
Lags Lags

Figur. 5: Figr e (a) shows the cross-correlation between traded volume and both volatility
(s~—are . _as) and price changes (raw returns). Figure (b) shows the cross-correlation
“etween ~hanges in traded volume and both volatility (square returns) and price changes (raw
-eturns)

C(r)* = (r}, v(t+7)) (9)

‘nd find that correlation is significant only for 7 = 0. Fig. 3.4 shows the cross
correlation function between traded volume and volatility and also between




traded volume and raw returns, defined as:
C(r) = (re, v(t +7)) (10)

for which the correlation coefficient is insignificant at all la~< 7. “his implies that
volume is only correlated with volatility (at lag 0) but not w.*h price changes,
which is a well known fact in financial markets (Podo. nik et : 1., 2009). Inter-
estingly, we find similar results when computing th- cros. __rrelation between
returns and volume changes (Fig. 3.4). This is iv con* az  to what is found in
the stock market, for which it has been observed ._ut ths correlation between
volume changes and volatility decays with a powe. 'aw \~Podobnik et al., 2009).
Conversely, in our data set we find that volatility 1. correlated with volume
changes only at lag 0.

4. Calendar Effects

Calendar effects, or seasonalities, « < ., 'i~al regularities that occur through-
out a trading period, be it a year, a we k¥ or a day, and have been observed in
both returns and volume by a nu. .. »r o1 authors who examined international
stock markets (Sewell, 2011). In this . ~ci. n we examine some well-known effects
that are present in financial ma. .. ‘M. habarov and Ziemba, 2010), and we find
that only some of them can be obs. "ved in prediction markets. Specifically, we
first describe cyclical regularities exhibited by trading activity and then focus
on price changes, for whic’. we ¢. amine the Weekend and the January effects in
detail.

4.1. Trading activity cale .dar effects

There is eviderze .. at, "a financial markets, trading activity significantly
varies depending ' the tune of the day and the day of the week. The first
comprehensive £ .udy ¢ volume calendar effects (Jain and Joh, 1988) examines
several years -~ NYSE-listed stock data and find that liquidity is lowest on
Monday, pee s 00 Wednesday, and drops until Friday. A similar, more recent
study (Choraic Roll, and Subrahmanyam, 2001), which analyzes U.S. stocks
between “J88 ana 1998, find that the volume peak has shifted to Tuesdays,
whereas -rid «ys } ave become the days with the lowest liquidity. In this section
we analvze -ac.ng activity in our data, and find that it significantly varies
acros s days »f the week and across months of the year. Although this behavior
is si.nilar to that of the U.S. stock market, this is a non-trivial result, since
predice. ~ _aarkets possess two main differences compared with stock markets.
s>pecific 2lly, in prediction markets, it is possible to trade during weekends. Also,
ince lio idity in prediction markets is much lower than in financial markets, we
fin. l.at the average number of traded shares is significantly affected by those
b ... cts in which volumes are largest. Specifically, to overcome this issue, we
yresent our results using both the average and the median volumes.

Despite these differences, we find that most of our results are comparable
with those of U.S. stocks. In fact, we conclude that, in our data, trading activity
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Figure 6: Figure (a) and Figure (b) display the media. and the mean, respectively, number
of contracts traded by day of the week.

Table 2: This table displays summary sta suc. ° *he trading activity (expressed as the
number of contracts traded) across the days f .he week. The t statistic is used to either
accept or reject the null hypothesis that e mew * volume value of a given day of the week is
the same as the mean value for the other 'ay

Monday Tuesday Wednese v Thursday Friday Saturday Sunday

Mean 3019.45  5580.16 Ttouol 3667.96 3079.47  2406.12  2436.10
St. Dev. 10550.43 36248.83 1831. %6 19204.85  11540.58 10730.70  8266.70
Median 300 346 354 321 308 273 260
t-stat. -5.50" 8.55% 5.09* 1.11* -4.62* -11.85*  -13.34*

* Lorrespona  to a significance level of 0.01%.

1. ~ates t at the result is not significant.

*x

is lowest during weeke. 18, I at otherwise shows a trend similar to that found
in the U.S. stock unarket (.2e Fig. 6). Table 2 shows that the average volume
is low on Mond .ys, , »aks on Tuesdays, and then decreases gradually for the
rest of the wee' and it reaches its lowest value during weekends, which agrees
with the ane ysis oy Chordia, Roll, and Subrahmanyam (2001). The analysis
of the median ~ anber of traded shares (Fig. 6, and Table 2) shows a similar
pattern,  chonigh . .e volume differences across the days of the week become less
pronour ed «omp .red to the average value, and the number of traded contracts
has a high .~ V ednesdays instead. We repeat the analysis for the months of
the v :ar, ar4 we find that, although the differences between mean and median
are 1ore prc wounced than in the weekly analysis, both measures show similar
trends ‘ce~ fig. 7). First, January and December are the months with the
“cast tzndes in both cases. Second, both the mean and the median volumes
ncrease rom January to Spring (April and March for the median and the mean
va.. , .espectively), then have a local low in August, and then a new high in
.- -mn (October for the median volume, November for the mean volume).
"_hese findings suggest that, despite the structural differences, volume temporal
1. sularities in prediction markets are similar to those found in stock markets.
However, there is an important difference in the implications that volume

10




Table 3: This table displays summary statistics of the trading activitv (ex, -essed as the
number of contracts traded) across the months of the year. The t st .1st. ' is used to either
accept or reject the null hypothesis that the mean volume value of a ,iven iay [ the week is

the same as the mean value for the other days.
Jan Feb Mar Apr May Jun Tl Aug Seo T Nov Dec
Mean 3562150 105487.06 222737.46 15351476 1193917 12185035 13904175 61046.02 40471 83035, 1 13104053 80493.27
St. Dev. 18903.99 66802.30 156852.56 140245.76 18349935 11263455 118178.35 42586.1° 45412.31  1532.94 151787.61 13093.59
Median  4350.0 102000 142200  15780.0  14085.0 127200 101100  6690.0  7470.0 . 3000 77100  5550.0
.y 0.02 12.39" 5.83" 4.46" 2.79* 5.65° <1535 -15.37" 63 3.2" -40.36
*

corresponds to a significance level of 0.01,"

** indicates that the result is not sig aficant

seasonalities have on these two types of markets, w. ‘<h arises from the fact that
prediction markets have a significantly lowrr liquidi y compared to financial
markets. In fact, although low liquidity doe~ nov . =ce sarily imply lower market
efficiency, it leaves price open to possible ma.. ulations by malicious parties,
which are not necessarily pecuniary, but : .., ¢ suuply introduced to bias public
opinion about the realization of a particule. event (Goodell, McGroarty, and
Urquhart, 2015).

16000, 22,000

14000
200000
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10000 150000)
8000 .
‘ l 100000f
4000
50000)
2000 ‘
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Jan Feb Mar Apr May Jun Ju. 1 Sep 7 _t Nov Dec DJan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
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S

Median volume
Median volume

() (b)

Figure 7: Figur (a, and Figure (b) display the median and the mean number of contracts
traded by mor h of ne year, respectively.

4.2. Pr..~ c lend ur effects

In Iissec.. n, we examine price changes across days of the week and months
of tl e year. We first introduce these regularities, also presenting the results
founc in fin- ncial markets, and then show that these two patterns are not ex-
I uiced by our data. Indeed, we find that, opposite to volume, price in prediction
narkets does not follow the same behavior as in the stock market and, more
¢ neral’y, does not seem to exhibit any regularity. Conversely, in numerous
stock markets, it has been observed that prices display more calendar regular-
i’1es than volume, and the study of this topic has generated a large body of
Cterature (Thaler, 1992; Constantinides, Harris, and Stulz, 2003). After their
discovery, many of these anomalies have reduced or even disappeared (Mclean

11




and Pontiff, 2016), but some of the most important calendar “ects, among
which the January effect and the Weekend effect are the . ~st ac umented
(Sewell, 2011), are still present in many stock markets (Dz} abar ,v . ~d Ziemba,
2010).

4.3. The Weekend and the January effects

The weekend effect (sometimes referred to as Monda, ~ffe-.) is an empirical
regularity by which average returns on Mondays are < mificantly lower than
those of the rest of the week, and is often regarc " .s th : strongest of calen-
dar effects (Rubinstein, 2001). This anomaly w. - first'-- observed in the 1930s
(Fields, 1931), but the first comprehensive discussiow. wvas provided by Kenneth
French (French, 1980), who analyzed more tha. twent years of stock returns in
the U.S. market to test two hypotheses. The Srst, caled calendar time hypoth-
esis, states that the expected returns on Monda. should be three times those
for the other days of the week, since the .. » risk accumulated during weekends
should be reflected in Monday’s returns. The = econd, named trading time hy-
pothesis, states that, if only trading "ime w.utters to generate returns, there
should be no distinction between Mona vs and other days. However, French
found that neither of these hypotisc- were true. In fact, he found that, on
average, Mondays display lower retur. s than all of other days of the week and,
more specifically, Monday is tu. oniy Jay of the week during which average
returns are negative.

Lakonishok and Maber', ‘T.akonishok and Maberly, 1990) provide an ex-
planation of the weeken' . effect based on the analysis of trading patterns of
individual and institution.’ inve cors. First, they find that, on Mondays indi-
vidual investors tend .o trade .nore compared with the rest of the week, and
also that the numbe  of ,ell ‘. ansactions relative to buy transactions increase
significantly. Seco .d, ..>v bserve that, in their data, the traded volume by
institutional inve , ~rs was the lowest on Mondays. They claim that these two
regularities comoined , "2wide a partial explanation for the weekend effect.

B | m =
- 0005

0.0015; 0.015

0.0010|

Mean return
Mean return

~0.0010]
-0.015|

-0,

Mor Tue Wed  Thu Fri Sat Sun - Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Weekday Month

(a) (b)

b sure 8: Figure (a) and Figure (b) display the mean return across days of the week and
months of the year, respectively.
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Table 4: This table displays summary statistics of the returns for each dav ot v. ~ week. The t
statistic is used to either accept or reject the null hypothesis that the - iea. return of a given
day of the week is the same as the mean return for the other days. =~

Monday Tuesday Wednesday Thursday Friday ¢ .turday Sunday

Mean -0.0009 0.0003 -0.0003 0.0002 0.007™ w011 0.0006
St. Dev. 0.11 0.11 0.11 0.11 C.14 0.08 0.07
Median 0 0 0 0 0 0 0
t-stat. -1.11* 0.34* -0.41* 0.3* l.z.” -1.75* 1.1*

* indicates that the result is not ¢ glﬁﬁ("

The January effect is another important calen. v regularity, whereby re-
turns on January are significantly higher tL.~ in ot er months. It has been
first observed in the U.S. and Australia stc » ma.' _is (Wachtel, 1942; Praetz,
1972; Officer, 1975; Rozeff and Kinney, 1976), ai. ' in several international stock
markets afterwards (Gultekin and Gulte. . 1983; Agrawal and Tandon, 1994).
Similarly to the weekend effect, the January . ¥ect has proven to be a regular-
ity whose causes are puzzling (Hauge. anc .. ‘wonishok, 1988). There are many
competing explanation attempts, but mc . of these theories revolve around small
firms. Indeed, there is evidence the* .is | henomenon is related with the capi-
talization of firms, and then that it is 'ike.y to be a consequence of a small-firm
effect (Reinganum, 1983), low ."aic . ices (Bhardwaj and Brooks, 1992), or
tax-motivated trading (Sias and Sta.'-s, 1997; Poterba and Weisbenner, 2001).

4.4. Analysis of returns

In this section we exai.me t'.e seasonality of returns, to find whether the
Weekend and the Janr ary ~ffecu. exist in prediction markets. To achieve this, we
follow the same proc ‘dur : e sloyed to analyze calendar effects on volume, and
take into account bt bth ti. v 2an and the median return. However, in contrast to
traded volume, 1 . ~us do not seem to possess any significant differences across
days of the week (see Jig. 8). Mean daily returns, as it is shown in Table 4,
lie between -C yu. and 0.001 for all days of the week, i.e., they are one order of
magnitude s ralle - than the minimum possible raw return |r;| = 0.01, and these
small diffe-ence. disappear completely when considering the median returns.
Accordin Ly, v e find that all the p-values from the t-test are greater than 0.7, and
hence the ~v ( hy othesis that average returns are the same across the days of the
week » ‘not .~ rejected. Similarly, we find that monthly returns do not display
any ignifice & difference (see Table 5). These findings are consistent with the
hypo hesis t iat the January effect is due to smaller-capitalization stocks and
t- .. loss seuing (Roll, 1983). Indeed, in prediction markets, there is no equivalent
»f capit. lization since contract prices purely reflect the likelihood of a given event
v occu as perceived by market participants. Also, losses from these markets
do not impact on fiscal contribution, since prediction markets fall under the
g mpling legislation in most countries and, importantly, volumes are too low to
ffect fiscal contribution whatsoever.
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Table 5: This table displays summary statistics of the returns for each mown." of the year.
The t statistic is used to either accept or reject the null hypothesis the .t mean return of a
given month of the year is the same as the mean return for the other mon’ is.

Jan Feb Mar Apr May Jun Jul Aug Sep sct Nov Dec

Mean 0.01  0.0086 0.0107 -0.018 -0.0098 -0.0059 0.0024 -0.0021 0.011 -¢ 06 -0.0142 0.0071

St. Dev. 0.498 0.579  0.699 0.545  0.563 0.579 0.593 0.614  J.008  0.58- 0.655 0.549
Median 0 0 0 0 0 0 0 0 0 0 0 0

t-stat.  0.34*  0.25*  0.25% -0.55*  -0.32* -0.2* 0.08*  -0.07* 04* -(J3* -037" 0.21*

* indicates that the result is not significa. ’

5. Conclusions

We analyzed calendar effects and several <tatistica properties of volumes in
prediction markets, by using a data set cormpris. ~e 27,85 time series of security
prices and trading volumes on political events. First, we find that volume sea-
sonalities are similar to those found in © __.. ... .aarkets. Given the fact that
prediction markets possess a structure whic. is significantly different from that
of financial markets, and far lower ' .. "*v these results suggest that some
market properties, such as volume cale ~c ar effects, could be exogenous to the
markets themselves, and are not a ~mer; ‘ug property of a complex system (in
which traders are interacting). Rath.r, .\ 2y seem to be regularities that belong
to the sphere of investors’ dec -~ mcking under uncertainty, regardless how
much money they are trading, or . hat the investment time horizons are. Sec-
ond, our results show that price seasonalities, as well as volume regularities, are
different from those obserr zd 1. “nancial markets. Although the different mech-
anisms of prediction mar’ ~ts, and n particular their limited time horizons, make
the few differences we obser . ~d in the properties of traded volume somewhat
expected, the absenc . of price seasonalities, compared with those of financial
markets (and volumec - asor dlities in both financial and prediction markets)
suggest that price calende. effect may be an emerging phenomenon caused by
the interaction ¢. t.. Jers, rather than an effect produced by exogenous causes
such as volume seasonau.ties. This difference has two interesting implications:
First, it suggr sts 1 1at the two processes are different in nature, and are worth of
more investiy *ir a to better understand the decision making reasoning behind
them. Sec ,nd, it . ~plies that volume calendar effects could be used directly as
a feature to  .ode' prediction markets, rather than to validate them.

Overaw, wr esults suggest that studying prediction markets could provide
addit’unal insigats on people’s individual and collective behavior when trading
und« r uncen inty, and we advocate the use of our results to build and validate
new 1. ~dels of prediction markets.
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