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ABSTRACT Robotic bin-picking is a common process in modernmanufacturing, logistics, and warehousing
that aims to pick-up known or unknown objects with random poses out of a bin by using a robot-camera
system. Rapid and accurate object pose estimation pipelines have become an escalating issue for robot
picking in recent years. In this paper, a fast 6-DoF (degrees of freedom) pose estimation pipeline for random
bin-picking is proposed in which the pipeline is capable of recognizing different types of objects in various
cluttered scenarios and uses an adaptive threshold segment strategy to accelerate estimation and matching
for the robot picking task. Particularly, our proposed method can be effectively trained with fewer samples
by introducing the geometric properties of objects such as contour, normal distribution, and curvature.
An experimental setup is designed with a Kinova 6-Dof robot and an Ensenso industrial 3D camera for
evaluating our proposed methods with respect to four different objects. The results indicate that our proposed
method achieves a 91.25% average success rate and a 0.265s average estimation time, which sufficiently
demonstrates that our approach provides competitive results for fast objects pose estimation and can be
applied to robotic random bin-picking tasks.

INDEX TERMS Robotic bin-picking, learning-based pose estimation, adaptive threshold, point pair features,
multilayer segmentation, 3D sensing.

I. INTRODUCTION
An accurate, fast, and robust 6D object pose estimation
solution has served an important role in many practical appli-
cations such as robot manipulation, augmented reality and
autonomous driving. The RGB-D camera (aka 3D sensor
or depth camera) is a critical device for obtaining visual
information from commercial to industrial levels, such as
Kinect, RealSense, Bumblebee, etc., which has been proven
in deriving better performances in 6D object pose estimation
with respect to the RGB cameras without depth or distance
measurement. Because the depth cameras concurrently cap-
ture both the appearance and geometry of the scene, those
RGB-D sensors also have capabilities for accurately inferring
poses of low-textured objects, even in poorly illuminated
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environments. Additionally, an effective method for building
a database of multiple objects in random poses is desirable,
which improves the robustness of pose estimation for random
bin-picking in industrial applications, as shown in Figure 1.
The former is textureless, and the later is thin and partially
occluded. However, this consideration still presents chal-
lenges to be addressed, including robustness against occlu-
sion and clutter, scalability to multiple objects as well as
the fast and reliable object modeling methods. To address
this problem, two categories of mainstream methods were
presented for fast objects pose estimation.

A. FEATURE-BASED METHODS
Conventional methods commonly use key-point descriptors
or some heuristic features (point, line, edge, etc.) of those cap-
tured images, where the descriptor includes transformation
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FIGURE 1. Objects are placed for robot grasping in industrial applications.

from 2D descriptors (SIFT [1], SURF [2], ORB [3], etc.)
to 3D local and global feature descriptors (FPFH [4], [5],
USC [6], SHOT [6], [7], Spin Image [8], CVFH [9],
GRSD [10], [11], etc.). Thosemethodswere designed accord-
ing to a common pipeline by performing correspondence
grouping, hypothesis verification, ICP [12]–[14] as well as
the refinement on the last pose for obtaining a more accurate
result [15]–[20]. However, the 6D pose estimation methods
using 2D/3D images in robotic random bin-picking systems
only work when the poses are limited to a few degrees of
freedom and suffer from significant lighting changes or tex-
tureless objects. Particularly, Ulrich et al. [16] proposed a
method that uses 2D edge-based matching and a pyramid-
level fashion to iteratively search for the maximum similarity
in a 2D model in order to estimate the 3D pose of an object.
In [17], the author first attempted to use the 2D key-point
matching method for implementing the robotic manipulation
of 3D objects resulting in a new solution for pose estimation.
As for 3D point cloud methods, Song et al. [21] proposed a
multiview pose estimation system, but the methods to create
the database are time-consuming and not very fast for bin-
picking tasks.

Two methods that must be mentioned are the multimodal-
LINE (LINEMOD) algorithm and point pair feature (PPF)
algorithm proposed by Hinterstoisser et al. [22] and
Drost et al. [23], respectively. LINEMOD achieves a high
recognition rate and speed on the ACCV3D dataset by com-
bining color gradient and normals information. The PPF
algorithm only uses depth information, combines an efficient
voting scheme with point pair features and does not use color
information: both of them are robust to partial occlusion.
PPF has exhibited good pose estimation performance on
multiple datasets, winning the SIXD challenge in 2017 [24],
and many modifications have been made to the original
PPF [25]–[31]. Hinterstoisser et al. [25] introduced a bet-
ter and more efficient sampling strategy with modifications
to the pre and post-processing steps, which achieved good
results. Liu et al. obtained an impressive result by combining
a machine learning-based 2D object localization and a 3D
pose estimation method in [26], [27]. Vidal et al. proposed
a better preprocessing and clustering step with an improved
matching method for Point Pair Features in [29]. Li et al.
proposed a novel descriptor Curve Set Feature (CSF) and a
method named Rotation Match Feature (RMF) to speed up
the matching phase in [30] and used foreground and back-
ground segmentation with synthetic scenes to make up for
the point pair feature algorithm in [31].

B. LEARNING-BASED POSE ESTIMATION
Convolutional Neural Networks (CNNs) have revolution-
ized object detection from RGB images. More recent deep
learning architectures have performed detection on 3D data
directly [32]–[35]. PointNet [34], [35] is the pioneer which
fed raw point cloud data into neural networks. PoseCNN [36]
is trained to predict 6D object poses from images in multiple
stages, by decoupling the translation and rotation predictors.
BB8 [37] and SSD-6D [38] do not directly predict object
pose; instead, they perform all predictions for 2D images.
DeepIM [39] is a novel framework for iterative posematching
using color images only. DenseFusion [40] introduces a neu-
ral network that combines RGB images and depth images for
6D pose estimation, with an iterative pose refinement network
using point clouds as input. DeepHMap++ [41] introduces
a novel method for robust and accurate 3D object pose esti-
mation from single-color images with significant occlusion.
Nevertheless, the majority of learning-based pose estima-
tion methods use real labeled images and are thus restricted
to pose-annotated datasets [37], [42]. Consequently, several
related works [38], [43], [44] have been proposed to train on
synthetic images rendered from a 3D model, yielding a great
data source with pose labels free of charge. More recently,
automatic annotation methods have been proposed using
motion capture [45] or 3D scene reconstruction [46], [47].
However, in comparison to 2D bounding box annotation,
the effort of labeling real images with full 6D object poses is
more difficult and requires expert knowledge with a complex
setup [48]. These methods still require significant human
labor and are not able to generate variability in pose since
objects must remain stationary during data capture.

However, naive training on synthetic data does not typ-
ically generalize to real test images. Therefore, the main
challenge is to bridge the domain gap that separates simulated
views from real camera recordings. In this paper, we propose
a fast CAD-based 6-DoF pose estimation pipeline for random
bin-picking for different objects of varying shapes. 3D CAD
data or target partial point clouds were used to create an
off-line database that includes different feature information
(point, surface normal) about the model. Concerning the pose
estimation task, a voting-based feature matching scheme was
introduced to perform comparison scheduling using the target
in the database and real scenes to create pose clustering.
Last, but equally importantly, RANSAC (random sample
consensus) and ICP (iterative closest point) are used to pose
refinement to obtain a more accurate result. Our main con-
tribution in this paper is the fast multilayer picking strategy
in the bin-picking problem and the method to create a new
offline database with fewer samples and less training time
when unseen types of objects are added.

The remainder of this paper is organized as follows. First,
the system architecture for CAD-based pose estimation is
described in Section II. We subsequently explain details of
the feature extractor, voting-based matching procedure and
multilayer adaptive threshold picking strategy in Section III.
With the proposed pipeline, a real-world experiment is
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FIGURE 2. Illustration of a proposed pipeline for 3D object detection and pose estimation. The 3D model database in the dotted
rectangle is built off-line, followed by feature extraction and point cloud key point description transform of the 3D CAD model into
the 3D model database as template.

presented in Section IV for evaluating the proposed methods,
and the experimental results and discussions are also included
for supporting the performance of the proposed random bin-
picking system. Finally, we present the conclusion and future
direction in Section V.

II. SYSTEM ARCHITECTURE
The proposed system architecture for robot bin-picking is
shown in Figure 2, which consists of three main components:

• The establishment of the off-line 3D model database;
• Voting-based matching procedure and RANSAC 6-DoF
pose estimation;

• Target selection using multilayer adaptive threshold.

As illustrated in Figure 2, those operations surrounded by
dotted lines are in the offline phase primarily for creating
a 3D model database by extracting features from the 3D
CAD model or point clouds from real scenes, in which the
models’ point features can easily be obtained and automat-
ically generate informative samples by randomly adjusting
the customized parameters (scale, position, and orientation).
In addition, it can not only use CAD data but also the
real point cloud, as shown in Figure 3, respectively. The
left figure illustrates the 3D CAD model used to generate
offline datasets, where the yellow dots are key points and
the reference points are in green within a certain distance
between the key points, the template model would consist of
contour, normal distribution, and curvature information. The
right figure shows the datasets generated by using the scene
segmentation method in real-time point cloud when the CAD
model is hard or time-consuming to get. The yellow and green
dots are the same as above. The feature generation will be
discussed in detail in Section III.
The 3D camera captures depth images and generates point

clouds for the scene. To speed up the processing time, pass-
through filter and voxel grid filter was used to remove noise,
the point cloud then followed with a voting-based matching
schemewhich aims to determine the correspondence between
the offline database and the captured scene. The pose esti-
mation system estimated different types of objects with their
6-DoF poses in the bin. After that, the multilayer adaptive

FIGURE 3. Dataset construction (a) An instance of the dataset is created
from the 3D CAD model, where the key points and the reference point are
in yellow and green, respectively. (b) By using the segmentation method
in real-time point cloud, another instance (computer-memory-card) in
dataset is created, the color scheme is the same as previous.

picking strategy was introduced to obtain the best target and
its’ pose which is most suitable to allow the robot gripper to
pick it up among all of the recognized candidate objects.

III. POSE ESTIMATION AND ADAPTIVE THRESHOLD
SEGMENTATION
A. OBJECT DATASET CONSTRUCTION
A fast and user-friendly pipeline to construct object dataset
is described in this section. Usually, it’s not difficult to get
the corresponding 3D model because the workpiece has its
own 3D model before it is made. At the same time, compared
to setting virtual camera in space and taking snapshots from
different viewpoints [16], [49], our methods does not require
setting multiple viewing angles, includes no blind zone and
will automatically generate informative samples by randomly
adjusting the customized parameters (scale, position, and
orientation), which can perfectly obtain the complete infor-
mation of the model and contain more information. To build
a description of the 3D CAD model, the point cloud data are
converted to the Point Pair Features (PPF) [23] descriptors
and then similar features are grouped in a hash table. The
hash table is a representation of the 3D CAD model that is
stored in the 3D model database. The 3D model database is
then used to estimate the 6-DoF pose, in order to recognize
and localize objects.

In addition, as for some model has difficulty in obtain-
ing the 3D CAD data, we have proposed a fast and user-
friendly way to learn it online such that there are two ways
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FIGURE 4. Illustration of the PPF descriptor on the point cloud.

to create an off-line database in our system, that is the major
difference compared with others. Depth-based methods of
PPF have shown robust pose estimation performance on
multiple datasets. Whereas, we use the voting-based PPF
algorithm [50] to perform point sampling and pose voting.
The PPF descriptor is a 4-dimensional descriptor, formulated
by Equation (1), which encodes the relations between two
surface points, p1 and p2, with its normal vector.

PPF(p1,p2) = [‖ d ‖2, 6 (n1, d), 6 (n2, d), 6 (n1, n2)] (1)

where d is the Euclidean distance between p1 and p2, n1 and
n2 are the point normal and 6 (n1, n2) are the angles between
the point normal, and 6 (n1, d) and 6 (n2, d) are direction
vectors between the two points, as denoted in Figure 4.

B. VOTING-BASED MATCHING PROCEDURE AND RANSAC
POSE ESTIMATION IN MULTIPLE SCENES
The proposed 6-DoF pose estimation system recognizes and
localizes different types of workpieces. The system architec-
ture for the pose estimation system is shown in Figure 5.
Outside the dotted rectangle, the depth image is the input and
a set of 6-DoF poses for different types of objects is the out-
put. The algorithm has an offline phase and an online phase.
During the offline phase, the 3D model database is generated
for recognition. During the online phase, the implementation
procedure of the pose estimation module is as follows:
• Converting the depth image of the scene into the point
cloud.

• Outliers in the scene were removed using the pass-
through filter to increase processing speed and produce
a smaller search area.

• Voxel grid filter was used for downsampling and to
decrease the number of point clouds.

• The point-pair feature descriptor was introduced to com-
pute the key-point features and then match themwith the
3D model database to estimate the 6-DoF pose using the
voting-scheme matching algorithm.

• Using the pose clustering picking algorithm to remove
the incorrect 6-DoF pose proposals that have high
scores. Since an object is modeled by a large set of pair
features, it is expected to have multiple pose hypotheses
each for different reference points supporting the same
pose. The retrieved poses are clustered such that all

poses in one cluster do not differ in translation and
rotation by more than a predefined threshold.

• Increasing the accuracy of the 6-DoF pose estimation
results by using the ICP algorithm [12]–[14] which pro-
duced more accurate results than simulation for 6-DoF
pose estimation.

Here, we denote M and S as the CAD model and scene
point cloud separately, and PPF2(p1, p2) and PPF�(p1, p2)
as the Point Pair Feature on the model and scene point cloud
Point Pair Feature, as formulated in Equation 2. First, we cal-
culate all possible PPFs within the minimum distance of the
model. In addition, we also eliminate the noise points where
the distance between them is greater than the predefined
value. We can think of this as a training phase. We then use
the four parameters to obtain similar point pairs on the model
surface, and those point pairs are stored in the same slot in the
hash table. We then create an array of votes for every CAD
model point pair and vote for every possible correspondence.
Finally, we convert the reference point and key point to the
same local frame and find the closest PPFs from the object
model using a k-d tree with a radius search for each reference
point in the scene of Figure 6, the maximum value in the
voting space is the locally optimal pose, which could be
treated as a matching phase. Additionally, the CAD models
are matched by those from the scene feature descriptors,

M= {PPF2(p1, p2),PPF2(p3, p4), . . . ,PPF2(pn, pm)}

S= {PPF�(p1, p2),PPF�(p3, p4), . . . ,PPF�(pn, pm)} (2)

The three-dimensional matching is mainly calculated based
on the three-dimensional point cloud and the normal. The
basic principle is that the matched key points have similar
distances and normal information. A point pair (mr ,mi) ∈

M2 is aligned to a scene pair (sr , si) ∈ S2 where both pairs
have a similar feature vector F. The more similar these are,
the higher the voting score between them. Then, because
the model includes pose information in the data description
stage, information among different pose clustering methods
can be used to acquire the target pose (e.g., nearest neighbor,
RANSAC). In this work, we use a RANSAC algorithm to
remove erroneous correspondences and acquire the pose of
the target. After that, the pose is refined with the ICP algo-
rithm to produce a more accurate result.

C. MULTILAYER ADAPTIVE THRESHOLD
PICKING STRATEGY
For the bin-picking problem in industrial scenarios, the major
improvement of production efficiency always is determined
by the speed of object recognition and picking. To address
this problem, a multilayer adaptive threshold picking strategy
is proposed in this paper. The strategy can be easily adopted
to the varying shapes of objects because each object has a
maximum convex enclosure and that every layer of the gap
between enclosures is always less than the diameter of the
convex enclosure even in situations with random overlap.
Here, prior knowledge is taken into consideration in the robot
bin-picking system, and the depth of interest between the
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FIGURE 5. The proposed pipeline for 3D object detection and pose estimation.

FIGURE 6. The key point and reference point of scenes, where yellow and
blue denote the key point and the reference point denoted under PPF
description, respectively.

camera and box can then have a closer search range than
the usual solution, a layer less, a search layer closer from
the bottom of box to top area of the target. When there are dif-
ferent type of target, the layer gaps are also different because,
under the field of view of the camera, the target of picking is
determined by the section above, we know the major work-
piece of one layer, the threshold is between the minimum
and maximum diameters, and this represents the adaptive
threshold.

Because the 3D camera can directly capture depth infor-
mation and determine the distance between the camera and
the actual scene, the adaptive threshold can remove the fore-
ground and background, reduce the point cloud size, and
facilitate the speed of extracting features and matching. The
three-dimensional model of the object has been used as
prior knowledge. For the stacking case which is depicted
in Figure 7, suppose we know the 3D camera max height of
the field of view, denoted as C , and the height H of the box
with the maximum diameter L of the convex enclosure of the
recognized target, and the search strategy is followed in the
search region of (C − H ) ≤ d1 ≤ (C − H + l1) (top-down
from the camera view) as shown in Figure 7 and then using
the matching algorithm mentioned above to search for the
target. In addition, the results corresponding to the number
of total layers can be obtained from n = 1 and formulated in
Equation 3:

C − H ≤ d1 ≤ C − H + l1, (n = 1)

C − H + l1 ≤ d2 ≤ C − H + l1 + l2, (n = 2)

C − H + l1 + l2 ≤ d3 ≤ C − H + l1 + l2 + l3, (n = 3)
... (3)

FIGURE 7. Mathematical model of picking strategy.

Taking a special situation as an example, if all layer maxi-
mum diameter values L of the convex enclosure are the same,
i.e., l1 = l2 = l3 . . ., then the above search range can be
described as C −H + (n− 1) ∗L ≤ d ≤ C −H + n ∗L. The
pseudocode statement is shown in Algorithm 1, in which the
input includes the distance between box and camera, which is
denoted as C , the box height H , maximum workpiece height
Lmax , and predefined minimum similarity score threshold
Smin. The output is the pose of target Pfinal and the similarity
score Sfinal .
As the code shows, we consider the case in which the

condition S > Smin is satisfied at n = n0. Next, step
n = n0 − 1, pose P, score S and the search range ρ will be
updated according to the algorithm. If not satisfied, the search
range will be updated using the predefined threshold 1. The
side view of our bin-picking multilayer algorithm result is
shown in Figure 8. The green coloration and coordinates
represent the recognized target using the multilayer adap-
tive threshold picking strategy described above. The piped
corner-joint has been masked with green on every recog-
nized object. As shown in Figure 9, the first row is the real
scene of the 3D camera, where the target recognized by our
method is indicated by a green mask for convenience. If the
target has been recognized, the green mask with ICP pose
refinement will be used, and the others will retain the original
color, i.e., green coloration indicates the recognized objects,
whereas the gray objects are not recognized. The second row
is the processed point cloud in our experiment, from left to
right figures are the targets which were highlighted using our
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Algorithm 1: Multilayer Adaptive Threshold Picking
Strategy
Input:
H : Height of the box;
L: Height of the workpiece;
C : Distance between the box and the camera;
ρ: The threshold of each layer;
1: A constant value.
P: Temporary pose value.
S: Temporary pose score.
Smin: Predefined minimum similarity score threshold.
Result: Target pose Pfinal , the similarity score Sfinal
Total number of layers: n = ceil(H/Lmax)
Minimum threshold: ρmin = C − H + (n− 1) ∗ L
Maximum threshold: ρmax = C − H + n ∗ L
for n >= 1 do

Pose estimation in the range of ρmin and ρmax
P← Updating the resulting pose
S← Updating the resulting similarity score
if S > Smin then

n = n− 1
Pfinal ← P
Sfinal ← S
ρmin = C − H + (n− 1) ∗ L
ρmax = C − H + n ∗ L

else
ρmin− = 1

ρmax+ = 1
end

end

method from top to bottom in the box. Here, we use a pass-
through and voxel filter to remove the background and noise
point cloud.

FIGURE 8. A side view image showing the results of the recognized
targets in green and the corresponding coordination system using the
proposed fast multilayer adaptive threshold.

IV. EXPERIMENTAL VERIFICATION
The setup for the random bin-picking experiment is shown
in Figure 10. A laptop with Windows 10 is designed for the
system, which has 12GB RAM and an Intel Core i5-4200H
CPU (2.8GHz). A 3D industrial depth camera (Ensenso
N20-602-16BL) is mounted on top of the bin with appropriate

FIGURE 9. Illustrates the results using fast multi-layer adaptive threshold
method, where the leftmost image show the real scene, the first row
denotes the post-processing point cloud in our experiment as well as
the second row represents the recognition targets (highlighted in green
for convenience) from left to right and from top layer to bottom.

FIGURE 10. Experimental setup for evaluating the proposed bin-picking
pipeline using a Kinova robot and 3D depth camera mounted on top of
the box.

intrinsic and extrinsic parameters calibrated. The robot arm
we used for the experiment is the Kinova Jaco2, which has
6 degrees of freedom, and a payload of 2.6 kg. Combinedwith
an air pump, electromagnetic valves, and relays, we control
the relay for the gripper to open and apply suction when
gripping the object. In the experiments, 4 different types of
objects to be recognized were placed randomly as shown
in Figure 11. Here, we recognized 4 different types of objects
in total and take the corner-joint as an example for fur-
ther explanation, which is shown in Figure 10. Additionally,
supplemental videos demonstrate the whole implementation
procedure of the bin-picking, which notice that the design of
the multilayer adaptive threshold for picking strategy focuses
on increasing the picking speed. However, those situations
involving objects under certain poses with insufficient areas
exposed for suction, causing picking failures, are outside of
the scope of this paper.

As shown in Figure 11, four objects are considered in
every scene. The Ground Truth (GT) poses of all objects were
manually oriented. Here, we recorded the ground truth of
several unstructured objects by manually using a chessboard
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TABLE 1. Recognition rates of 4 different types of targets with CAD model or real scene models.

FIGURE 11. Multiple object detection, where the first column is the RGB
image (computer-memory-card, two-way-joint, corner-joint and
aluminum-motor-support-ring), the second column is depth image (the
first and last depth are highlighted with pseudo color), and the last
column is the target with the green pose mask produced using our
algorithm.

such that the resolution is on the millimeter scale with respect
to the camera frame. We then set the estimated position and
orientation as robot input for bin-picking tasks. As depicted
in the image, the first column is the RGB image (computer-
memory-card, corner-joint, two-way-joint and aluminum-
motor-support-ring from top to bottom), the second column
is the depth image (the first and last depth images are high-
lighted with pseudo color because they are very thin), and
the last column is the target with green pose mask obtained
using our algorithm. Once the target is recognized, then a
green mask will be attached to the gray point cloud, and
the related 6-DoF pose and score are the outputs of our
algorithm.

FIGURE 12. Object on origin reference point (left image) and detected
result with respect to origin (right image), where the green labels at the
bottom of left in the two pictures are the position and orientation of the
target.

The resulting four object recognition rates are shown
in Table 1, where the computer-memory-card is using real
scene segmented data as a databasemodel, and two-way-joint,
corner-joint and aluminum-motor-support-ring are using
CAD-based model data that the first one does not have a
bottom point cloud data feature. Hence, the recognition rate
of the computer-memory-card is slightly lower than the other
three. To verify the accuracy of our 6-DoF pose estimation
system, the target workpiece selected in the experiment was
the two-way-joint modeled above; only one single target was
placed at one time. In the visible field of view of the camera,
the world coordinate system was established with the center
of the calibration plate as the reference point; the recognized
position and orientation of the workpiece by the camera are
transferred to this coordinate system, and the actual length
value of the object can be directly measured from the center
of the calibration plate, as shown in Figure 12. The following
10 sets of data are randomly placed in 10 different poses,
using the proposed methods to acquire the final refined pose.

By conducting approximately 132 picking trials on the
four different types of target, two-way-joint, corner-joint
and aluminum-motor-support-ring using CAD model data,
whereas the computer-memory-card uses real scene seg-
mented data, we achieve an average success rate of 91.25% as
shown in Table 1. Additionally, we take the corner-joint as an
example for evaluating the estimation results and its errors of
X ,Y ,Z are shown in Table 2. After calculation, themaximum
localization error of the workpiece in the X-axis direction is
1.02 mm, and the root mean square error (RMSE) is 0.79 mm.
The maximum localization error of the workpiece in the
Y-axis direction is 1.0 mm and the RMSE is 0.85 mm. For Z ,
the workpiece maximum localization error in that direction is
1.91 mm, and the RMSE is 1.8 mm. Because the 3D depth
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TABLE 2. Comparisons of the resulting measurements and ground truth (unit: mm).

camera is sensitive to distance and noise in the Z direction,
the error in the Z direction is more substantial than those in
the X and Y directions.

V. CONCLUSION AND FUTURE WORK
This paper proposes a CAD-based 6-DoF pose estimation
pipeline for robotic random bin-picking tasks using the 3D
camera. Less data and time were consumed by using our
method for database building and pose estimation. The 3D
model database can be generated from either 3D CAD parts
or real scene segmented data, which is more convenient
in practical production scenarios than the most commonly
employed methods. Additionally, as for on-line pose esti-
mation, the improved PPF voting algorithm with multilayer
adaptive threshold picking strategy was introduced, and a
series of experiments involving practical robotic random bin-
picking of multiple object types showed that the proposed
system can pick up all randomly posed objects in the bin.
A practical experiment in the laboratory achieved an average
recognition rate of 91.275 % and a time of 0.265 seconds. For
the current system, there is still room to improve the quality
of the predicted pose score in clustered scenes, as well as the
small size objects, occlusion and better quality of selected
suction cup locations on objects. Those will be the topic of
our future research.
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