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#### Abstract

In this paper, a radically new anticipatory perspective is taken into account when designing the user-to-access point (AP) associations for indoor visible light communications (VLC) networks, in the presence of users' mobility and wireless-traffic dynamics. In its simplest guise, by considering the users' future locations and their predicted traffic dynamics, the novel anticipatory association prepares the APs for users in advance, resulting in an enhanced location- and delayawareness. This is technically realized by our contrived design of an efficient approximate dynamic programming algorithm. More importantly, this paper is in contrast to most of the current research in the area of indoor VLC networks, where a static network environment was mainly considered. Hence, this paper is able to draw insights on the performance tradeoff between delay and throughput in dynamic indoor VLC networks. It is shown that the novel anticipatory design is capable of significantly outperforming the conventional benchmarking designs, striking an attractive performance trade-off between delay and throughput. Quantitatively, the average system queue backlog is reduced from 15 to 8 [ms], when comparing the design advocated to the conventional benchmark at the peruser throughput of 100 [Mbps], in a $15 \times 15 \times 5\left[\mathrm{~m}^{3}\right]$ indoor environment associated with $8 \times 8$ APs and 20 users walking at $1[\mathrm{~m} / \mathrm{s}]$.


Index Terms-VLC, user-association, dynamic programming, machine learning, hand-over, user-centric networking.

## I. Introduction

VISIBLE Light Communications (VLC) constitutes a compelling technique of meeting the escalating wirelesstraffic demands, as a new member in the beyond

[^0]Fifth-Generation (5G) Heterogeneous Networks (HetNet) landscape [1]. There have been tremendous link-level achievements of VLC using state-of-the-art Light Emitting Diodes (LEDs) and Photo-Detectors (PDs) [2], sophisticated signal processing techniques [3] and advanced LED components [4]. The system-level studies ${ }^{1}$ of VLC have also been rapidly developed for broadening its scope beyond point-to-point applications [5]. Recent advances have been partially inspired by numerous advanced Radio Frequency (RF) techniques. It is paramount however that these designs are suitably tailored for the specifics of VLC transceivers, propagation characteristics, illumination requirements, etc. Explicitly, straightforward adoption is completely unsuitable. Particularly, in indoor VLC, each Access Point (AP) constructs an 'atto-cell' with a few meters of radius confined by the coverage of light propagation [6]. Different from the RF regime, the number of APs may be higher than the number of users, resulting into ultra-dense networks [7], [8]. However, existing studies on indoor VLC were mainly focused on static network settings, while in this paper we study the challenging scenario of dynamic network settings, capturing both the users' mobility and wireless traffic dynamics.
When designing indoor VLC systems for supporting the users' mobility, the specific technique of associating the users with APs plays a crucial role, which requires locationawareness. Indeed, taking into account the users' geo-location information is both desirable and feasible, since there are important scenarios where the users' geo-locations are predefined or highly predictable, such as those of the robots and machines in warehouses, airports, museums, libraries, hospitals etc. In fact, there has been active research on indoor VLC positioning and tracking techniques [9], where the recent advances have achieved sub-centimetre accuracy [10], [11]. Furthermore, it is also desirable for the user-to-AP associations to have delay-awareness, so that to maintain queue stability for moving users with dynamic wireless traffic. Indeed, delayaware system design has been a challenging and important subject [12]. Hence, significant research efforts have been dedicated to finding solutions for maintaining queue stability with the aid of e.g. Lyapunov optimisation [13] and machine

[^1]learning [14] techniques. In fact, considering delay-awareness allows us to investigate the inherent trade-off between the average system queue backlog and the average per-user throughput of indoor VLC dynamic network settings.

In order to fully exploit the location- and delay-awareness, we conceive a novel anticipatory design principle by taking into account the anticipated users' mobility and wireless traffic dynamics when designing indoor VLC solutions [15]. Hence, anticipatory design constitutes an enhancement of the conventional location- and delay-aware designs with no foresight. To elaborate, prior research efforts have demonstrated the significant potential benefits of anticipatory design, through profiling the users' mobility pattern [16], link quality [17], traffic distribution [18] and social connection [19], etc. Sophisticated technical modelling methods, such as time-series analysis [20], classification [21], regression [22] as well as Bayesian inference solutions [23] have also been investigated, along with various mathematical optimisation methods [24]-[26]. These encouraging studies further consolidated our motivation to pursue anticipatory design for indoor VLC. In our anticipatory design, we assume the priori knowledge of the users' wireless-traffic distribution (not the exact packet arrivals) and perfect geo-locations. Instead of dealing with how to predict these quantities, our focus is on how to exploit this information in designing stable indoor VLC system.

In this paper, we investigate indoor VLC in the context of dynamic network settings by adopting anticipatory design principles for formulating the association decisions in order to fully exploit both location- and delay-awareness.

- We consider the Responsive Association (RA) benchmarking concept, where the associations are established by taking into account both the users' current geo-locations and their current queue backlog states. Furthermore, we consider the radical concept of Anticipatory Association (AA), where the associations are established by taking into account both the users' timevariant geo-locations and their evolving queue backlog states.
- We provide efficient solutions for both designs, relying on the approximate dynamic programming technique for solving the AA design problem. Beneficially, the AA design is capable of preparing the APs for handling the users' mobility by establishing anticipated connections around the users' movements. Hence, the AA design strikes an attractive performance trade-off between the average system queue backlog and the average per-user throughput.
To the best of our knowledge, this study is the first one characterising the delay versus throughput trade-offs for indoor VLC in the context of dynamic network settings. This is both timely and important, since future mobile networks aim at achieving both a short delay and a high throughput [27].

The rest of the paper is organised as follows. In Section II, we describe the channel model, the transmission model and the service model, which are then used for formulating our association design problems. In Section III, we provide efficient solutions to both the RA design problem and the

AA design problem, where the approximate dynamic programming method is formally introduced. Finally, we present numerical results for both the association designs in Section IV and we conclude our discourse in Section V.

## II. System Description

Let us consider an indoor VLC environment relying on $N$ APs uniformly installed on the ceiling at a height of $H_{t}$, where each AP is constituted by an array of $L$ LEDs pointing vertically downwards and emitting the same optical power. These APs are used for communicating with $K$ randomly distributed mobile users at a height of $H_{r}$, while at the same time providing illumination. The specific mobility model is introduced in Section IV. Each of these $K$ mobile users generates wireless-traffic obeying a certain distribution. The specific wireless-traffic model is introduced in Section IV.

## A. Model Description

1) Channel Model: Since the users are on the move, their optical channels are also time-variant. At the $t$ th timeslot, the optical channel between the $k$ th user and the $n$th AP is constituted by both the direct Line-of-Sight (LoS) component and its reflections. Specifically, the $\operatorname{LoS}$ component $h_{k, n}^{t, 0}$ is given by [28]

$$
\begin{equation*}
h_{k, n}^{t, 0}=\frac{\left(m_{L}+1\right) A_{0}}{2 \pi d^{t} d^{t}} \cos ^{m_{L}}\left(\theta^{t}\right) \cos \left(\psi^{t}\right) f_{o f}\left(\psi^{t}\right) f_{o c}\left(\psi^{t}\right), \tag{1}
\end{equation*}
$$

where the Lambert index $m_{L}=-1 / \log _{2}\left[\cos \left(\phi_{1 / 2}\right)\right]$ depends on the semi-angle $\phi_{1 / 2}$ of the source at half-illumination. Furthermore, $A_{0}$ is the physical area of the PD receiver, $d^{t}$ is the distance between the $k$ th user and the $n$th $\mathrm{AP}, \theta^{t}$ is the angle of irradiance from the $n$th AP and $\psi^{t}$ is the angle of incidence at the $k$ th user. Still referring to (1), $f_{o f}\left(\psi^{t}\right)$ and $f_{o c}\left(\psi^{t}\right)$ denote the gains of the optical filter and of the optical concentrator employed, respectively. Furthermore, $f_{o c}\left(\psi^{t}\right)$ can be written as

$$
f_{o c}\left(\psi^{t}\right)= \begin{cases}n_{r}^{2} / \sin ^{2}\left(\psi^{t}\right) & \psi^{t} \leq \psi_{F}  \tag{2}\\ 0 & \psi^{t}>\psi_{F}\end{cases}
$$

where $\psi_{F}$ represents half of the receiver's Field-of-View (FoV) and $n_{r}$ is the refractive index of a lens at the PD receiver.

With regards to the channel, we only consider the first reflection, since higher-order reflections are typically negligible. Explicitly, the first reflected component $h_{k, n}^{t, 1}$ is given by [28]

$$
\begin{equation*}
h_{k, n}^{t, 1}=\sum_{\{v, u\}} \frac{\rho_{r} A_{r} d^{t} d^{t}}{d_{v, u, 1}^{2} d_{v, u, 2}^{t} d_{v, u, 2}^{t}} \cos \left(\alpha_{v, u}\right) \cos \left(\beta_{v, u}^{t}\right) h_{k, n}^{t, 0}, \tag{3}
\end{equation*}
$$

where $d_{v, u, 1}$ is the distance between the $n$th AP and the $(v, u)$ th reflection point, and $d_{v, u, 2}^{t}$ is the distance between the $(v, u)$ th reflection point and the $k$ th user. Furthermore, $\alpha_{v, u}$ and $\beta_{v, u}^{t}$ denote the angle of incidence for the incoming light and the angle of irradiance for the outgoing light at the $(v, u)$ th reflection point, having a tiny area of $A_{r}$ and a reflectance factor of $\rho_{r}$. Furthermore, the pair of summations in (3) include all the reflections from the walls. Finally, the aggregated optical channel between the $k$ th user and the
$n$th AP is given by $h_{k, n}^{t}=h_{k, n}^{t, 0}+h_{k, n}^{t, 1}$, where we assume a single-tap channel response in this paper.
The optical channels' evolution due to the users' mobility also triggers the changes in the user-to-AP associations. More explicitly, at the $t$ th timeslot, we let $\mathcal{N}_{k}^{t}$ host the subset of APs associated with the $k$ th user, where these subsets are mutually exclusive, i.e. we have $\mathcal{N}_{j}^{t} \cap \mathcal{N}_{k}^{t}=\emptyset, \forall j \neq k$. Similarly, we let $\mathcal{N}_{-k}^{t}=\cup_{j \neq k} \mathcal{N}_{j}^{t}$ host the subset of APs associated with all but the $k$ th user. We further let $\mathcal{N}_{k, 0}^{t}$ host the subset of APs having LoS connections with the $k$ th user. Similarly, we let $\mathcal{N}_{0}^{t}=$ $\cup_{k} \mathcal{N}_{k, 0}^{t}$ host the subset of APs having LoS connections with all users. In this paper, only those associations are established, where the LoS connections are present between the users and APs. Hence we have the relationship $\mathcal{N}_{k}^{t} \subseteq \mathcal{N}_{k, 0}^{t}$.
2) Transmission Model: Naturally, the changes in user-toAP associations consequently affect the service rates provided by the network for moving users. To this end, we consider the classic DC-biased OOFDM (DCO-OFDM) as our link-level transmission technique. Let $\sigma_{s}^{2}$ denote the electronic power of the undistorted and unclipped DCO-OFDM signal. Owing to the LED's limited dynamic range, clipping may be imposed on the transmitted DCO-OFDM signal. Hence, we further let $\sigma_{c}^{2}$ and $\gamma_{c}$ denote the corresponding clipping noise power and clipping distortion factor, respectively. To elaborate, the clipping noise power $\sigma_{c}^{2}$ is given by [29]

$$
\begin{equation*}
\sigma_{c}^{2}=\sigma_{A}^{2}-\sigma_{B}^{2}-\gamma_{c}^{2} \sigma_{s}^{2} \tag{4}
\end{equation*}
$$

where according to [29], $\sigma_{A}^{2}$ is given in (5), as shown at the bottom of this page, and $\sigma_{B}$ can be written as

$$
\begin{equation*}
\sigma_{B}=\sigma_{S}\left[\frac{1}{\sqrt{2 \pi}} \exp \left(\frac{\breve{\epsilon}^{2}}{\hat{\epsilon}^{2}}\right)+\breve{\epsilon}-f_{Q}(\breve{\epsilon}) \breve{\epsilon}+f_{Q}(\hat{\epsilon}) \hat{\epsilon}\right] . \tag{6}
\end{equation*}
$$

Here, we define $\breve{\epsilon}=\left(P_{\min }-P_{D C}\right) / \sigma_{s}$ and $\hat{\epsilon}=\left(P_{\max }-\right.$ $\left.P_{D C}\right) / \sigma_{s}$ as the normalised bottom and top clipping level, with an appropriate DC level of $P_{D C}$ and the per-LED dynamic range of $\left[P_{\min }, P_{\max }\right]$. Furthermore, according to [29], the clipping distortion factor $\gamma_{c}$ is given by $\gamma_{c}=f_{Q}(\breve{\epsilon})-$ $f_{Q}(\hat{\epsilon})$, where $f_{Q}$ represents the standard $Q$-function.

Hence, at the $t$ th timeslot and a particular user-to-AP association, the downlink service rate $r_{k}^{t}$ of the $k$ th user can be written as

$$
\begin{equation*}
r_{k}^{t}=\frac{B}{2} \log _{2}\left[1+\frac{\gamma_{c}^{2} \sigma_{s}^{2}\left(\sum_{n \in \mathcal{N}_{k}^{t}} h_{k, n}^{t}\right)^{2}}{\sigma_{c}^{2}\left(\sum_{n \in \mathcal{N}_{k}^{t}} h_{k, n}^{t}\right)^{2}+I_{k}^{t}+\sigma^{2}}\right] \tag{7}
\end{equation*}
$$

where the interference term in (7) can be formulated as

$$
\begin{equation*}
I_{k}^{t}=\left(\sigma_{A}^{2}-\sigma_{B}^{2}\right)\left(\sum_{n \in \mathcal{N}_{-k}^{t}} h_{k, n}^{t}\right)^{2} \tag{8}
\end{equation*}
$$

Furthermore, the noise term in (7) includes both the shot noise and the thermal noise, which can be modelled as zero-mean complex-valued Additive White Gaussian Noise (AWGN) with an equivalent variance of $\sigma^{2}=B N_{0} / L^{2}$, where $B$ is the modulation bandwidth and $N_{0} \approx 10^{-22} \mathrm{~A}^{2} / \mathrm{Hz}$ [2] is the noise
power spectral density. Finally, since the DCO-OFDM signal is real-valued, the information rate $r_{k}^{t}$ of (7) is also halved.
3) Service Model: In addition to the users' mobility dynamics, we also consider wireless traffic dynamics, where these two types of dynamics together result into time-variant queues. Explicitly, at the $t$ th timeslot, the $k$ th user has a queue backlog of $q_{k}^{t}$ with a service rate of $r_{k}^{t}$. There is also a random packet arrival of $a_{k}^{t}$ following a certain wireless-traffic distribution, with $\eta=\mathbb{E}\left[a_{k}^{t}\right], \forall k$ representing the user's average throughput. Hence, the $k$ th user's queue backlog at the $t$ th timeslot is the remaining queue backlog at the $(t-1)$ th timeslot after being served, whilst also taking into account the new packet arrivals at the $(t-1)$ th timeslot. Mathematically, the $k$ th user's queue backlog expressed in terms of delay evolves according to

$$
\begin{equation*}
q_{k}^{t}=\left(q_{k}^{t-1}-r_{k}^{t-1} \delta / \eta\right)^{+}+a_{k}^{t-1} \delta / \eta \tag{9}
\end{equation*}
$$

where $(\cdot)^{+}$represent the operator returning the maximum between its argument and zero, while $\delta$ is the timeslot duration. It is plausible that the dynamic evolution of the queues is depended on the random packet arrivals and the time-variant service rates, which are directly related to the user-to-AP associations, that in turn are subject to the users' mobility dynamics. Hence, the appropriate design of user-to-AP associations is of utmost importance.
Let us now introduce $x_{k, n}^{t} \in\{0,1\}$ to indicate the association between the $k$ th user and the $n$th AP at the $t$ th timeslot, which is one if there is an association and zero otherwise. Hence, the service rate $r_{k}^{t}$ of (7) can be represented alternatively in terms of $x_{k, n}^{t}$ as

$$
\begin{equation*}
r_{k}^{t}=\frac{B}{2} \sum_{n} \frac{x_{k, n}^{t}}{\left\|\boldsymbol{x}_{k}^{t}\right\|^{2}} \log _{2}\left[1+\frac{\gamma_{c}^{2} \sigma_{s}^{2}\left(\boldsymbol{x}_{k}^{t} \boldsymbol{h}_{k}^{t}\right)^{2}}{\sigma_{c}^{2}\left(\boldsymbol{x}_{k}^{t} \boldsymbol{h}_{k}^{t}\right)^{2}+I_{k}^{t}+\sigma^{2}}\right], \tag{10}
\end{equation*}
$$

where the interference term in (10) is given by

$$
\begin{equation*}
I_{k}^{t}=\left(\sigma_{A}^{2}-\sigma_{B}^{2}\right)\left(\sum_{j \neq k} \boldsymbol{x}_{j}^{t} \boldsymbol{h}_{k}^{t}\right)^{2} \tag{11}
\end{equation*}
$$

Here, $\boldsymbol{x}_{k}^{t}=\left[x_{k, 1}^{t}, \cdots, x_{k, N}^{t}\right]$ denotes the $k$ th user's association vector and $\boldsymbol{h}_{k}^{t}=\left[h_{k, 1}^{t}, \cdots, h_{k, N}^{t}\right]^{T}$ denotes the $k$ th user's channel vector, with $(\cdot)^{T}$ being the vector transpose. Now, we are fully prepared to formulate our design problems.

## B. Problem Formulation

When experiencing both user mobility and dynamic wireless-traffic, a salient design problem in indoor VLC is to determine the specific user-to-AP associations that are capable of maintaining queue stability, where the multi-user queues are deemed to be stable if they have a finite average queue backlog for the entire system. Hence, a particular association design is deemed superior to another, if it strikes a better trade-off between the average system queue backlog and the average per-user throughput. In this light, we consider both the RA design and the AA design, with both location- and delay-awareness.

$$
\begin{equation*}
\sigma_{A}^{2}=\sigma_{s}^{2}\left[f_{Q}(\breve{\epsilon})-f_{Q}(\hat{\epsilon})+\frac{\breve{\epsilon}}{\sqrt{2 \pi}} \exp \left(\frac{-\breve{\epsilon}^{2}}{2}\right)-\frac{\hat{\epsilon}}{\sqrt{2 \pi}} \exp \left(\frac{-\hat{\epsilon}^{2}}{2}\right)+\breve{\epsilon}^{2}-f_{Q}(\breve{\epsilon}) \breve{\epsilon}^{2}+f_{Q}(\hat{\epsilon}) \hat{\epsilon}^{2}\right] \tag{5}
\end{equation*}
$$

1) Responsive Association: One of the throughput-optimal and delay-aware design principles that guarantees queue stability in single-hop networks is known as the Largest Weighted Delay First (LWDF) [30] technique. Hence, in this paper, we adopt it as our benchmarking RA design, while referring the motivated readers to [30] for further details on the underlying theory. More explicitly, the objective of the RA design is to obtain the optimal association decisions between the $K$ users and $N$ APs in order to maximise the weighted sum rate at the current timeslot, where the weight is the current queue backlog of each user. Mathematically, the RA design problem can be formulated as

$$
\begin{align*}
\mathcal{P}_{R A}= & \max _{\left\{x_{k, n}^{t}, \forall k, n\right\}} \sum_{k} q_{k}^{t} r_{k}^{t},  \tag{12}\\
\text { s.t. } & \sum_{k} x_{k, n}^{t} \leq 1 \quad \forall n,  \tag{13}\\
& \sum_{n} x_{k, n}^{t} \leq N_{k} \quad \forall k,  \tag{14}\\
& x_{k, n}^{t} \in\{0,1\} \quad \forall k, n \in \mathcal{N}_{k, 0}^{t},  \tag{15}\\
& x_{k, n}^{t}=0 \quad \forall k, n \notin \mathcal{N}_{k, 0}^{t} . \tag{16}
\end{align*}
$$

Observe that in (12), the objective function is designed for ensuring that users having higher queue backlog would have higher priorities, reflecting the LWDF design principle. Furthermore, constraint (13) requires that an AP can only serve at most one user, in the spirit of Time Division Multiple Access (TDMA), while constraint (14) ensures that the $k$ th user can only be served by at most $N_{k}$ APs, where $1 \leq$ $N_{k} \leq\left|\mathcal{N}_{k, 0}^{t}\right|$ is a pre-defined integer. Finally, constraint (16) reflects the fact that only the LoS component is used for determining the association.
2) Anticipatory Association: In contrast to the RA design, the objective of the AA design is to obtain the optimal association decisions between the $K$ users and $N$ APs in order to maximise the weighted sum rate for the duration of several future timeslots, where the weight is represented by the evolving queue backlog of each user over several future timeslots. Conceptually, the proposed AA design may be viewed as an enhanced version of the LWDF design principle, which is endowed with a look-ahead capability. Mathematically, the AA design problem can be formulated as

$$
\begin{align*}
\mathcal{P}_{A A}= & \max _{\left\{x_{k, n}^{t_{w}}, \forall w, k, n\right\}} \mathbb{E}\left[\sum_{w} \sum_{k} q_{k}^{t_{w}} r_{k}^{t_{w}}\right],  \tag{17}\\
\text { s.t. } & \sum_{k} x_{k, n}^{t_{w}} \leq 1 \quad \forall w, n,  \tag{18}\\
& \sum_{n} x_{k, n}^{t_{w}} \leq N_{k} \quad \forall w, k,  \tag{19}\\
x_{k, n}^{t_{w}} & \in\{0,1\} \quad \forall w, k, n \in \mathcal{N}_{k, 0}^{t_{w}},  \tag{20}\\
x_{k, n}^{t_{w}} & =0 \quad \forall w, k, n \notin \mathcal{N}_{k, 0}^{t_{w}}, \tag{21}
\end{align*}
$$

where $t_{w}=t+w-1$ and $w \in[1, W]$ with $W$ being the total number of timeslots considered in the AA design. Furthermore, the expectation in (17) reflects the stochastic
nature of the packet arrival process, which is assumed to be an independent and identically distributed (i.i.d.) process having a known distribution. Finally, the constraints of the AA design problem follow similar interpretations to those of the RA design problem discussed previously.

Remark 1: It is plausible that the AA design problem defined in (17) provides a higher degree of system optimisation flexibility, than the RA design problem defined in (12). This is because the knowledge of the users' future geo-locations, which also determine their potential service rates, together with the users' wireless-traffic distribution may be taken into account in the AA design. Intuitively, the users who are about to experience high-quality links may be delayed, while serving those users promptly, who are experiencing or about to experience weak links. Hence, the anticipatory design principle is capable of exploiting the beneficial foresight of location- and delay-awareness.
Remark 2: Conventional predictive handover used in mobile telephony normally deals with the problem of early or late handover trigger, which is achieved by adjusting the handover trigger according to the a priori knowledge of the target $\mathrm{AP} /$ router [31], [32]. It is a pure handover decision between a link about to be relinquished and another to be established from the user's point of view. By contrast, in this paper, we consider the user association problem, where a particular user may be associated with multiple APs at the same time. Hence, the updated associations would be established amongst multiple APs, which means that there are multiple links to be relinquished and to be set-up from the user's point of view. Even more intriguing is that the (updated) association decisions are coupled with those of other users, where these couplings are strong in the ultra-dense network environment considered in this paper. These particulars make our problem much more challenging, yet interesting both conceptually and technically. Our methodology may also be applied in RF smallcell networks, including within the context of phantom cell arrangements.

## III. METHODOLOGY

Let us now elaborate on the methodology used for solving both the RA design problem and the AA design problem.

## A. Responsive Association

1) Transformation: The RA design problem defined in (12) is strongly coupled, since the decision variables $x_{k, n}^{t}$ are all coupled through both the objective function and the constraints. Substituting (10) into (12) reveals that the decision variable $x_{k, n}^{t}$ is closely related to both the $k$ th user's association vector $\boldsymbol{x}_{k}^{t}$ and the other users' association vectors $\boldsymbol{x}_{j}^{t}, \forall j \neq k$. Hence, we pursue a conservative approach by considering the worst-case maximum interference $\tilde{I}_{k}^{t}$ imposed on the $k$ th user, which is given by

$$
\begin{equation*}
\tilde{I}_{k}^{t}=\left(\sigma_{A}^{2}-\sigma_{B}^{2}\right)\left(\boldsymbol{e}^{t} \boldsymbol{h}_{k}^{t}-\boldsymbol{x}_{k}^{t} \boldsymbol{h}_{k}^{t}\right)^{2} \tag{22}
\end{equation*}
$$

where $\boldsymbol{e}^{t}=\left[e_{1}^{t}, \cdots, e_{N}^{t}\right]$ with $e_{n}^{t}=1, \forall n \in \mathcal{N}_{0}^{t}$ and $e_{n}^{t}=0$ otherwise. Correspondingly, the original service rate $r_{k}^{t}$ of (10) is replaced by the associated lower bound of the service rate,
which is given by

$$
\begin{equation*}
\tilde{r}_{k}^{t}=\frac{B}{2} \sum_{n} \frac{x_{k, n}^{t}}{\left\|\boldsymbol{x}_{k}^{t}\right\|^{2}} \log _{2}\left[1+\frac{\gamma_{c}^{2} \sigma_{s}^{2}\left(\boldsymbol{x}_{k}^{t} \boldsymbol{h}_{k}^{t}\right)^{2}}{\sigma_{c}^{2}\left(\boldsymbol{x}_{k}^{t} \boldsymbol{h}_{k}^{t}\right)^{2}+\tilde{I}_{k}^{t}+\sigma^{2}}\right] . \tag{23}
\end{equation*}
$$

It is clear that $x_{k, n}^{t}$ and $\boldsymbol{x}_{j}^{t}, \forall j \neq k$ has now been decoupled in (23). Hence, the RA design problem can be redefined as

$$
\begin{equation*}
\tilde{\mathcal{P}}_{R A}=\max _{\left\{x_{k, n}^{t}, \forall k, n\right\}} \sum_{k} q_{k}^{t} \tilde{r}_{k}^{t}, \tag{24}
\end{equation*}
$$

s.t. (13), (14), (15), (16),
where we next discuss its solution for both the special case of $N_{k}=1, \forall k$ and the general case of $N_{k} \geq 1, \forall k$.
2) Optimisation: Setting $N_{k}=1, \forall k$ in constraint (14) results into the scenario of single-AP association, where (24) can be explicitly expanded as

$$
\begin{align*}
\tilde{\mathcal{P}}_{R A}^{s}= & \max _{\left\{x_{k, n}^{t}, \forall k, n\right\}} \sum_{k} q_{k}^{t} \tilde{r}_{k}^{t, s},  \tag{25}\\
& \text { s.t. }(13),(14),(15),(16) .
\end{align*}
$$

Here, $\tilde{r}_{k}^{t, s}$ is the conservative service rate when single-AP association is employed for all users, which is given by

$$
\begin{equation*}
\tilde{r}_{k}^{t, s}=\frac{B}{2} x_{k, n}^{t} \log _{2}\left[1+\frac{\gamma_{c}^{2} \sigma_{s}^{2}\left(h_{k, n}^{t}\right)^{2}}{\sigma_{c}^{2}\left(h_{k, n}^{t}\right)^{2}+\tilde{I}_{k}^{t, s}+\sigma^{2}}\right], \tag{26}
\end{equation*}
$$

where the interference term in (26) when single-AP association is employed for all users is given by

$$
\begin{equation*}
\tilde{I}_{k}^{t, s}=\left(\sigma_{A}^{2}-\sigma_{B}^{2}\right)\left(\boldsymbol{e}^{t} \boldsymbol{h}_{k}^{t}-h_{k, n}^{t}\right)^{2} \tag{27}
\end{equation*}
$$

It is plausible that the problem defined in (25) is a classic binary linear programming problem. Since an efficient solution exists, we do not elaborate on it further in this contribution.

On the other hand, setting $N_{k} \geq 1, \forall k$ in constraint (14) results into the general scenario of multi-AP association, which may also be referred to as channel bonding. However, its solution is not as straightforward as that of the single-AP association scenario. To solve this problem, we let $\mathcal{K}_{v}^{t}$ host the subset of users having the capability of multi-AP association at the $t$ th timeslot. For a particular user $j \in \mathcal{K}_{v}^{t}$, we let $\mathcal{C}_{j, m}^{t}$ host all the combinations of $m$-AP association with $m \in\left\{2,3, \ldots, N_{j}\right\}$. For each of these combinations, we create a corresponding virtual user, where we introduce $y_{c_{j}^{m}, n}^{t} \in\{0,1\}$ to indicate the association between the $c_{j}^{m}$ th virtual user and the $n$th AP at the $t$ th timeslot. Similarly, we use $\boldsymbol{y}_{c_{j}^{m}}^{t}$ to denote the $c_{j}^{m}$ th virtual user's association vector at the $t$ th timeslot. Hence, (24) can be transformed into

$$
\begin{align*}
\tilde{\mathcal{P}}_{R A}^{b}= & \max _{\left\{\boldsymbol{x}_{k}^{t}, \boldsymbol{y}_{c_{j}^{m}}^{t}, z_{c_{j}^{m}}^{t}\right.} \sum_{k} q_{k}^{t} \tilde{r}_{k}^{t, s}+\sum_{j} \sum_{m} \sum_{c_{j}^{m}} q_{j}^{t} \tilde{r}_{c_{j}^{t}}^{t, b},  \tag{28}\\
\text { s.t. } & (15),(16), \\
& \sum_{k} x_{k, n}^{t}+\sum_{j} \sum_{m} \sum_{c_{j}^{m}} y_{c_{j}^{m}, n}^{t} \leq 1 \quad \forall n,  \tag{29}\\
& \sum_{n} x_{k, n}^{t} \leq 1 \quad \forall k,  \tag{30}\\
& \sum_{n}^{n} x_{j, n}^{t}+\sum_{c_{j}^{m}} \sum_{n} y_{c_{j}^{m}, n}^{t} \leq m \quad \forall j, m, \tag{31}
\end{align*}
$$

$$
\begin{align*}
& \sum_{n} y_{c_{j}^{m}, n}^{t}+z_{c_{j}^{m}}^{t} m=m \quad \forall j, m, c_{j}^{m}  \tag{32}\\
& z_{c_{j}^{m}}^{t} \in\{0,1\} \quad \forall j, m, c_{j}^{m}  \tag{33}\\
& y_{c_{j}^{m}, n}^{t} \in\{0,1\} \quad \forall j, m, c_{j}^{m}, n, \tag{34}
\end{align*}
$$

where $\tilde{r}_{c_{j}^{m}}^{t, b}=\tilde{r}_{j}^{t}\left(\boldsymbol{x}_{j}^{t}=\boldsymbol{y}_{c_{j}^{m}}^{t}\right)$ is the conservative service rate for the $c_{j}^{m}$ th virtual user when multi-AP association is used. To elaborate, constraint (29) requires that an AP can only serve at most one user, while constraints (30) and (31) jointly require that the users supporting single-AP association can only be served by at most one AP and users having m-AP association can only be served by at most $m$ APs. Finally, constraint (32) requires that the $c_{j}^{m}$ th virtual user can either be served by $m$ APs or not be served at all. By introducing the concept of virtual users, it is plausible that the problem defined in (28) becomes a classic binary linear programming problem, for which efficient solutions exists. Following the optimisation, we assign $\boldsymbol{x}_{j}^{t}=\boldsymbol{y}_{c_{j}^{m}}^{t}$, if the $j$ th user's $c_{j}^{m}$ th multiAP association was finally determined.

## B. Anticipatory Association

1) Transformation: It is clear that the AA design problem defined in (17) is also strongly coupled. Similar to the transformation carried out for the RA design, we use the conservative service rate $\tilde{r}_{k}^{t}$ of (23), rather than the original service rate $r_{k}^{t}$ of (10), when dealing with the AA design problem. Furthermore, we define the action of the $k$ th user at the $t_{w}$ th timeslot as $\tilde{r}_{k}^{t_{w}}$, which is independent of the other users' actions. According to (23), the conservative service rate $\tilde{r}_{k}^{t_{w}}$ is a function of the $k$ th user's association vector $\boldsymbol{x}_{k}^{t_{w}}$. Hence, by enumerating all possible combinations of the $k$ th user's association vector, the corresponding action set $\mathcal{A}_{k}^{t_{w}}$ can be created.
As a benefit of using the conservative service rate $\tilde{r}_{k}^{t_{w}}$, when $w \geq 2$, the $k$ th user's queue backlog evolves according to

$$
\begin{equation*}
\tilde{q}_{k}^{t_{w}}=\left(\tilde{q}_{k}^{t_{w-1}}-\tilde{r}_{k}^{t_{w-1}} \delta / \eta\right)^{+}+a_{k}^{t_{w-1}} \delta / \eta \tag{35}
\end{equation*}
$$

where $\tilde{q}_{k}^{t_{1}}=q_{k}^{t}$ is the $k$ th user's initial queue backlog at the $t$ th timeslot. However, the continuous-valued queue backlog of $\tilde{q}_{k}^{t_{w}}$ cannot be directly used for the dynamic programming aided methods to be employed next. Hence, we introduce a discrete-valued queue backlog of $s_{k}^{t_{w}} \in \mathcal{S}$, where $\mathcal{S}$ hosts the quantised queue backlog lengths capped at $q_{\Lambda}$ having the discretisation granularity of $\Delta$. Hereafter, $\mathcal{S}$ is referred to as the state set, and each level in $\mathcal{S}$ is referred to as a state. Hence, when $w \geq 2$, the $k$ th user's discrete-valued queue backlog evolves according to

$$
\begin{equation*}
s_{k}^{t_{w}}=\left\lfloor\min \left[\left(s_{k}^{t_{w-1}}-\tilde{r}_{k}^{t_{w-1}} \delta / \eta\right)^{+}+a_{k}^{t_{w-1}} \delta / \eta, q_{\Lambda}\right]\right], \tag{36}
\end{equation*}
$$

where $s_{k}^{t_{1}}=\left\lfloor\min \left[q_{k}^{t}, q_{\Lambda}\right]\right\rceil$ is the $k$ th user's starting queue backlog at the $t$ th timeslot and $\lfloor\cdot\rceil$ is the quantisation operation.

After introducing the above-mentioned concept of action and state, the AA design problem can be redefined as

$$
\begin{gather*}
\tilde{\mathcal{P}}_{A A}=\max _{\left\{\tilde{r}_{k}^{t_{w}}, \forall w, k\right\}} \mathbb{E}\left[\sum_{w} \sum_{k} R_{k}^{t_{w}}\right],  \tag{37}\\
\text { s.t. (18), (20), (21), }
\end{gather*}
$$

where $R_{k}^{t_{w}}=s_{k}^{t_{w}} \tilde{r}_{k}^{t_{w}}$ represents the $k$ th user's reward at the $t_{w}$ th timeslot. Note that constraint (19) is dropped here, since the enumeration of the $k$ th user's actions ensures that constraint (19) will always be satisfied. To elaborate a little further, (37) resorts to finding the best actions $\tilde{r}_{k}^{t_{w}}$ of all users throughout all timeslots so as to maximise the sum of each user's reward $R_{k}^{t_{w}}$ over all timeslots in a stochastic sense, where each user's state $s_{k}^{t_{w}}$ evolves according to (36).
However, directly solving (37) may be excessive at the current computing power. Let $\boldsymbol{s}^{t_{w}}=\left\{s_{k}^{t_{w}}, \forall k\right\}$ and $\tilde{\boldsymbol{r}}^{t_{w}}=$ $\left\{\tilde{r}_{k}^{t_{w}}, \forall k\right\}$ denote the system states and system actions at the $t_{w}$ th timeslot, respectively. Assuming that each user has the same number of actions throughout the timeslots, i.e. we have $\left|\mathcal{A}_{k}^{t_{w}}\right|=|\mathcal{A}|, \forall w, k$, then there is an unmanageable total number of $|\mathcal{S}|^{K}$ system states and $|\mathcal{A}|^{K}$ system actions at each timeslot. Unfortunately, these system states and system actions also expand exponentially in time, hence we resort to dynamic programming in order to circumvent the excessive growth in complexity [33], [34].
2) Approximation: In dynamic programming, we let $J\left(\boldsymbol{s}^{t_{1}}\right)$ denote the value of (37), which can be obtained by recursively solving the so-called Bellman equation, commencing from the $t_{W}$ th timeslot. More explicitly, the Bellman equation [33] at the $t_{w}$ th timeslot can be written as

$$
\begin{align*}
J\left(\boldsymbol{s}^{t_{w}}\right)= & \max _{\tilde{\boldsymbol{r}}^{t_{w}}} \sum_{k} R_{k}^{t_{w}}+\bar{J}\left(\boldsymbol{s}^{t_{w+1}}\right)_{\boldsymbol{s}^{t_{w}, \tilde{\boldsymbol{r}}^{t_{w}}}}  \tag{38}\\
& \text { s.t. }(18),(20),(21)
\end{align*}
$$

where $\bar{J}\left(\boldsymbol{s}^{t_{w+1}}\right)_{\boldsymbol{s}^{t_{w}}, \tilde{\boldsymbol{r}}^{t_{w}}}$ is the expected value at the $t_{w+1}$ th timeslot of the immediate future, conditioned on the system states and system actions at the current $t_{w}$ th timeslot and its value is zero at the dummy $t_{W+1}$ timeslot. The typical approach invoked for recursively solving (38) requires either policy iteration or value iteration, both of which suffer from the curse of dimensionality. This is because both the number of system states and the number of system actions at each timeslot is exponential in the number of users $K$, owing to the coupling imposed by constraint (18). Fortunately, a closer look at (38) reveals that this is a weakly coupled dynamic programming problem [35], hence we exploit its structural property for developing an approximate dynamic programming method [36].

Formally, we aim to relax the constraint (18) by attaching Lagrange multipliers to (38). Let us define the Lagrange multipliers at the $t_{w}$ th timeslot as $\lambda^{t_{w}}=\left\{\lambda_{n}^{t_{w}}, \forall n\right\}$. Hence, the relaxed Bellman equation at the final $t_{W}$ th timeslot can be written as

$$
\begin{align*}
\mathcal{L}\left(\boldsymbol{s}^{t_{W}}, \lambda^{t_{W}}\right) & =\max _{\tilde{r}^{t} W} \sum_{k}\left(R_{k}^{t_{W}}-\sum_{n} \lambda_{n}^{t_{W}} x_{k, n}^{t_{W}}\right)+\sum_{n} \lambda_{n}^{t_{W}} \\
& =\sum_{k}\left(\max _{\tilde{r}_{k}^{t_{W}}} R_{k}^{t_{W}}-\sum_{n} \lambda_{n}^{t_{W}} x_{k, n}^{t_{W}}\right)+\sum_{n} \lambda_{n}^{t_{W}} \\
& =\sum_{k} \mathcal{L}_{k}\left(s_{k}^{t_{W}}, \lambda^{t_{W}}\right)+\sum_{n} \lambda_{n}^{t_{W}} . \tag{39}
\end{align*}
$$

Let us also define the Lagrange multipliers ranging from the $t_{w}$ th timeslot to the $t_{W}$ th timeslot as $\lambda^{t_{w, W}}=\left\{\boldsymbol{\lambda}^{t_{w^{\prime}}}, w^{\prime} \in\right.$ $[w, W]\}$. Then reasoning by induction from (39), the relaxed

Bellman equation at the $t_{w}$ th timeslot can be written as

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{s}^{t_{w}}, \lambda^{t_{w, W}}\right)=\sum_{k} \mathcal{L}_{k}\left(s_{k}^{t_{w}}, \lambda^{t_{w, W}}\right)+\sum_{w^{\prime}} \sum_{n} \lambda_{n}^{t_{w^{\prime}}}, \tag{40}
\end{equation*}
$$

where explicitly we have

$$
\begin{align*}
& \mathcal{L}_{k}\left(s_{k}^{t_{w}}, \lambda^{t_{w, W}}\right) \\
& \quad=\max _{\tilde{r}_{k}^{t_{w}}} R_{k}^{t_{w_{w}}}-\sum_{n} \lambda_{n}^{t_{w}} x_{k, n}^{t_{w}}+\overline{\mathcal{L}}_{k}\left(s_{k}^{t_{w+1}}, \lambda^{t_{w+1, W}}\right) s_{k}^{t_{k}, \tilde{r}_{k}^{t_{w}}} . \tag{41}
\end{align*}
$$

Here $\overline{\mathcal{L}}_{k}\left(s_{k}^{t_{w+1}}, \boldsymbol{\lambda}^{t_{w+1, W}}\right) s_{k}^{t_{w}, \tilde{r}_{k}^{t_{w}}}$ is the expected value after relaxation at the $t_{w+1}$ th timeslot of the immediate future, conditioned on the system states and system actions at the current $t_{w}$ th timeslot and its value is zero at the dummy $t_{W+1}$ th timeslot. It is now plausible that the above relaxation results in $K$ small sub-problems of (41) at each timeslot and for each system state.

As a benefit of relaxation, the dual problem of the Bellman equation $J\left(\boldsymbol{s}^{t_{w}}\right)$ at the $t_{w}$ th timeslot can be written as

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{s}^{t_{w}}\right)=\min _{\lambda^{t_{w, W}}} \mathcal{L}\left(\boldsymbol{s}^{t_{w}}, \boldsymbol{\lambda}^{t_{w, W}}\right), \tag{42}
\end{equation*}
$$

where according to standard Lagrangian theory, (42) is convex and we have the relationship of $\mathcal{L}\left(\boldsymbol{s}^{t_{w}}\right) \geq J\left(\boldsymbol{s}^{t_{w}}\right)$. Recall that our goal was to solve the Bellman equation $J\left(\boldsymbol{s}^{t_{1}}\right)$ at the $t_{1}$ th timeslot, but now we resort to solving its dual problem of

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{s}^{t_{1}}\right)=\min _{\lambda^{t_{1}, W}} \mathcal{L}\left(\boldsymbol{s}^{t_{1}}, \lambda^{t_{1, W}}\right) \tag{43}
\end{equation*}
$$

This approach follows the design principle of the so-called approximate dynamic programming, which has been found in diverse applications [37]-[40].
3) Solution: At first glance, the linear programming representation of (43) can be written as

$$
\begin{array}{r}
\mathcal{L}\left(\boldsymbol{s}^{t_{1}}\right)=\min _{\left\{\lambda^{t_{1}, W}, \boldsymbol{\mu}\right\}} \sum_{k} \mu_{k}\left(s_{k}^{t_{1}}\right)+\sum_{w} \sum_{n} \lambda_{n}^{t_{w}}, \\
\text { s.t. } \mu_{k}\left(s_{k}^{t_{w}}\right) \geq R_{k}^{t_{w}}-\sum_{n} \lambda_{n}^{t_{w}} x_{k, n}^{t_{w}}+\bar{\mu}_{k}\left(s_{k}^{t_{w+1}}\right) s_{k}^{t_{t_{w}}, \tilde{r}_{k}^{t_{w}}} \\
\forall w, k, s_{k}^{t_{w}}, \tilde{r}_{k}^{t_{w w}},
\end{array}
$$

where $\boldsymbol{\mu}=\left\{\mu_{k}\left(s_{k}^{t_{w}}\right), \forall w, k, s_{k}^{t_{w}}\right\}$ hosts all of the auxiliary decision variables and $\bar{\mu}_{k}\left(s_{k}^{t_{w+1}}\right) s_{k}^{t_{w}, r_{r}^{t_{w}}}$ is the expected value of the auxiliary decision variable at the $t_{w+1}$ th timeslot of the immediate future, conditioned on the system states and system actions at the current $t_{w}$ th timeslot and its value is zero at the dummy $t_{W+1}$ th timeslot. Although (44) is in an elegant formulation, the underlying problem only remains tractable for small system settings. In a reasonable-sized system setting of $N=8 \times 8$ APs, $K=20$ users, $W=5$ timeslots, $|\mathcal{S}|=$ 10 states and $\left|\mathcal{A}_{k}^{t_{w}}\right|=|\mathcal{A}|=4, \forall w, k$ actions, there is a total of $W(K|\mathcal{S}|+N)=1320$ decision variables and $W K|\mathcal{S}||\mathcal{A}|=$ 4000 constraints involved in the problem formulated in (44), where a practical solution is indeed necessary.
Hence, we employ the classic sub-gradient based algorithm in order to obtain $\mathcal{L}\left(\boldsymbol{s}^{t_{1}}\right)$. Explicitly, the sub-gradient based algorithm iteratively updates $\lambda^{t_{1, W}}$ according to

$$
\begin{equation*}
\lambda^{t_{1, W}}(\tau+1)=\left[\lambda^{t_{1, W}}(\tau)+\epsilon \boldsymbol{g}(\tau)\right]^{+} \tag{47}
\end{equation*}
$$

where $\tau$ is the iteration index and $g(\tau)$ is the sub-gradient, which is given by

$$
\begin{equation*}
\boldsymbol{g}(\tau)=\nabla \mathcal{L}\left[\boldsymbol{s}^{t_{1}}, \lambda^{t_{1}, W}(\tau)\right] . \tag{48}
\end{equation*}
$$

In this study, we estimate the sub-gradient $\boldsymbol{g}(\tau)$ empirically. For a given $\lambda^{t_{1, W}}(\tau)$, we can readily obtain the corresponding chosen actions of $\tilde{r}_{k}^{t_{w}}$ for all users and on all timeslots. This can be achieved by backwards recursion on the relaxed Bellman equation of (40), with its component equation (41) being efficiently evaluated at each recursion. These actions are then used for determining the estimated sub-gradient. Still referring to (47), the positive step size of $\epsilon$ is given by

$$
\begin{equation*}
\epsilon=\frac{\min _{\tau^{\prime}<\tau} \mathcal{L}\left[\boldsymbol{s}^{t_{1}}, \boldsymbol{\lambda}^{t_{1, W}}\left(\tau^{\prime}\right)\right]-\mathcal{L}\left[\boldsymbol{s}^{t_{1}}, \lambda^{t_{1, W}}(\tau)\right]}{\|\boldsymbol{g}(\tau)\|^{2}} . \tag{49}
\end{equation*}
$$

Finally, the sub-gradient based algorithm terminates, when $\boldsymbol{g}(\tau)$ is deemed to be sufficiently small. The exact complexity of the sub-gradient based algorithm is difficult to quantify owing to its iterative nature. However, at each iteration, the backwards recursion on (40) requires $W K|\mathcal{S}|$ evaluations of (41), which can be solved efficiently, namely at a linear complexity of $\mathcal{O}\left(\left|\mathcal{A}_{k}^{t_{w}}\right|\right)$. Hence, the sub-gradient based algorithm is indeed appropriate for practical sized problems. For better clarification, a pseudo-code is included in Algorithm 1.

```
Algorithm 1 ADP
    input \(\left\{\mathcal{A}_{k}^{t_{w}}, \forall k, t_{w}\right\}\), initialise \(\lambda^{t_{1, W}}(\tau=1)\) and \(\varsigma\)
    for \(\tau=1,2, \cdots\) do
        backwards recursion (40) \(\rightarrow \mathcal{L}\left[\boldsymbol{s}^{t_{1}}, \lambda^{t_{1, W}}(\tau)\right]\)
        evaluate (48) \(\rightarrow \boldsymbol{g}(\tau)\)
        if \(\boldsymbol{g}(\tau) \preceq \varsigma\) then
            \(\lambda^{t_{1, W}}=\lambda^{t_{1, W}}(\tau)\)
            break
        else
            evaluate (49) \(\rightarrow \epsilon\)
            evaluate \((47) \rightarrow \lambda^{t_{1, W}}(\tau+1)\)
        end if
    end for
    evaluate \(J\left(\boldsymbol{s}^{t_{1}}\right) \approx \mathcal{L}\left(\boldsymbol{s}^{t_{1}}\right)=\mathcal{L}\left(\boldsymbol{s}^{t_{1}}, \lambda^{t_{1}, W}\right)\)
```


## IV. Numerical Results

We now characterise the performance of the average system queue backlog versus the average per-user throughput, for both of our association designs, under different parameter settings.

## A. Settings

We considered a $15 \times 15 \times 5\left[\mathrm{~m}^{3}\right]$ indoor environment associated with $N=8 \times 8$ APs uniformly located on the ceiling. We set the optical power to $P_{o}=24.5[\mathrm{~mW}]$ for satisfying the illumination requirements of $\left[\mathcal{I}_{\min }, \mathcal{I}_{\text {max }}, \mathcal{I}_{\text {avg }}\right]=$ [200, 800, 600] [lm], where we define the minimum illumination requirement as $\mathcal{I}_{\text {min }}$, the maximum illumination requirement as $\mathcal{I}_{\max }$ and the average illumination requirement as $\mathcal{I}_{\text {avg }}$. Hence, we have the electronic power of $\sigma_{s}^{2} \approx 0.75[\mathrm{~mW}]$ corresponding to the DC level of $P_{D C}=$ 22.5 [mW], where the optical to electronic power conversion is discussed in Appendix.

TABLE I
List of Common Parameter Settings

| LED-related Parameters |  |
| :--- | :--- |
| Semi-angle at half-illumination $\phi_{1 / 2}$ | $60^{\circ}$ |
| Gain of optical filter $f_{o f}(\psi)$ | 1 |
| Physical area for a PD receiver $A_{P D}$ | $1\left[\mathrm{~cm}^{2}\right]$ |
| Refractive index $n_{r}$ | 1.5 |
| Reflection efficiency $\rho$ | 0.75 |
| Optical power to luminous flux conversion factor $\xi$ | $2.1[\mathrm{~mW} / \mathrm{lm}]$ |
| Height of AP $H_{t}$ | $2.5[\mathrm{~m}]$ |
| Height of user $H_{r}$ | $0.85[\mathrm{~m}]$ |
| LED min optical power $P_{\min }$ | $5[\mathrm{~mW}]$ |
| LED max optical power $P_{\max }$ | $50[\mathrm{~mW}]$ |
| LED array per AP $L$ | $15 \times 15$ |

The classic random waypoint mobility model was adopted for users randomly distributed in the room, with a constant speed at $v[\mathrm{~m} / \mathrm{s}]$, walking duration from 2 to $5[\mathrm{~s}]$, pausing duration from 0 to $2[\mathrm{~s}]$ and walking direction spanning $360^{\circ}$. Each timeslot was set to $\delta=1$ [ms] and 10 independent snapshots of 30 [s] moving segments were recorded, where each snapshot was averaged over 50 Bernoulli distributed random packet arrivals with a mean of $p$ and we set $q_{\Lambda}=5[\mathrm{~ms}]$.
The standard parameter settings used in our simulations were as follows: number of users $K=20$, Bernoulli mean $p=0.5$, maximum number of APs per-user $N_{k}=1, \forall k$, modulation bandwidth $B=25 \mathrm{MHz}$, half of the FoV $\psi_{F}=45^{\circ}$, moving speed $v=1[\mathrm{~m} / \mathrm{s}]$, prediction window size $W=10$ and discretisation granularity $\Delta=0.5$ [ms]. In the following, we investigate each of these parameters separately, whilst keeping all the other parameters unchanged. Finally, the remaining common parameter settings are listed in Table I.

## B. Observations

1) Effect of Number of Users: The left subplot of Fig. 1 shows the effect of the number of users on the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. It is clear that for both user number settings of $K=20$ and $K=30$, the AA design achieves a consistently shorter average system queue backlog than that of the RA design across all values of the per-user average throughput. Importantly, for both user number settings, the difference between the RA design and the AA design in the average system queue backlog substantially increases upon increasing the average per-user throughput. Quantitatively, for both user number settings and when supporting an average per-user throughput of 100 Mbps , the AA design results in about half of the average system queue backlog of that of the RA design, although their difference is only marginal when supporting the reduced average per-user throughput of 50 Mbps . Indeed, when increasing the average per-user throughput, the corresponding average system queue backlog increases much faster in the RA design than in the AA design, for both user number settings. Finally, for both the RA design and the AA design, the higher the number of users, the more system resources are required and the higher the average system queue backlog becomes.
2) Effect of Field of View: The right subplot of Fig. 1 shows the effect of the FoV on the average system queue


Fig. 1. The effect of number of users (left) and the effect of field of view (right) on the performance of the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design.


Fig. 2. The effect of bonding (left) and the effect of modulation bandwidth (right) on the performance of the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design.
backlog versus the average per-user throughput, for both the RA design and the AA design. Again, it is clear that for both FoV settings of $\mathrm{FoV}=90^{\circ}$ and $\mathrm{FoV}=100^{\circ}$, the AA design achieves a consistently shorter average system queue backlog than that of the RA design across all values of the average per-user throughput. Furthermore, for both the RA design and the AA design, increasing the FoV dramatically increases the average system queue backlog. This is indeed as expected, since the wider the FoV, the higher the interference level and the worse the average system queue backlog becomes, for both the RA design and the AA design.
3) Effect of Channel Bonding: The left subplot of Fig. 2 shows the effect of channel bonding on the performance of the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. Again, channel bonding refers to the scenario of supporting multi-AP


Fig. 3. The effect of Bernoulli mean (left) and the effect of walking speed (right) on the performance of the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design.
association. In our simulations, we used $N_{k}=\left|\mathcal{N}_{k, 1}^{t_{w}}\right|, \forall w, k$ for both the RA design and the AA design. It is clear that allowing multi-AP association noticeably decreases the average system queue backlog in the RA design. By contrast, only marginal improvements of the average system queue backlog can be observed, when channel bonding is employed in the AA design. This implies that the AA design is capable of exploiting the single-AP association, hence rendering channel bonding less attractive in the AA design.
4) Effect of Modulation Bandwidth: The right subplot of Fig. 2 shows the effect of the modulation bandwidth on the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. Again, it is clear that for both the modulation bandwidth settings of $B=25 \mathrm{MHz}$ and $B=50 \mathrm{MHz}$, the AA design improves a consistently shorter average system queue backlog than that of the RA design across all values of the average per-user throughput. Furthermore, for both the RA design and the AA design, we observe a substantial impact of the modulation bandwidth on the performance of the average system queue backlog. More explicitly, as expected, at the same level of the average system queue backlog, doubling the modulation bandwidth from $B=25 \mathrm{MHz}$ to $B=50 \mathrm{MHz}$ roughly doubles the average per-user throughput, for both the RA design and the AA design.
5) Effect of Bernoulli Mean: The left subplot of Fig. 3 shows the effect of the Bernoulli mean on the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. Again, it is clear that for both the Bernoulli mean settings of $p=0.5$ and $p=0.6$, the AA design improves a consistently shorter average system queue backlog than that of the RA design across all values of the average per-user throughput. Also as expected, for both the RA design and the AA design, the higher the Bernoulli mean, the higher the packet arrival rate and the higher the average system queue backlog.


Fig. 4. The effect of association delay (left) and the effect of imperfect localization (right) on the performance of the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design.
6) Effect of Walking Speed: The right subplot of Fig. 3 shows the effect of the walking speed on the average system queue backlog versus the average per-user throughput, for both the RA design and for the AA design. It is clear that for both velocities of $v=1[\mathrm{~m} / \mathrm{s}]$ and $v=1.5[\mathrm{~m} / \mathrm{s}]$, the AA design exhibits a consistently shorter average system queue backlog than that of the RA design across all values of the average per-user throughput. Interestingly, for both the RA design and the AA design, the higher the velocity, the shorter the average system queue backlog. Indeed, this is because the faster the users are moving, the more frequently the user will be served by strong LoS connections, hence leading to an ergodic experience. Should the users remain static all the time, the unlucky ones would always suffer from poor service and hence their average queue backlog would be increased.
7) Effect of Association Delay: The left subplot of Fig 4 shows the effect of the association delay at APs on the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. The association delay results into the outdated association decision. Fig 4 shows that as expected, this imperfection does impose a performance trade-off. Quantitatively, when the AA design is considered, at about $8[\mathrm{~ms}]$ average system queue backlog, a loss of 10 [ Mbps ] average per-user throughput is observed owing to the association delay of 50 [ms] investigated. We believe that an association delay of 50 [ms] is quite a high value, which in turn implies that the design advocated is quite robust to this imperfection. However, different type of traffic distributions and user velocities would lead to different conclusions. Hence, appropriate counter-measures should be developed in the future.
8) Effect of Imperfect Localization: Fig 4 shows the effect of imperfect localization on the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. We model the imperfect localization by introducing uniformly distributed random positioning errors


Fig. 5. The effect of reduced number of APs (left) and the effect of smaller rooms (right) on the performance of the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design.
around the true value. The imperfect localization results into imperfect association decisions. Fig 4 shows that as expected, this imperfection does impose a performance degradation for both designs. We believe that limiting the positioning error to $\pm 0.5 \mathrm{~m}$ would be sufficient, noting that most of the positioning methods found in the literature are capable of achieving an accuracy at centi-meter level. This implies that the design advocated is quite robust to localization imperfections.
9) Effect of Reduced Number of APs: The left subplot of Fig 5 shows the effect of the reduced number of APs on the average system queue backlog versus the average peruser throughput, for both the RA design and the AA design. As expected, the performance degrades upon reducing the number of APs for both designs. This is because with fewer APs, fewer spatial resources will be available to share. Furthermore, with fewer APs, the chance of a particular user getting a LoS connection is reduced, hence typically only nonLoS links will be used. A further issue is that with fewer APs, the illumination density would not be uniform. Nevertheless, since VLC reuses the existing lighting infrastructure, a dense deployment would allow the best exploitation of spatial reuse. To this end, an interesting future direction would be to select the best subset of APs for lower complexity with minimal performance degradation.
10) Effect of Smaller Room: Fig 5 shows the effect of a smaller room on the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. To provide a fair comparison to the $(8 \times 8) \mathrm{AP}$ setting in the $15 \times 15\left[\mathrm{~m}^{2}\right]$ room with 20 users, we studied a $(5 \times 5)$ AP setting in a $10 \times 10\left[\mathrm{~m}^{2}\right]$ room with 9 users. These two settings have similar AP density (number of APs per $\mathrm{m}^{2}$ ) and user density (number of users per $\mathrm{m}^{2}$ ). As expected, both settings exhibit similar performance trends. For smaller rooms, a slight performance degradation is observed for both designs, since stronger reflections are experienced and hence we have an increased crosstalk between users.


Fig. 6. The effect of prediction window size (left) and the effect of discretisation granularity (right) on the performance of the average system queue backlog versus the average per-user throughput, for the AA design.
11) Effect of Prediction Window Size: The left subplot of Fig. 6 shows the effect of the prediction window size on the average system queue backlog versus the average per-user throughput, for the AA design. It is clear that the average system queue backlog improves upon increasing the prediction window size from $W=5$ to $W=10$ and to $W=15$ at the cost of increasing the complexity, across all values of the average per-user throughput. Furthermore, the most noticeable improvement in the average system queue backlog appears upon increasing the prediction window size from $W=5$ to $W=10$. Hence, it is important to strike a compromise between the performance and the complexity, although this aspect is beyond our current scope.
12) Effect of Discretisation Granularity: The right subplot of Fig. 6 shows the effect of the discretisation granularity on the average system queue backlog versus the average peruser throughput, for the AA design. As expected, the higher the discretisation granularity, the finer the continuous-valued queue backlog representation and the better the average system queue backlog becomes. Nevertheless, the differences in the average system queue backlog for $\Delta=0.25, \Delta=0.5$ and $\Delta=1$ remain quite small.

## V. Conclusions

In this paper, we provided a beneficial indoor VLC design for moving users and for dynamic wireless-traffic arrivals. A pair of location- and delay-aware association designs were investigated, namely the benchmarking RA design and the radical AA design. Efficient solutions were provided for both association designs and detailed optimisation algorithms were introduced. Our simulation results suggested that the AA design is capable of outperforming the RA design, resulting in a significantly better trade-off between the average system queue backlog and the average per-user throughput, for diverse parameter settings. Our study indicated that in indoor VLC, the system-wide average delay can be substantially reduced by taking advantage of the anticipatory approach
advocated. Finally, in our future work, it would be interesting to consider realistic positioning and tracking methods, hybrid user distributions, diverse mobility models, mixed wireless traffic profiles, joint uplink and downlink design, etc.
It is worth highlighting that our scheme would be challenged at high speeds. In this case, involving accurate positioning and tracking would become difficult, which in turn jeopardises the action of anticipation. In addition, the dwell time of the user would be too short to physically establish association, hence potentially leading to unnecessary association attempts. A potential solution in this case is to rely on a single anchor point for mobility control, namely to avoid frequent change of associations. For example, all APs could jointly serve as a single anchor, or the over-sailing radio connection could be in charge of the control plane in the context of HetNet. Nevertheless, this is certainly an interesting future research direction, especially in the case of having diverse velocities.
We consider downlink association in this paper, but naturally the location-awareness would rely on the existence of the uplink. In VLC, one could use the popular WiFi for the uplink. There has also been some prominent research [41], [42], including standardisation efforts dedicated to combining WiFi and VLC under the same 802 framework (IEEE 802.15 TG 7r1). Alternatively, one could rely on an Infra-red uplink dongle as implemented by PureLiFi (https://purelifi.com/). Indeed, bi-directional VLC systems have decoupled downlink and uplink. It will be thus interesting to study the ambitious closed-loop design in the future.

## Appendix

Optical-Electronic Power Conversion
Since the primary purpose of LEDs is to provide illumination, the minimum required (maximum allowed) optical power $P_{\text {min }}^{\text {illu }}\left(P_{\max }^{\text {illu }}\right)$ should satisfy the pre-defined illumination requirements constituted by the minimum illumination requirement $\mathcal{I}_{\text {min }}$, the maximum illumination requirement $\mathcal{I}_{\max }$ and the average illumination requirement $\mathcal{I}_{\text {avg }}$. Mathematically, we have to solve the problem of

$$
\begin{align*}
& P_{\text {min }}^{\text {illu }}= \min  \tag{50}\\
& \text { s.t. } P \text { or } P_{\kappa \in\left[1, K_{p}\right]} \sum_{\text {max }}^{i l l u}=\max P,  \tag{51}\\
& h_{\kappa, n}^{i l l u} L P \geq \mathcal{I}_{\text {min }},  \tag{52}\\
& \max _{\kappa \in\left[1, K_{p}\right]} \sum_{n}^{n} h_{\kappa, n}^{i l l u} L P \leq \mathcal{I}_{\text {max }},  \tag{53}\\
& \frac{1}{K_{p}} \sum_{\kappa} \sum_{n} h_{\kappa, n}^{\text {illu }} L P \in\left[\mathcal{I}_{\text {avg }}^{-}, \mathcal{I}_{\text {avg }}^{+}\right],
\end{align*}
$$

where $\mathcal{I}_{\text {avg }}^{+}$and $\mathcal{I}_{\text {avg }}^{-}$denote the $\pm 5 \%$ of $\mathcal{I}_{\text {avg }}$. Furthermore, $h_{k, n}^{i l l u}$ denotes the luminous flux of the unit optical power provided by the $n$th AP at the $\kappa$ th point of the $K_{p}$ equally partitioned receiver plane-tiles owing to the LoS propagation, which is given by

$$
\begin{equation*}
h_{\kappa, n}^{i l l u}=\frac{\left(m_{L}+1\right)}{2 \pi d^{2} \xi} \cos ^{m_{L}}(\theta) \cos (\psi) \tag{54}
\end{equation*}
$$

where $\xi$ denotes the optical power to luminous flux conversion factor [2], while $m_{L}, d, \theta$ and $\psi$ are defined similarly as in (1). In addition to satisfying the above illumination requirements,
the optical power $P_{o}$ should also satisfy the per-LED dynamic range of $\left[P_{\min }, P_{\max }\right]$. As a result, by taking into account both the illumination requirements and the LED's physical limits, we have the constraint of

$$
\begin{equation*}
\max \left\{P_{\min }^{\text {ill }}, P_{\min }\right\} \leq P_{o} \leq \min \left\{P_{\max }^{\text {illu }}, P_{\max }\right\} . \tag{55}
\end{equation*}
$$

Furthermore, according to [29], the relationship between the electronic power $\sigma_{s}^{2}$ and the optical power $P_{o}$ is given by
$P_{o}=\sigma_{s}\left[\frac{1}{\sqrt{2 \pi}} \exp \left(\frac{\breve{\epsilon}^{2}}{\hat{\epsilon}^{2}}\right)-\breve{\epsilon} f_{Q}(\breve{\epsilon})+\hat{\epsilon} f_{Q}(\hat{\epsilon})\right]+P_{\text {min }}$.
Hence, by opting for a desired optical power satisfying (55), we can find the electronic power $\sigma_{s}^{2}$ used for communications.
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#### Abstract

In this paper, a radically new anticipatory perspective is taken into account when designing the user-to-access point (AP) associations for indoor visible light communications (VLC) networks, in the presence of users' mobility and wireless-traffic dynamics. In its simplest guise, by considering the users' future locations and their predicted traffic dynamics, the novel anticipatory association prepares the APs for users in advance, resulting in an enhanced location- and delayawareness. This is technically realized by our contrived design of an efficient approximate dynamic programming algorithm. More importantly, this paper is in contrast to most of the current research in the area of indoor VLC networks, where a static network environment was mainly considered. Hence, this paper is able to draw insights on the performance tradeoff between delay and throughput in dynamic indoor VLC networks. It is shown that the novel anticipatory design is capable of significantly outperforming the conventional benchmarking designs, striking an attractive performance trade-off between delay and throughput. Quantitatively, the average system queue backlog is reduced from 15 to 8 [ms], when comparing the design advocated to the conventional benchmark at the peruser throughput of 100 [ Mbps ], in a $15 \times 15 \times 5\left[\mathrm{~m}^{3}\right]$ indoor environment associated with $8 \times 8$ APs and 20 users walking at $1[\mathrm{~m} / \mathrm{s}]$.


Index Terms-VLC, user-association, dynamic programming, machine learning, hand-over, user-centric networking.

## I. Introduction

VISIBLE Light Communications (VLC) constitutes a compelling technique of meeting the escalating wirelesstraffic demands, as a new member in the beyond

[^2]Fifth-Generation (5G) Heterogeneous Networks (HetNet) landscape [1]. There have been tremendous link-level achievements of VLC using state-of-the-art Light Emitting Diodes (LEDs) and Photo-Detectors (PDs) [2], sophisticated signal processing techniques [3] and advanced LED components [4]. The system-level studies ${ }^{1}$ of VLC have also been rapidly developed for broadening its scope beyond point-to-point applications [5]. Recent advances have been partially inspired by numerous advanced Radio Frequency (RF) techniques. It is paramount however that these designs are suitably tailored for the specifics of VLC transceivers, propagation characteristics, illumination requirements, etc. Explicitly, straightforward adoption is completely unsuitable. Particularly, in indoor VLC, each Access Point (AP) constructs an 'atto-cell' with a few meters of radius confined by the coverage of light propagation [6]. Different from the RF regime, the number of APs may be higher than the number of users, resulting into ultra-dense networks [7], [8]. However, existing studies on indoor VLC were mainly focused on static network settings, while in this paper we study the challenging scenario of dynamic network settings, capturing both the users' mobility and wireless traffic dynamics.
When designing indoor VLC systems for supporting the users' mobility, the specific technique of associating the users with APs plays a crucial role, which requires locationawareness. Indeed, taking into account the users' geo-location information is both desirable and feasible, since there are important scenarios where the users' geo-locations are predefined or highly predictable, such as those of the robots and machines in warehouses, airports, museums, libraries, hospitals etc. In fact, there has been active research on indoor VLC positioning and tracking techniques [9], where the recent advances have achieved sub-centimetre accuracy [10], [11]. Furthermore, it is also desirable for the user-to-AP associations to have delay-awareness, so that to maintain queue stability for moving users with dynamic wireless traffic. Indeed, delayaware system design has been a challenging and important subject [12]. Hence, significant research efforts have been dedicated to finding solutions for maintaining queue stability with the aid of e.g. Lyapunov optimisation [13] and machine

[^3]learning [14] techniques. In fact, considering delay-awareness allows us to investigate the inherent trade-off between the average system queue backlog and the average per-user throughput of indoor VLC dynamic network settings.

In order to fully exploit the location- and delay-awareness, we conceive a novel anticipatory design principle by taking into account the anticipated users' mobility and wireless traffic dynamics when designing indoor VLC solutions [15]. Hence, anticipatory design constitutes an enhancement of the conventional location- and delay-aware designs with no foresight. To elaborate, prior research efforts have demonstrated the significant potential benefits of anticipatory design, through profiling the users' mobility pattern [16], link quality [17], traffic distribution [18] and social connection [19], etc. Sophisticated technical modelling methods, such as time-series analysis [20], classification [21], regression [22] as well as Bayesian inference solutions [23] have also been investigated, along with various mathematical optimisation methods [24]-[26]. These encouraging studies further consolidated our motivation to pursue anticipatory design for indoor VLC. In our anticipatory design, we assume the priori knowledge of the users' wireless-traffic distribution (not the exact packet arrivals) and perfect geo-locations. Instead of dealing with how to predict these quantities, our focus is on how to exploit this information in designing stable indoor VLC system.

In this paper, we investigate indoor VLC in the context of dynamic network settings by adopting anticipatory design principles for formulating the association decisions in order to fully exploit both location- and delay-awareness.

- We consider the Responsive Association (RA) benchmarking concept, where the associations are established by taking into account both the users' current geo-locations and their current queue backlog states. Furthermore, we consider the radical concept of Anticipatory Association (AA), where the associations are established by taking into account both the users' timevariant geo-locations and their evolving queue backlog states.
- We provide efficient solutions for both designs, relying on the approximate dynamic programming technique for solving the AA design problem. Beneficially, the AA design is capable of preparing the APs for handling the users' mobility by establishing anticipated connections around the users' movements. Hence, the AA design strikes an attractive performance trade-off between the average system queue backlog and the average per-user throughput.
To the best of our knowledge, this study is the first one characterising the delay versus throughput trade-offs for indoor VLC in the context of dynamic network settings. This is both timely and important, since future mobile networks aim at achieving both a short delay and a high throughput [27].

The rest of the paper is organised as follows. In Section II, we describe the channel model, the transmission model and the service model, which are then used for formulating our association design problems. In Section III, we provide efficient solutions to both the RA design problem and the

AA design problem, where the approximate dynamic programming method is formally introduced. Finally, we present numerical results for both the association designs in Section IV and we conclude our discourse in Section V.

## II. System Description

Let us consider an indoor VLC environment relying on $N$ APs uniformly installed on the ceiling at a height of $H_{t}$, where each AP is constituted by an array of $L$ LEDs pointing vertically downwards and emitting the same optical power. These APs are used for communicating with $K$ randomly distributed mobile users at a height of $H_{r}$, while at the same time providing illumination. The specific mobility model is introduced in Section IV. Each of these $K$ mobile users generates wireless-traffic obeying a certain distribution. The specific wireless-traffic model is introduced in Section IV.

## A. Model Description

1) Channel Model: Since the users are on the move, their optical channels are also time-variant. At the $t$ th timeslot, the optical channel between the $k$ th user and the $n$th AP is constituted by both the direct Line-of-Sight (LoS) component and its reflections. Specifically, the LoS component $h_{k, n}^{t, 0}$ is given by [28]

$$
\begin{equation*}
h_{k, n}^{t, 0}=\frac{\left(m_{L}+1\right) A_{0}}{2 \pi d^{t} d^{t}} \cos ^{m_{L}}\left(\theta^{t}\right) \cos \left(\psi^{t}\right) f_{o f}\left(\psi^{t}\right) f_{o c}\left(\psi^{t}\right) \tag{1}
\end{equation*}
$$

where the Lambert index $m_{L}=-1 / \log _{2}\left[\cos \left(\phi_{1 / 2}\right)\right]$ depends on the semi-angle $\phi_{1 / 2}$ of the source at half-illumination. Furthermore, $A_{0}$ is the physical area of the PD receiver, $d^{t}$ is the distance between the $k$ th user and the $n$th $\mathrm{AP}, \theta^{t}$ is the angle of irradiance from the $n$th AP and $\psi^{t}$ is the angle of incidence at the $k$ th user. Still referring to (1), $f_{o f}\left(\psi^{t}\right)$ and $f_{o c}\left(\psi^{t}\right)$ denote the gains of the optical filter and of the optical concentrator employed, respectively. Furthermore, $f_{o c}\left(\psi^{t}\right)$ can be written as

$$
f_{o c}\left(\psi^{t}\right)= \begin{cases}n_{r}^{2} / \sin ^{2}\left(\psi^{t}\right) & \psi^{t} \leq \psi_{F}  \tag{2}\\ 0 & \psi^{t}>\psi_{F}\end{cases}
$$

where $\psi_{F}$ represents half of the receiver's Field-of-View (FoV) and $n_{r}$ is the refractive index of a lens at the PD receiver.

With regards to the channel, we only consider the first reflection, since higher-order reflections are typically negligible. Explicitly, the first reflected component $h_{k, n}^{t, 1}$ is given by [28]

$$
\begin{equation*}
h_{k, n}^{t, 1}=\sum_{\{v, u\}} \frac{\rho_{r} A_{r} d^{t} d^{t}}{d_{v, u, 1}^{2} d_{v, u, 2}^{t} d_{v, u, 2}^{t}} \cos \left(\alpha_{v, u}\right) \cos \left(\beta_{v, u}^{t}\right) h_{k, n}^{t, 0}, \tag{3}
\end{equation*}
$$

where $d_{v, u, 1}$ is the distance between the $n$th AP and the $(v, u)$ th reflection point, and $d_{v, u, 2}^{t}$ is the distance between the $(v, u)$ th reflection point and the $k$ th user. Furthermore, $\alpha_{v, u}$ and $\beta_{v, u}^{t}$ denote the angle of incidence for the incoming light and the angle of irradiance for the outgoing light at the $(v, u)$ th reflection point, having a tiny area of $A_{r}$ and a reflectance factor of $\rho_{r}$. Furthermore, the pair of summations in (3) include all the reflections from the walls. Finally, the aggregated optical channel between the $k$ th user and the
$n$th AP is given by $h_{k, n}^{t}=h_{k, n}^{t, 0}+h_{k, n}^{t, 1}$, where we assume a single-tap channel response in this paper.

The optical channels' evolution due to the users' mobility also triggers the changes in the user-to-AP associations. More explicitly, at the $t$ th timeslot, we let $\mathcal{N}_{k}^{t}$ host the subset of APs associated with the $k$ th user, where these subsets are mutually exclusive, i.e. we have $\mathcal{N}_{j}^{t} \cap \mathcal{N}_{k}^{t}=\emptyset, \forall j \neq k$. Similarly, we let $\mathcal{N}_{-k}^{t}=\cup_{j \neq k} \mathcal{N}_{j}^{t}$ host the subset of APs associated with all but the $k$ th user. We further let $\mathcal{N}_{k, 0}^{t}$ host the subset of APs having LoS connections with the $k$ th user. Similarly, we let $\mathcal{N}_{0}^{t}=$ $\cup_{k} \mathcal{N}_{k, 0}^{t}$ host the subset of APs having LoS connections with all users. In this paper, only those associations are established, where the LoS connections are present between the users and APs. Hence we have the relationship $\mathcal{N}_{k}^{t} \subseteq \mathcal{N}_{k, 0}^{t}$.
2) Transmission Model: Naturally, the changes in user-toAP associations consequently affect the service rates provided by the network for moving users. To this end, we consider the classic DC-biased OOFDM (DCO-OFDM) as our link-level transmission technique. Let $\sigma_{s}^{2}$ denote the electronic power of the undistorted and unclipped DCO-OFDM signal. Owing to the LED's limited dynamic range, clipping may be imposed on the transmitted DCO-OFDM signal. Hence, we further let $\sigma_{c}^{2}$ and $\gamma_{c}$ denote the corresponding clipping noise power and clipping distortion factor, respectively. To elaborate, the clipping noise power $\sigma_{c}^{2}$ is given by [29]

$$
\begin{equation*}
\sigma_{c}^{2}=\sigma_{A}^{2}-\sigma_{B}^{2}-\gamma_{c}^{2} \sigma_{s}^{2}, \tag{4}
\end{equation*}
$$

where according to [29], $\sigma_{A}^{2}$ is given in (5), as shown at the bottom of this page, and $\sigma_{B}$ can be written as

$$
\begin{equation*}
\sigma_{B}=\sigma_{S}\left[\frac{1}{\sqrt{2 \pi}} \exp \left(\frac{\breve{\epsilon}^{2}}{\hat{\epsilon}^{2}}\right)+\breve{\epsilon}-f_{Q}(\breve{\epsilon}) \breve{\epsilon}+f_{Q}(\hat{\epsilon}) \hat{\epsilon}\right] . \tag{6}
\end{equation*}
$$

Here, we define $\breve{\epsilon}=\left(P_{\min }-P_{D C}\right) / \sigma_{s}$ and $\hat{\epsilon}=\left(P_{\max }-\right.$ $\left.P_{D C}\right) / \sigma_{s}$ as the normalised bottom and top clipping level, with an appropriate DC level of $P_{D C}$ and the per-LED dynamic range of $\left[P_{\min }, P_{\max }\right]$. Furthermore, according to [29], the clipping distortion factor $\gamma_{c}$ is given by $\gamma_{c}=f_{Q}(\breve{\epsilon})-$ $f_{Q}(\hat{\epsilon})$, where $f_{Q}$ represents the standard $Q$-function.

Hence, at the $t$ th timeslot and a particular user-to-AP association, the downlink service rate $r_{k}^{t}$ of the $k$ th user can be written as

$$
\begin{equation*}
r_{k}^{t}=\frac{B}{2} \log _{2}\left[1+\frac{\gamma_{c}^{2} \sigma_{s}^{2}\left(\sum_{n \in \mathcal{N}_{k}^{t}} h_{k, n}^{t}\right)^{2}}{\sigma_{c}^{2}\left(\sum_{n \in \mathcal{N}_{k}^{t}} h_{k, n}^{t}\right)^{2}+I_{k}^{t}+\sigma^{2}}\right] \tag{7}
\end{equation*}
$$

where the interference term in (7) can be formulated as

$$
\begin{equation*}
I_{k}^{t}=\left(\sigma_{A}^{2}-\sigma_{B}^{2}\right)\left(\sum_{n \in \mathcal{N}_{-k}^{t}} h_{k, n}^{t}\right)^{2} \tag{8}
\end{equation*}
$$

Furthermore, the noise term in (7) includes both the shot noise and the thermal noise, which can be modelled as zero-mean complex-valued Additive White Gaussian Noise (AWGN) with an equivalent variance of $\sigma^{2}=B N_{0} / L^{2}$, where $B$ is the modulation bandwidth and $N_{0} \approx 10^{-22} \mathrm{~A}^{2} / \mathrm{Hz}$ [2] is the noise
power spectral density. Finally, since the DCO-OFDM signal is real-valued, the information rate $r_{k}^{t}$ of (7) is also halved.
3) Service Model: In addition to the users' mobility dynamics, we also consider wireless traffic dynamics, where these two types of dynamics together result into time-variant queues. Explicitly, at the $t$ th timeslot, the $k$ th user has a queue backlog of $q_{k}^{t}$ with a service rate of $r_{k}^{t}$. There is also a random packet arrival of $a_{k}^{t}$ following a certain wireless-traffic distribution, with $\eta=\mathbb{E}\left[a_{k}^{t}\right], \forall k$ representing the user's average throughput. Hence, the $k$ th user's queue backlog at the $t$ th timeslot is the remaining queue backlog at the $(t-1)$ th timeslot after being served, whilst also taking into account the new packet arrivals at the $(t-1)$ th timeslot. Mathematically, the $k$ th user's queue backlog expressed in terms of delay evolves according to

$$
\begin{equation*}
q_{k}^{t}=\left(q_{k}^{t-1}-r_{k}^{t-1} \delta / \eta\right)^{+}+a_{k}^{t-1} \delta / \eta \tag{9}
\end{equation*}
$$

where $(\cdot)^{+}$represent the operator returning the maximum between its argument and zero, while $\delta$ is the timeslot duration. It is plausible that the dynamic evolution of the queues is depended on the random packet arrivals and the time-variant service rates, which are directly related to the user-to-AP associations, that in turn are subject to the users' mobility dynamics. Hence, the appropriate design of user-to-AP associations is of utmost importance.
Let us now introduce $x_{k, n}^{t} \in\{0,1\}$ to indicate the association between the $k$ th user and the $n$th AP at the $t$ th timeslot, which is one if there is an association and zero otherwise. Hence, the service rate $r_{k}^{t}$ of (7) can be represented alternatively in terms of $x_{k, n}^{t}$ as

$$
\begin{equation*}
r_{k}^{t}=\frac{B}{2} \sum_{n} \frac{x_{k, n}^{t}}{\left\|\boldsymbol{x}_{k}^{t}\right\|^{2}} \log _{2}\left[1+\frac{\gamma_{c}^{2} \sigma_{s}^{2}\left(\boldsymbol{x}_{k}^{t} \boldsymbol{h}_{k}^{t}\right)^{2}}{\sigma_{c}^{2}\left(\boldsymbol{x}_{k}^{t} \boldsymbol{h}_{k}^{t}\right)^{2}+I_{k}^{t}+\sigma^{2}}\right] \tag{10}
\end{equation*}
$$

where the interference term in (10) is given by

$$
\begin{equation*}
I_{k}^{t}=\left(\sigma_{A}^{2}-\sigma_{B}^{2}\right)\left(\sum_{j \neq k} \boldsymbol{x}_{j}^{t} \boldsymbol{h}_{k}^{t}\right)^{2} \tag{11}
\end{equation*}
$$

Here, $\boldsymbol{x}_{k}^{t}=\left[x_{k, 1}^{t}, \cdots, x_{k, N}^{t}\right]$ denotes the $k$ th user's association vector and $\boldsymbol{h}_{k}^{t}=\left[h_{k, 1}^{t}, \cdots, h_{k, N}^{t}\right]^{T}$ denotes the $k$ th user's channel vector, with $(\cdot)^{T}$ being the vector transpose. Now, we are fully prepared to formulate our design problems.

## B. Problem Formulation

When experiencing both user mobility and dynamic wireless-traffic, a salient design problem in indoor VLC is to determine the specific user-to-AP associations that are capable of maintaining queue stability, where the multi-user queues are deemed to be stable if they have a finite average queue backlog for the entire system. Hence, a particular association design is deemed superior to another, if it strikes a better trade-off between the average system queue backlog and the average per-user throughput. In this light, we consider both the RA design and the AA design, with both location- and delay-awareness.

$$
\begin{equation*}
\sigma_{A}^{2}=\sigma_{s}^{2}\left[f_{Q}(\breve{\epsilon})-f_{Q}(\hat{\epsilon})+\frac{\breve{\epsilon}}{\sqrt{2 \pi}} \exp \left(\frac{-\breve{\epsilon}^{2}}{2}\right)-\frac{\hat{\epsilon}}{\sqrt{2 \pi}} \exp \left(\frac{-\hat{\epsilon}^{2}}{2}\right)+\breve{\epsilon}^{2}-f_{Q}(\breve{\epsilon}) \breve{\epsilon}^{2}+f_{Q}(\hat{\epsilon}) \hat{\epsilon}^{2}\right] \tag{5}
\end{equation*}
$$

1) Responsive Association: One of the throughput-optimal and delay-aware design principles that guarantees queue stability in single-hop networks is known as the Largest Weighted Delay First (LWDF) [30] technique. Hence, in this paper, we adopt it as our benchmarking RA design, while referring the motivated readers to [30] for further details on the underlying theory. More explicitly, the objective of the RA design is to obtain the optimal association decisions between the $K$ users and $N$ APs in order to maximise the weighted sum rate at the current timeslot, where the weight is the current queue backlog of each user. Mathematically, the RA design problem can be formulated as

$$
\begin{align*}
\mathcal{P}_{R A}= & \max _{\left\{x_{k, n}^{t}, \forall k, n\right\}} \sum_{k} q_{k}^{t} r_{k}^{t},  \tag{12}\\
\text { s.t. } & \sum_{k} x_{k, n}^{t} \leq 1 \quad \forall n,  \tag{13}\\
& \sum_{n} x_{k, n}^{t} \leq N_{k} \quad \forall k,  \tag{14}\\
& x_{k, n}^{t} \in\{0,1\} \quad \forall k, n \in \mathcal{N}_{k, 0}^{t},  \tag{15}\\
& x_{k, n}^{t}=0 \quad \forall k, n \notin \mathcal{N}_{k, 0}^{t} . \tag{16}
\end{align*}
$$

Observe that in (12), the objective function is designed for ensuring that users having higher queue backlog would have higher priorities, reflecting the LWDF design principle. Furthermore, constraint (13) requires that an AP can only serve at most one user, in the spirit of Time Division Multiple Access (TDMA), while constraint (14) ensures that the $k$ th user can only be served by at most $N_{k}$ APs, where $1 \leq$ $N_{k} \leq\left|\mathcal{N}_{k, 0}^{t}\right|$ is a pre-defined integer. Finally, constraint (16) reflects the fact that only the LoS component is used for determining the association.
2) Anticipatory Association: In contrast to the RA design, the objective of the AA design is to obtain the optimal association decisions between the $K$ users and $N$ APs in order to maximise the weighted sum rate for the duration of several future timeslots, where the weight is represented by the evolving queue backlog of each user over several future timeslots. Conceptually, the proposed AA design may be viewed as an enhanced version of the LWDF design principle, which is endowed with a look-ahead capability. Mathematically, the AA design problem can be formulated as

$$
\begin{align*}
\mathcal{P}_{A A}= & \max _{\left\{x_{k, n}^{t_{w}}, \forall w, k, n\right\}} \mathbb{E}\left[\sum_{w} \sum_{k} q_{k}^{t_{w}} r_{k}^{t_{w}}\right],  \tag{17}\\
\text { s.t. } & \sum_{k} x_{k, n}^{t_{w}} \leq 1 \quad \forall w, n,  \tag{18}\\
& \sum_{n} x_{k, n}^{t_{w}} \leq N_{k} \quad \forall w, k,  \tag{19}\\
x_{k, n}^{t_{w}} & \in\{0,1\} \quad \forall w, k, n \in \mathcal{N}_{k, 0}^{t_{w}},  \tag{20}\\
x_{k, n}^{t_{w}} & =0 \quad \forall w, k, n \notin \mathcal{N}_{k, 0}^{t_{w}}, \tag{21}
\end{align*}
$$

where $t_{w}=t+w-1$ and $w \in[1, W]$ with $W$ being the total number of timeslots considered in the AA design. Furthermore, the expectation in (17) reflects the stochastic
nature of the packet arrival process, which is assumed to be an independent and identically distributed (i.i.d.) process having a known distribution. Finally, the constraints of the AA design problem follow similar interpretations to those of the RA design problem discussed previously.

Remark 1: It is plausible that the AA design problem defined in (17) provides a higher degree of system optimisation flexibility, than the RA design problem defined in (12). This is because the knowledge of the users' future geo-locations, which also determine their potential service rates, together with the users' wireless-traffic distribution may be taken into account in the AA design. Intuitively, the users who are about to experience high-quality links may be delayed, while serving those users promptly, who are experiencing or about to experience weak links. Hence, the anticipatory design principle is capable of exploiting the beneficial foresight of location- and delay-awareness.

Remark 2: Conventional predictive handover used in mobile telephony normally deals with the problem of early or late handover trigger, which is achieved by adjusting the handover trigger according to the a priori knowledge of the target $\mathrm{AP} /$ router [31], [32]. It is a pure handover decision between a link about to be relinquished and another to be established from the user's point of view. By contrast, in this paper, we consider the user association problem, where a particular user may be associated with multiple APs at the same time. Hence, the updated associations would be established amongst multiple APs, which means that there are multiple links to be relinquished and to be set-up from the user's point of view. Even more intriguing is that the (updated) association decisions are coupled with those of other users, where these couplings are strong in the ultra-dense network environment considered in this paper. These particulars make our problem much more challenging, yet interesting both conceptually and technically. Our methodology may also be applied in RF smallcell networks, including within the context of phantom cell arrangements.

## III. Methodology

Let us now elaborate on the methodology used for solving both the RA design problem and the AA design problem.

## A. Responsive Association

1) Transformation: The RA design problem defined in (12) is strongly coupled, since the decision variables $x_{k, n}^{t}$ are all coupled through both the objective function and the constraints. Substituting (10) into (12) reveals that the decision variable $x_{k, n}^{t}$ is closely related to both the $k$ th user's association vector $\boldsymbol{x}_{k}^{t}$ and the other users' association vectors $\boldsymbol{x}_{j}^{t}, \forall j \neq k$. Hence, we pursue a conservative approach by considering the worst-case maximum interference $\tilde{I}_{k}^{t}$ imposed on the $k$ th user, which is given by

$$
\begin{equation*}
\tilde{I}_{k}^{t}=\left(\sigma_{A}^{2}-\sigma_{B}^{2}\right)\left(\boldsymbol{e}^{t} \boldsymbol{h}_{k}^{t}-\boldsymbol{x}_{k}^{t} \boldsymbol{h}_{k}^{t}\right)^{2}, \tag{22}
\end{equation*}
$$

where $\boldsymbol{e}^{t}=\left[e_{1}^{t}, \cdots, e_{N}^{t}\right]$ with $e_{n}^{t}=1, \forall n \in \mathcal{N}_{0}^{t}$ and $e_{n}^{t}=0$ otherwise. Correspondingly, the original service rate $r_{k}^{t}$ of (10) is replaced by the associated lower bound of the service rate,
which is given by

$$
\begin{equation*}
\tilde{r}_{k}^{t}=\frac{B}{2} \sum_{n} \frac{x_{k, n}^{t}}{\left\|\boldsymbol{x}_{k}^{t}\right\|^{2}} \log _{2}\left[1+\frac{\gamma_{c}^{2} \sigma_{s}^{2}\left(\boldsymbol{x}_{k}^{t} \boldsymbol{h}_{k}^{t}\right)^{2}}{\sigma_{c}^{2}\left(\boldsymbol{x}_{k}^{t} \boldsymbol{h}_{k}^{t}\right)^{2}+\tilde{I}_{k}^{t}+\sigma^{2}}\right] \tag{23}
\end{equation*}
$$

It is clear that $x_{k, n}^{t}$ and $\boldsymbol{x}_{j}^{t}, \forall j \neq k$ has now been decoupled in (23). Hence, the RA design problem can be redefined as

$$
\begin{equation*}
\tilde{\mathcal{P}}_{R A}=\max _{\left\{x_{k, n}^{t}, \forall k, n\right\}} \sum_{k} q_{k}^{t} \tilde{r}_{k}^{t}, \tag{24}
\end{equation*}
$$

s.t. (13), (14), (15), (16),
where we next discuss its solution for both the special case of $N_{k}=1, \forall k$ and the general case of $N_{k} \geq 1, \forall k$.
2) Optimisation: Setting $N_{k}=1, \forall k$ in constraint (14) results into the scenario of single-AP association, where (24) can be explicitly expanded as

$$
\begin{align*}
\tilde{\mathcal{P}}_{R A}^{s}= & \max _{\left\{x_{k, n}^{t}, \forall k, n\right\}} \sum_{k} q_{k}^{t} \tilde{r}_{k}^{t, s},  \tag{25}\\
& \text { s.t. }(13),(14),(15),(16) .
\end{align*}
$$

Here, $\tilde{r}_{k}^{t, s}$ is the conservative service rate when single-AP association is employed for all users, which is given by

$$
\begin{equation*}
\tilde{r}_{k}^{t, s}=\frac{B}{2} x_{k, n}^{t} \log _{2}\left[1+\frac{\gamma_{c}^{2} \sigma_{s}^{2}\left(h_{k, n}^{t}\right)^{2}}{\sigma_{c}^{2}\left(h_{k, n}^{t}\right)^{2}+\tilde{I}_{k}^{t, s}+\sigma^{2}}\right] \tag{26}
\end{equation*}
$$

where the interference term in (26) when single-AP association is employed for all users is given by

$$
\begin{equation*}
\tilde{I}_{k}^{t, s}=\left(\sigma_{A}^{2}-\sigma_{B}^{2}\right)\left(\boldsymbol{e}^{t} \boldsymbol{h}_{k}^{t}-h_{k, n}^{t}\right)^{2} . \tag{27}
\end{equation*}
$$

It is plausible that the problem defined in (25) is a classic binary linear programming problem. Since an efficient solution exists, we do not elaborate on it further in this contribution.

On the other hand, setting $N_{k} \geq 1, \forall k$ in constraint (14) results into the general scenario of multi-AP association, which may also be referred to as channel bonding. However, its solution is not as straightforward as that of the single-AP association scenario. To solve this problem, we let $\mathcal{K}_{v}^{t}$ host the subset of users having the capability of multi-AP association at the $t$ th timeslot. For a particular user $j \in \mathcal{K}_{v}^{t}$, we let $\mathcal{C}_{j, m}^{t}$ host all the combinations of $m$-AP association with $m \in\left\{2,3, \ldots, N_{j}\right\}$. For each of these combinations, we create a corresponding virtual user, where we introduce $y_{c_{j}^{m}, n}^{t} \in\{0,1\}$ to indicate the association between the $c_{j}^{m}$ th virtual user and the $n$th AP at the $t$ th timeslot. Similarly, we use $\boldsymbol{y}_{c_{j}^{m}}^{t}$ to denote the $c_{j}^{m}$ th virtual user's association vector at the $t$ th timeslot. Hence, (24) can be transformed into

$$
\begin{equation*}
\tilde{\mathcal{P}}_{R A}^{b}=\max _{\left\{\boldsymbol{x}_{k}^{t}, \boldsymbol{y}_{c_{j}^{t}}^{m}, z_{c_{j}^{m}}^{t}\right\}} \sum_{k} q_{k}^{t} \tilde{r}_{k}^{t, s}+\sum_{j} \sum_{m} \sum_{c_{j}^{m}} q_{j}^{t} \tilde{r}_{c_{j}^{t}}^{t, b}, \tag{28}
\end{equation*}
$$

$$
\text { s.t. }(15),(16),
$$

$$
\begin{equation*}
\sum_{k} x_{k, n}^{t}+\sum_{j} \sum_{m} \sum_{c_{j}^{m}} y_{c_{j}^{m}, n}^{t} \leq 1 \quad \forall n \tag{29}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{n} x_{k, n}^{t} \leq 1 \quad \forall k \tag{30}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{n} x_{j, n}^{t}+\sum_{c_{j}^{m}} \sum_{n} y_{c_{j}^{m}, n}^{t} \leq m \quad \forall j, m \tag{31}
\end{equation*}
$$

$$
\begin{align*}
& \sum_{n} y_{c_{j}^{m}, n}^{t}+z_{c_{j}^{m}}^{t} m=m \quad \forall j, m, c_{j}^{m}  \tag{32}\\
& z_{c_{j}^{m}}^{t} \in\{0,1\} \quad \forall j, m, c_{j}^{m}  \tag{33}\\
& y_{c_{j}^{m}, n}^{t} \in\{0,1\} \quad \forall j, m, c_{j}^{m}, n, \tag{34}
\end{align*}
$$

where $\tilde{r}_{c_{j}^{m}}^{t, b}=\tilde{r}_{j}^{t}\left(\boldsymbol{x}_{j}^{t}=\boldsymbol{y}_{c_{j}^{m}}^{t}\right)$ is the conservative service rate for the $c_{j}^{m}$ th virtual user when multi-AP association is used. To elaborate, constraint (29) requires that an AP can only serve at most one user, while constraints (30) and (31) jointly require that the users supporting single-AP association can only be served by at most one AP and users having $m$-AP association can only be served by at most $m$ APs. Finally, constraint (32) requires that the $c_{j}^{m}$ th virtual user can either be served by $m$ APs or not be served at all. By introducing the concept of virtual users, it is plausible that the problem defined in (28) becomes a classic binary linear programming problem, for which efficient solutions exists. Following the optimisation, we assign $\boldsymbol{x}_{j}^{t}=\boldsymbol{y}_{c_{j}^{m}}^{t}$, if the $j$ th user's $c_{j}^{m}$ th multiAP association was finally determined.

## B. Anticipatory Association

1) Transformation: It is clear that the AA design problem defined in (17) is also strongly coupled. Similar to the transformation carried out for the RA design, we use the conservative service rate $\tilde{r}_{k}^{t}$ of (23), rather than the original service rate $r_{k}^{t}$ of (10), when dealing with the AA design problem. Furthermore, we define the action of the $k$ th user at the $t_{w}$ th timeslot as $\tilde{r}_{k}^{t_{w}}$, which is independent of the other users' actions. According to (23), the conservative service rate $\tilde{r}_{k}^{t_{w}}$ is a function of the $k$ th user's association vector $\boldsymbol{x}_{k}^{t_{w}}$. Hence, by enumerating all possible combinations of the $k$ th user's association vector, the corresponding action set $\mathcal{A}_{k}^{t_{w}}$ can be created.
As a benefit of using the conservative service rate $\tilde{r}_{k}^{t_{w}}$, when $w \geq 2$, the $k$ th user's queue backlog evolves according to

$$
\begin{equation*}
\tilde{q}_{k}^{t_{w}}=\left(\tilde{q}_{k}^{t_{w-1}}-\tilde{r}_{k}^{t_{w-1}} \delta / \eta\right)^{+}+a_{k}^{t_{w-1}} \delta / \eta \tag{35}
\end{equation*}
$$

where $\tilde{q}_{k}^{t_{1}}=q_{k}^{t}$ is the $k$ th user's initial queue backlog at the $t$ th timeslot. However, the continuous-valued queue backlog of $\tilde{q}_{k}^{t_{w}}$ cannot be directly used for the dynamic programming aided methods to be employed next. Hence, we introduce a discrete-valued queue backlog of $s_{k}^{t_{w}} \in \mathcal{S}$, where $\mathcal{S}$ hosts the quantised queue backlog lengths capped at $q_{\Lambda}$ having the discretisation granularity of $\Delta$. Hereafter, $\mathcal{S}$ is referred to as the state set, and each level in $\mathcal{S}$ is referred to as a state. Hence, when $w \geq 2$, the $k$ th user's discrete-valued queue backlog evolves according to

$$
\begin{equation*}
s_{k}^{t_{w}}=\left\lfloor\min \left[\left(s_{k}^{t_{w-1}}-\tilde{r}_{k}^{t_{w-1}} \delta / \eta\right)^{+}+a_{k}^{t_{w-1}} \delta / \eta, q_{\Lambda}\right]\right], \tag{36}
\end{equation*}
$$

where $s_{k}^{t_{1}}=\left\lfloor\min \left[q_{k}^{t}, q_{\Lambda}\right]\right\rceil$ is the $k$ th user's starting queue backlog at the $t$ th timeslot and $\lfloor\cdot\rceil$ is the quantisation operation.

After introducing the above-mentioned concept of action and state, the AA design problem can be redefined as

$$
\begin{gather*}
\tilde{\mathcal{P}}_{A A}=\max _{\left\{\tilde{r}_{k}^{t_{w}}, \forall w, k\right\}} \mathbb{E}\left[\sum_{w} \sum_{k} R_{k}^{t_{w}}\right],  \tag{37}\\
\text { s.t. (18), (20), (21), }
\end{gather*}
$$

where $R_{k}^{t_{w}}=s_{k}^{t_{w}} \tilde{r}_{k}^{t_{w}}$ represents the $k$ th user's reward at the $t_{w}$ th timeslot. Note that constraint (19) is dropped here, since the enumeration of the $k$ th user's actions ensures that constraint (19) will always be satisfied. To elaborate a little further, (37) resorts to finding the best actions $\tilde{r}_{k}^{t_{w}}$ of all users throughout all timeslots so as to maximise the sum of each user's reward $R_{k}^{t_{w}}$ over all timeslots in a stochastic sense, where each user's state $s_{k}^{t_{w}}$ evolves according to (36).
However, directly solving (37) may be excessive at the current computing power. Let $\boldsymbol{s}^{t_{w}}=\left\{s_{k}^{t_{w}}, \forall k\right\}$ and $\tilde{\boldsymbol{r}}^{t_{w}}=$ $\left\{\tilde{r}_{k}^{t_{w}}, \forall k\right\}$ denote the system states and system actions at the $t_{w}$ th timeslot, respectively. Assuming that each user has the same number of actions throughout the timeslots, i.e. we have $\left|\mathcal{A}_{k}^{t_{w}}\right|=|\mathcal{A}|, \forall w, k$, then there is an unmanageable total number of $|\mathcal{S}|^{K}$ system states and $|\mathcal{A}|^{K}$ system actions at each timeslot. Unfortunately, these system states and system actions also expand exponentially in time, hence we resort to dynamic programming in order to circumvent the excessive growth in complexity [33], [34].
2) Approximation: In dynamic programming, we let $J\left(\boldsymbol{s}^{t_{1}}\right)$ denote the value of (37), which can be obtained by recursively solving the so-called Bellman equation, commencing from the $t_{W}$ th timeslot. More explicitly, the Bellman equation [33] at the $t_{w}$ th timeslot can be written as

$$
\begin{align*}
J\left(\boldsymbol{s}^{t_{w}}\right)= & \max _{\tilde{\boldsymbol{r}}^{t_{w}}} \sum_{k} R_{k}^{t_{w}}+\bar{J}\left(\boldsymbol{s}^{t_{w+1}}\right)_{\boldsymbol{s}^{t_{w}, \tilde{\boldsymbol{r}}^{t w}}}  \tag{38}\\
& \text { s.t. }(18),(20),(21)
\end{align*}
$$

where $\bar{J}\left(\boldsymbol{s}^{t_{w+1}}\right)_{\boldsymbol{s}^{t_{w}}, \tilde{\boldsymbol{r}}^{t_{w}}}$ is the expected value at the $t_{w+1}$ th timeslot of the immediate future, conditioned on the system states and system actions at the current $t_{w}$ th timeslot and its value is zero at the dummy $t_{W+1}$ timeslot. The typical approach invoked for recursively solving (38) requires either policy iteration or value iteration, both of which suffer from the curse of dimensionality. This is because both the number of system states and the number of system actions at each timeslot is exponential in the number of users $K$, owing to the coupling imposed by constraint (18). Fortunately, a closer look at (38) reveals that this is a weakly coupled dynamic programming problem [35], hence we exploit its structural property for developing an approximate dynamic programming method [36].

Formally, we aim to relax the constraint (18) by attaching Lagrange multipliers to (38). Let us define the Lagrange multipliers at the $t_{w}$ th timeslot as $\lambda^{t_{w}}=\left\{\lambda_{n}^{t_{w}}, \forall n\right\}$. Hence, the relaxed Bellman equation at the final $t_{W}$ th timeslot can be written as

$$
\begin{align*}
\mathcal{L}\left(\boldsymbol{s}^{t_{W}}, \lambda^{t_{W}}\right) & =\max _{\tilde{r}^{t_{W}}} \sum_{k}\left(R_{k}^{t_{W}}-\sum_{n} \lambda_{n}^{t_{W}} x_{k, n}^{t_{W}}\right)+\sum_{n} \lambda_{n}^{t_{W}} \\
& =\sum_{k}\left(\max _{\tilde{r}_{k}^{t_{W}}} R_{k}^{t_{W}}-\sum_{n} \lambda_{n}^{t_{W}} x_{k, n}^{t_{W}}\right)+\sum_{n} \lambda_{n}^{t_{W}} \\
& =\sum_{k} \mathcal{L}_{k}\left(s_{k}^{t_{W}}, \lambda^{t_{W}}\right)+\sum_{n} \lambda_{n}^{t_{W}} \tag{39}
\end{align*}
$$

Let us also define the Lagrange multipliers ranging from the $t_{w}$ th timeslot to the $t_{W}$ th timeslot as $\lambda^{t_{w, W}}=\left\{\boldsymbol{\lambda}^{t_{w^{\prime}}}, w^{\prime} \in\right.$ $[w, W]\}$. Then reasoning by induction from (39), the relaxed

Bellman equation at the $t_{w}$ th timeslot can be written as

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{s}^{t_{w}}, \boldsymbol{\lambda}^{t_{w, W}}\right)=\sum_{k} \mathcal{L}_{k}\left(s_{k}^{t_{w}}, \lambda^{t_{w, W}}\right)+\sum_{w^{\prime}} \sum_{n} \lambda_{n}^{t_{w^{\prime}}}, \tag{40}
\end{equation*}
$$

where explicitly we have

$$
\begin{align*}
& \mathcal{L}_{k}\left(s_{k}^{t_{w}}, \lambda^{t_{w, W}}\right) \\
& \quad=\max _{\tilde{r}_{k}^{t_{w}}} R_{k}^{t_{w_{w}}}-\sum_{n} \lambda_{n}^{t_{w}} x_{k, n}^{t_{w}}+\overline{\mathcal{L}}_{k}\left(s_{k}^{t_{w+1}}, \lambda^{t_{w+1, W}}\right) s_{k}^{t_{w}, \tilde{r}_{k}^{t_{w}}} . \tag{41}
\end{align*}
$$

Here $\overline{\mathcal{L}}_{k}\left(s_{k}^{t_{w+1}}, \lambda^{t_{w+1, W}}\right) s_{k}^{t_{k}}, \tilde{r}_{k}^{t_{w}}$ is the expected value after relaxation at the $t_{w+1}$ th timeslot of the immediate future, conditioned on the system states and system actions at the current $t_{w}$ th timeslot and its value is zero at the dummy $t_{W+1}$ th timeslot. It is now plausible that the above relaxation results in $K$ small sub-problems of (41) at each timeslot and for each system state.
As a benefit of relaxation, the dual problem of the Bellman equation $J\left(\boldsymbol{s}^{t_{w}}\right)$ at the $t_{w}$ th timeslot can be written as

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{s}^{t_{w}}\right)=\min _{\lambda^{t_{w, W}}} \mathcal{L}\left(\boldsymbol{s}^{t_{w}}, \boldsymbol{\lambda}^{t_{w, W}}\right), \tag{42}
\end{equation*}
$$

where according to standard Lagrangian theory, (42) is convex and we have the relationship of $\mathcal{L}\left(\boldsymbol{s}^{t_{w}}\right) \geq J\left(\boldsymbol{s}^{t_{w}}\right)$. Recall that our goal was to solve the Bellman equation $J\left(\boldsymbol{s}^{t_{1}}\right)$ at the $t_{1}$ th timeslot, but now we resort to solving its dual problem of

$$
\begin{equation*}
\mathcal{L}\left(\boldsymbol{s}^{t_{1}}\right)=\min _{\lambda^{t_{1}, W}} \mathcal{L}\left(\boldsymbol{s}^{t_{1}}, \lambda^{t_{1, W}}\right) \tag{43}
\end{equation*}
$$

This approach follows the design principle of the so-called approximate dynamic programming, which has been found in diverse applications [37]-[40].
3) Solution: At first glance, the linear programming representation of (43) can be written as

$$
\begin{array}{r}
\mathcal{L}\left(\boldsymbol{s}^{t_{1}}\right)=\min _{\left\{\lambda^{t_{1}, W}, \boldsymbol{\mu}\right\}} \sum_{k} \mu_{k}\left(s_{k}^{t_{1}}\right)+\sum_{w} \sum_{n} \lambda_{n}^{t_{w}}, \\
\text { s.t. } \mu_{k}\left(s_{k}^{t_{w}}\right) \geq R_{k}^{t_{w}}-\sum_{n} \lambda_{n}^{t_{w}} x_{k, n}^{t_{w}}+\bar{\mu}_{k}\left(s_{k}^{t_{w+1}}\right)_{s_{k}^{t_{w}}, \tilde{r}_{k}^{t_{w}}} \\
\forall w, k, s_{k}^{t_{w}}, \tilde{r}_{k}^{t_{w w}},
\end{array}
$$

where $\boldsymbol{\mu}=\left\{\mu_{k}\left(s_{k}^{t_{w}}\right), \forall w, k, s_{k}^{t_{w}}\right\}$ hosts all of the auxiliary decision variables and $\bar{\mu}_{k}\left(s_{k}^{t_{w+1}}\right) s_{k}^{t_{w},}, \tilde{r}_{k}^{t_{w}}$ is the expected value of the auxiliary decision variable at the $t_{w+1}$ th timeslot of the immediate future, conditioned on the system states and system actions at the current $t_{w}$ th timeslot and its value is zero at the dummy $t_{W+1}$ th timeslot. Although (44) is in an elegant formulation, the underlying problem only remains tractable for small system settings. In a reasonable-sized system setting of $N=8 \times 8$ APs, $K=20$ users, $W=5$ timeslots, $|\mathcal{S}|=$ 10 states and $\left|\mathcal{A}_{k}^{t_{w}}\right|=|\mathcal{A}|=4, \forall w, k$ actions, there is a total of $W(K|\mathcal{S}|+N)=1320$ decision variables and $W K|\mathcal{S}||\mathcal{A}|=$ 4000 constraints involved in the problem formulated in (44), where a practical solution is indeed necessary.
Hence, we employ the classic sub-gradient based algorithm in order to obtain $\mathcal{L}\left(\boldsymbol{s}^{t_{1}}\right)$. Explicitly, the sub-gradient based algorithm iteratively updates $\lambda^{t_{1, W}}$ according to

$$
\begin{equation*}
\lambda^{t_{1, W}}(\tau+1)=\left[\lambda^{t_{1, W}}(\tau)+\epsilon \boldsymbol{g}(\tau)\right]^{+} \tag{47}
\end{equation*}
$$

where $\tau$ is the iteration index and $g(\tau)$ is the sub-gradient, which is given by

$$
\begin{equation*}
\boldsymbol{g}(\tau)=\nabla \mathcal{L}\left[\boldsymbol{s}^{t_{1}}, \lambda^{t_{1, W}}(\tau)\right] . \tag{48}
\end{equation*}
$$

In this study, we estimate the sub-gradient $\boldsymbol{g}(\tau)$ empirically. For a given $\lambda^{t_{1, W}}(\tau)$, we can readily obtain the corresponding chosen actions of $\tilde{r}_{k}^{t_{w}}$ for all users and on all timeslots. This can be achieved by backwards recursion on the relaxed Bellman equation of (40), with its component equation (41) being efficiently evaluated at each recursion. These actions are then used for determining the estimated sub-gradient. Still referring to (47), the positive step size of $\epsilon$ is given by

$$
\begin{equation*}
\epsilon=\frac{\min _{\tau^{\prime}<\tau} \mathcal{L}\left[\boldsymbol{s}^{t_{1}}, \boldsymbol{\lambda}^{t_{1, W}}\left(\tau^{\prime}\right)\right]-\mathcal{L}\left[\boldsymbol{s}^{t_{1}}, \boldsymbol{\lambda}^{t_{1, W}}(\tau)\right]}{\|\boldsymbol{g}(\tau)\|^{2}} . \tag{49}
\end{equation*}
$$

Finally, the sub-gradient based algorithm terminates, when $\boldsymbol{g}(\tau)$ is deemed to be sufficiently small. The exact complexity of the sub-gradient based algorithm is difficult to quantify owing to its iterative nature. However, at each iteration, the backwards recursion on (40) requires $W K|\mathcal{S}|$ evaluations of (41), which can be solved efficiently, namely at a linear complexity of $\mathcal{O}\left(\left|\mathcal{A}_{k}^{t_{w}}\right|\right)$. Hence, the sub-gradient based algorithm is indeed appropriate for practical sized problems. For better clarification, a pseudo-code is included in Algorithm 1.

```
Algorithm 1 ADP
    input \(\left\{\mathcal{A}_{k}^{t_{w}}, \forall k, t_{w}\right\}\), initialise \(\lambda^{t_{1, W}}(\tau=1)\) and \(\varsigma\)
    for \(\tau=1,2, \cdots\) do
        backwards recursion (40) \(\rightarrow \mathcal{L}\left[\boldsymbol{s}^{t_{1}}, \boldsymbol{\lambda}^{t_{1, W}}(\tau)\right]\)
        evaluate (48) \(\boldsymbol{\rightarrow} \boldsymbol{g}(\tau)\)
        if \(\boldsymbol{g}(\tau) \preceq \varsigma\) then
            \(\lambda^{t_{1, W}}=\lambda^{t_{1, W}}(\tau)\)
            break
        else
            evaluate (49) \(\rightarrow \epsilon\)
            evaluate \((47) \rightarrow \lambda^{t_{1, W}}(\tau+1)\)
        end if
    end for
    evaluate \(J\left(\boldsymbol{s}^{t_{1}}\right) \approx \mathcal{L}\left(\boldsymbol{s}^{t_{1}}\right)=\mathcal{L}\left(\boldsymbol{s}^{t_{1}}, \lambda^{t_{1}, W}\right)\)
```


## IV. Numerical Results

We now characterise the performance of the average system queue backlog versus the average per-user throughput, for both of our association designs, under different parameter settings.

## A. Settings

We considered a $15 \times 15 \times 5\left[\mathrm{~m}^{3}\right]$ indoor environment associated with $N=8 \times 8$ APs uniformly located on the ceiling. We set the optical power to $P_{o}=24.5[\mathrm{~mW}]$ for satisfying the illumination requirements of $\left[\mathcal{I}_{\min }, \mathcal{I}_{\text {max }}, \mathcal{I}_{\text {avg }}\right]=$ [200, 800, 600] [lm], where we define the minimum illumination requirement as $\mathcal{I}_{\text {min }}$, the maximum illumination requirement as $\mathcal{I}_{\max }$ and the average illumination requirement as $\mathcal{I}_{\text {avg }}$. Hence, we have the electronic power of $\sigma_{s}^{2} \approx 0.75[\mathrm{~mW}]$ corresponding to the DC level of $P_{D C}=$ 22.5 [mW], where the optical to electronic power conversion is discussed in Appendix.

TABLE I
List of Common Parameter Settings

| LED-related Parameters |  |
| :--- | :--- |
| Semi-angle at half-illumination $\phi_{1 / 2}$ | $60^{\circ}$ |
| Gain of optical filter $f_{o f}(\psi)$ | 1 |
| Physical area for a PD receiver $A_{P D}$ | $1\left[\mathrm{~cm}^{2}\right]$ |
| Refractive index $n_{r}$ | 1.5 |
| Reflection efficiency $\rho$ | 0.75 |
| Optical power to luminous flux conversion factor $\xi$ | $2.1[\mathrm{~mW} / \mathrm{lm}]$ |
| Height of AP $H_{t}$ | $2.5[\mathrm{~m}]$ |
| Height of user $H_{r}$ | $0.85[\mathrm{~m}]$ |
| LED min optical power $P_{\min }$ | $5[\mathrm{~mW}]$ |
| LED max optical power $P_{\max }$ | $50[\mathrm{~mW}]$ |
| LED array per AP $L$ | $15 \times 15$ |

The classic random waypoint mobility model was adopted for users randomly distributed in the room, with a constant speed at $v[\mathrm{~m} / \mathrm{s}]$, walking duration from 2 to $5[\mathrm{~s}]$, pausing duration from 0 to 2 [s] and walking direction spanning $360^{\circ}$. Each timeslot was set to $\delta=1$ [ms] and 10 independent snapshots of 30 [s] moving segments were recorded, where each snapshot was averaged over 50 Bernoulli distributed random packet arrivals with a mean of $p$ and we set $q_{\Lambda}=5[\mathrm{~ms}]$.
The standard parameter settings used in our simulations were as follows: number of users $K=20$, Bernoulli mean $p=0.5$, maximum number of APs per-user $N_{k}=1, \forall k$, modulation bandwidth $B=25 \mathrm{MHz}$, half of the FoV $\psi_{F}=45^{\circ}$, moving speed $v=1[\mathrm{~m} / \mathrm{s}]$, prediction window size $W=10$ and discretisation granularity $\Delta=0.5$ [ms]. In the following, we investigate each of these parameters separately, whilst keeping all the other parameters unchanged. Finally, the remaining common parameter settings are listed in Table I.

## B. Observations

1) Effect of Number of Users: The left subplot of Fig. 1 shows the effect of the number of users on the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. It is clear that for both user number settings of $K=20$ and $K=30$, the AA design achieves a consistently shorter average system queue backlog than that of the RA design across all values of the per-user average throughput. Importantly, for both user number settings, the difference between the RA design and the AA design in the average system queue backlog substantially increases upon increasing the average per-user throughput. Quantitatively, for both user number settings and when supporting an average per-user throughput of 100 Mbps , the AA design results in about half of the average system queue backlog of that of the RA design, although their difference is only marginal when supporting the reduced average per-user throughput of 50 Mbps . Indeed, when increasing the average per-user throughput, the corresponding average system queue backlog increases much faster in the RA design than in the AA design, for both user number settings. Finally, for both the RA design and the AA design, the higher the number of users, the more system resources are required and the higher the average system queue backlog becomes.
2) Effect of Field of View: The right subplot of Fig. 1 shows the effect of the FoV on the average system queue


Fig. 1. The effect of number of users (left) and the effect of field of view (right) on the performance of the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design.


Fig. 2. The effect of bonding (left) and the effect of modulation bandwidth (right) on the performance of the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design.
backlog versus the average per-user throughput, for both the RA design and the AA design. Again, it is clear that for both FoV settings of $\mathrm{FoV}=90^{\circ}$ and $\mathrm{FoV}=100^{\circ}$, the AA design achieves a consistently shorter average system queue backlog than that of the RA design across all values of the average per-user throughput. Furthermore, for both the RA design and the AA design, increasing the FoV dramatically increases the average system queue backlog. This is indeed as expected, since the wider the FoV, the higher the interference level and the worse the average system queue backlog becomes, for both the RA design and the AA design.
3) Effect of Channel Bonding: The left subplot of Fig. 2 shows the effect of channel bonding on the performance of the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. Again, channel bonding refers to the scenario of supporting multi-AP


Fig. 3. The effect of Bernoulli mean (left) and the effect of walking speed (right) on the performance of the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design.
association. In our simulations, we used $N_{k}=\left|\mathcal{N}_{k, 1}^{t_{w}}\right|, \forall w, k$ for both the RA design and the AA design. It is clear that allowing multi-AP association noticeably decreases the average system queue backlog in the RA design. By contrast, only marginal improvements of the average system queue backlog can be observed, when channel bonding is employed in the AA design. This implies that the AA design is capable of exploiting the single-AP association, hence rendering channel bonding less attractive in the AA design.
4) Effect of Modulation Bandwidth: The right subplot of Fig. 2 shows the effect of the modulation bandwidth on the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. Again, it is clear that for both the modulation bandwidth settings of $B=25 \mathrm{MHz}$ and $B=50 \mathrm{MHz}$, the AA design improves a consistently shorter average system queue backlog than that of the RA design across all values of the average per-user throughput. Furthermore, for both the RA design and the AA design, we observe a substantial impact of the modulation bandwidth on the performance of the average system queue backlog. More explicitly, as expected, at the same level of the average system queue backlog, doubling the modulation bandwidth from $B=25 \mathrm{MHz}$ to $B=50 \mathrm{MHz}$ roughly doubles the average per-user throughput, for both the RA design and the AA design.
5) Effect of Bernoulli Mean: The left subplot of Fig. 3 shows the effect of the Bernoulli mean on the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. Again, it is clear that for both the Bernoulli mean settings of $p=0.5$ and $p=0.6$, the AA design improves a consistently shorter average system queue backlog than that of the RA design across all values of the average per-user throughput. Also as expected, for both the RA design and the AA design, the higher the Bernoulli mean, the higher the packet arrival rate and the higher the average system queue backlog.


Fig. 4. The effect of association delay (left) and the effect of imperfect localization (right) on the performance of the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design.
6) Effect of Walking Speed: The right subplot of Fig. 3 shows the effect of the walking speed on the average system queue backlog versus the average per-user throughput, for both the RA design and for the AA design. It is clear that for both velocities of $v=1[\mathrm{~m} / \mathrm{s}]$ and $v=1.5[\mathrm{~m} / \mathrm{s}]$, the AA design exhibits a consistently shorter average system queue backlog than that of the RA design across all values of the average per-user throughput. Interestingly, for both the RA design and the AA design, the higher the velocity, the shorter the average system queue backlog. Indeed, this is because the faster the users are moving, the more frequently the user will be served by strong LoS connections, hence leading to an ergodic experience. Should the users remain static all the time, the unlucky ones would always suffer from poor service and hence their average queue backlog would be increased.
7) Effect of Association Delay: The left subplot of Fig 4 shows the effect of the association delay at APs on the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. The association delay results into the outdated association decision. Fig 4 shows that as expected, this imperfection does impose a performance trade-off. Quantitatively, when the AA design is considered, at about 8 [ms] average system queue backlog, a loss of 10 [Mbps] average per-user throughput is observed owing to the association delay of 50 [ms] investigated. We believe that an association delay of 50 [ ms ] is quite a high value, which in turn implies that the design advocated is quite robust to this imperfection. However, different type of traffic distributions and user velocities would lead to different conclusions. Hence, appropriate counter-measures should be developed in the future.
8) Effect of Imperfect Localization: Fig 4 shows the effect of imperfect localization on the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. We model the imperfect localization by introducing uniformly distributed random positioning errors


Fig. 5. The effect of reduced number of APs (left) and the effect of smaller rooms (right) on the performance of the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design.
around the true value. The imperfect localization results into imperfect association decisions. Fig 4 shows that as expected, this imperfection does impose a performance degradation for both designs. We believe that limiting the positioning error to $\pm 0.5 \mathrm{~m}$ would be sufficient, noting that most of the positioning methods found in the literature are capable of achieving an accuracy at centi-meter level. This implies that the design advocated is quite robust to localization imperfections.
9) Effect of Reduced Number of APs: The left subplot of Fig 5 shows the effect of the reduced number of APs on the average system queue backlog versus the average peruser throughput, for both the RA design and the AA design. As expected, the performance degrades upon reducing the number of APs for both designs. This is because with fewer APs, fewer spatial resources will be available to share. Furthermore, with fewer APs, the chance of a particular user getting a LoS connection is reduced, hence typically only nonLoS links will be used. A further issue is that with fewer APs, the illumination density would not be uniform. Nevertheless, since VLC reuses the existing lighting infrastructure, a dense deployment would allow the best exploitation of spatial reuse. To this end, an interesting future direction would be to select the best subset of APs for lower complexity with minimal performance degradation.
10) Effect of Smaller Room: Fig 5 shows the effect of a smaller room on the average system queue backlog versus the average per-user throughput, for both the RA design and the AA design. To provide a fair comparison to the $(8 \times 8) \mathrm{AP}$ setting in the $15 \times 15\left[\mathrm{~m}^{2}\right]$ room with 20 users, we studied a $(5 \times 5)$ AP setting in a $10 \times 10\left[\mathrm{~m}^{2}\right]$ room with 9 users. These two settings have similar AP density (number of APs per $\mathrm{m}^{2}$ ) and user density (number of users per $\mathrm{m}^{2}$ ). As expected, both settings exhibit similar performance trends. For smaller rooms, a slight performance degradation is observed for both designs, since stronger reflections are experienced and hence we have an increased crosstalk between users.


Fig. 6. The effect of prediction window size (left) and the effect of discretisation granularity (right) on the performance of the average system queue backlog versus the average per-user throughput, for the AA design.
11) Effect of Prediction Window Size: The left subplot of Fig. 6 shows the effect of the prediction window size on the average system queue backlog versus the average per-user throughput, for the AA design. It is clear that the average system queue backlog improves upon increasing the prediction window size from $W=5$ to $W=10$ and to $W=15$ at the cost of increasing the complexity, across all values of the average per-user throughput. Furthermore, the most noticeable improvement in the average system queue backlog appears upon increasing the prediction window size from $W=5$ to $W=10$. Hence, it is important to strike a compromise between the performance and the complexity, although this aspect is beyond our current scope.
12) Effect of Discretisation Granularity: The right subplot of Fig. 6 shows the effect of the discretisation granularity on the average system queue backlog versus the average peruser throughput, for the AA design. As expected, the higher the discretisation granularity, the finer the continuous-valued queue backlog representation and the better the average system queue backlog becomes. Nevertheless, the differences in the average system queue backlog for $\Delta=0.25, \Delta=0.5$ and $\Delta=1$ remain quite small.

## V. Conclusions

In this paper, we provided a beneficial indoor VLC design for moving users and for dynamic wireless-traffic arrivals. A pair of location- and delay-aware association designs were investigated, namely the benchmarking RA design and the radical AA design. Efficient solutions were provided for both association designs and detailed optimisation algorithms were introduced. Our simulation results suggested that the AA design is capable of outperforming the RA design, resulting in a significantly better trade-off between the average system queue backlog and the average per-user throughput, for diverse parameter settings. Our study indicated that in indoor VLC, the system-wide average delay can be substantially reduced by taking advantage of the anticipatory approach
advocated. Finally, in our future work, it would be interesting to consider realistic positioning and tracking methods, hybrid user distributions, diverse mobility models, mixed wireless traffic profiles, joint uplink and downlink design, etc.
It is worth highlighting that our scheme would be challenged at high speeds. In this case, involving accurate positioning and tracking would become difficult, which in turn jeopardises the action of anticipation. In addition, the dwell time of the user would be too short to physically establish association, hence potentially leading to unnecessary association attempts. A potential solution in this case is to rely on a single anchor point for mobility control, namely to avoid frequent change of associations. For example, all APs could jointly serve as a single anchor, or the over-sailing radio connection could be in charge of the control plane in the context of HetNet. Nevertheless, this is certainly an interesting future research direction, especially in the case of having diverse velocities.
We consider downlink association in this paper, but naturally the location-awareness would rely on the existence of the uplink. In VLC, one could use the popular WiFi for the uplink. There has also been some prominent research [41], [42], including standardisation efforts dedicated to combining WiFi and VLC under the same 802 framework (IEEE 802.15 TG 7r1). Alternatively, one could rely on an Infra-red uplink dongle as implemented by PureLiFi (https://purelifi.com/). Indeed, bi-directional VLC systems have decoupled downlink and uplink. It will be thus interesting to study the ambitious closed-loop design in the future.

## AppENDIX

Optical-Electronic Power Conversion
Since the primary purpose of LEDs is to provide illumination, the minimum required (maximum allowed) optical power $P_{\text {min }}^{\text {illu }}\left(P_{\max }^{\text {illu }}\right)$ should satisfy the pre-defined illumination requirements constituted by the minimum illumination requirement $\mathcal{I}_{\text {min }}$, the maximum illumination requirement $\mathcal{I}_{\max }$ and the average illumination requirement $\mathcal{I}_{\text {avg }}$. Mathematically, we have to solve the problem of

$$
\begin{align*}
& P_{\text {min }}^{i l l u}= \min  \tag{50}\\
& \text { s.t. } P \text { or } \min _{\kappa \in\left[1, K_{p}\right]} \sum_{\text {max }}^{i l l u}=\max P,  \tag{51}\\
& h_{\kappa, n}^{i l l u} L P \geq \mathcal{I}_{\text {min }},  \tag{52}\\
& \max _{\kappa \in\left[1, K_{p}\right]} \sum_{n}^{n} h_{\kappa, n}^{i l l u} L P \leq \mathcal{I}_{\text {max }},  \tag{53}\\
& \frac{1}{K_{p}} \sum_{\kappa} \sum_{n} h_{\kappa, n}^{i l l u} L P \in\left[\mathcal{I}_{\text {avg }}^{-}, \mathcal{I}_{\text {avg }}^{+}\right],
\end{align*}
$$

where $\mathcal{I}_{\text {avg }}^{+}$and $\mathcal{I}_{\text {avg }}^{-}$denote the $\pm 5 \%$ of $\mathcal{I}_{\text {avg }}$. Furthermore, $h_{k, n}^{i l l u}$ denotes the luminous flux of the unit optical power provided by the $n$th AP at the $\kappa$ th point of the $K_{p}$ equally partitioned receiver plane-tiles owing to the LoS propagation, which is given by

$$
\begin{equation*}
h_{\kappa, n}^{i l l u}=\frac{\left(m_{L}+1\right)}{2 \pi d^{2} \xi} \cos ^{m_{L}}(\theta) \cos (\psi), \tag{54}
\end{equation*}
$$

where $\xi$ denotes the optical power to luminous flux conversion factor [2], while $m_{L}, d, \theta$ and $\psi$ are defined similarly as in (1). In addition to satisfying the above illumination requirements,
the optical power $P_{o}$ should also satisfy the per-LED dynamic range of $\left[P_{\min }, P_{\max }\right]$. As a result, by taking into account both the illumination requirements and the LED's physical limits, we have the constraint of

$$
\begin{equation*}
\max \left\{P_{\min }^{\text {ill }}, P_{\min }\right\} \leq P_{o} \leq \min \left\{P_{\max }^{\text {illu }}, P_{\max }\right\} . \tag{55}
\end{equation*}
$$

Furthermore, according to [29], the relationship between the electronic power $\sigma_{s}^{2}$ and the optical power $P_{o}$ is given by
$P_{o}=\sigma_{s}\left[\frac{1}{\sqrt{2 \pi}} \exp \left(\frac{\breve{\epsilon}^{2}}{\hat{\epsilon}^{2}}\right)-\breve{\epsilon} f_{Q}(\breve{\epsilon})+\hat{\epsilon} f_{Q}(\hat{\epsilon})\right]+P_{\text {min }}$.
Hence, by opting for a desired optical power satisfying (55), we can find the electronic power $\sigma_{s}^{2}$ used for communications.
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