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Rate-Splitting to Mitigate Residual Transceiver
Hardware Impairments in Massive MIMO Systems

Anastasios Papazafeiropoulos, Bruno Clerckx, and Tharmalingam Ratnarajah,

Abstract—Rate-Splitting (RS) has recently been shown to
provide significant performance benefits in various multi-user
transmission scenarios. In parallel, the huge degrees-of-freedom
provided by the appealing massive Multiple-Input Multiple-
Output (MIMO) necessitate the employment of inexpensive
hardware, being more prone to hardware imperfections, in
order to be a cost-efficient technology. Hence, in this work,
we focus on a realistic massive Multiple-Input Single-Output
(MISO) Broadcast Channel (BC) hampered by the inevitable
hardware impairments. We consider a general experimentally
validated model of hardware impairments, accounting for the
presence of multiplicative distortion due to phase noise, additive
distortion noise and thermal noise amplification. Under both
scenarios with perfect and imperfect channel state information
at the transmitter (CSIT), we analyze the potential robustness
of RS to each separate hardware imperfection. We analytically
assess the sum-rate degradation due to hardware imperfections.
Interestingly, in the case of imperfect CSIT, we demonstrate
that RS is a robust strategy for multiuser MIMO in the
presence of phase and amplified thermal noise, since its sum-rate
does not saturate at high signal-to-noise ratio (SNR), contrary
to conventional techniques. On the other hand, the additive
impairments always lead to a sum-rate saturation at high SNR,
even after the application of RS. However, RS still enhances the
performance. Furthermore, as the number of users increases, the
gains provided by RS decrease not only in ideal conditions, but
in practical conditions with RTHIs as well. Notably, although a
deterministic equivalent analysis is employed, the analytical and
simulation results coincide even for finite system dimensions. As
a consequence, the applicability of these results also holds for
current “small-scale” multi-antenna systems.

Index Terms—Rate-splitting, massive MIMO, residual hard-
ware impairments, regularized zero-forcing precoding, determin-
istic equivalent analysis.

I. INTRODUCTION

In recent years, Multiple-Input Multiple-Output (MIMO)
processing has played a central role towards the increase of both
spectral and energy efficiencies [1]. Next generation systems,
known as 5G (fifth generation), follow this direction, in order
to cover the emerging needs from the societal development till
2020 [2], [3]. In fact, the advent of the Internet of Things (IoT)
and the accompanied unprecedented diversity of requirements
and wireless connectivity necessitate the inventiveness of
enabling technologies such as massive MIMO [4], [5].

As a matter of fact, massive MIMO, known also as large
MIMO, is one of the backbone technologies supporting 5G
systems, promising tremendous network throughput and energy
efficiency [4]–[10]. According to its key concept, each Base
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Station (BS) employs hundreds or even thousands of antennas
under simple coherent processing serving an order of magnitude
fewer User Elements (UEs) [5]. Based on the law of large
numbers, fast fading, intra-cell interference, and additive
Gaussian noise are averaged out in the large number of antennas
limit.

In practice, besides these channel impairments, inevitable
imperfections, emerging from the transceiver hardware, distort
both the transmit and receive signals [11], [12]. These include
the In-phase/Quadrature-phase (I/Q)-imbalance [13], the high
power amplifier non-linearities [14], and the oscillator Phase
Noise (PN) [15]–[18]. In real world applications, the hardware
impairments can be partially mitigated by means of calibration
schemes and compensation algorithms at the transmitter and
the receiver, respectively [12]. However, a certain amount
of distortions remains, which results in Residual Transceiver
Hardware Impairments (RTHIs). These RTHIs can be catego-
rized in additive and multiplicative distortions. The additive
impairments describe the aggregate effect of many impairments
and are modeled as additive distortion noises at both the BS
and UEs [12], [19]. In particular, the adoption of this model
is grounded due to its analytical tractability and experimental
validation [12]. On the other hand, phase drifts from Local
Oscillators (LOs) present a multiplicative nature with regards
to the channel vector. If the variation of these impairments can
be assumed sufficiently static, they can be incorporated into the
channel by means of an appropriate scaling of its covariance
matrix. Otherwise, if they accumulate within the channel
coherence time, e.g., the PN, they cannot be incorporated
into the channel vector [17], [18]. Unfortunately, RTHIs are a
fundamental bottleneck toward the realistic evaluation as well
as the promising spectral and energy efficiencies benefits of
5G systems because they cannot be estimated with infinite
precision. Actually, not only they constitute a degradation
source of the system performance, but they also result in an
inaccurate Channel State Information at the Transmitter (CSIT)
which degrades even further the spectral efficiency.

The study of the impact of hardware impairments has origi-
nated from conventional wireless systems and has continued
to 5G networks by means of massive MIMO systems [11]–
[26] and heterogeneous networks design [27]. Especially, the
deployment of massive MIMO systems is attractive if the
antenna elements consist of inexpensive hardware components.
Unfortunately, the majority of massive MIMO literature has
assumed perfect transceiver hardware, although hardware
imperfections exist. Reasonably, it is conjectured that following
the same path will increase the gap between theory and practice.
Hence, misleading conclusions could be made during the design
and evaluation of the forthcoming 5G systems.

At the same time, obtaining accurate CSIT is a challenging
task, especially, as the number of BS antennas increases. In such
case, Time Division Duplex (TDD) architectures have proved to
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be a more feasible solution against Frequency Division Duplex
(FDD) designs that are accompanied with channel estimations
and feedback challenges [4]–[8].

Herein, we tackle the challenge of mitigating the RTHIs in
massive Multiple-Input Single-Output (MISO). Specifically, we
leverage the Rate-Splitting (RS) approach, where we can split
one’s UE message into a common part and a private part [28]–
[31]. The common message, drawn from a public codebook,
can be decoded by all UEs with zero error probability, while
the private messages are transmitted by means of linear
beamforming such as Zero-Forcing (ZF). Each private message
occupies a fraction of the total power, while the common
message, superimposed on top of the private messages uses the
residual power. In the practical case of imperfect CSIT, if the
error variance is fixed, linear precoding techniques lead to a rate
ceiling at high Signal-to-Noise Ratio (SNR) due to multi-user
interference. Interestingly, the RS outperforms conventional
broadcasting at high SNR, since it does not experience any
ceiling effect [10], [32]. Henceforth, we denote by NoRS all
the conventional techniques to contrast with the RS techniques.
A further gain of RS over NoRS can be achieved by optimizing
the precoders [33], [34]. Given that the additive RTHIs are
power-dependent, while the PN is independent, we aim to
exploit the RS design and illustrate its potential robustness in
massive MIMO systems by means of a Deterministic Equivalent
(DE) analysis [8], [9], [17], [18].

This paper investigates the potential robustness of the RS
approach in realistic massive MISO systems with RTHIs in
both cases of perfect and imperfect CSIT implemented under
TDD architectures. Actually, the source of imperfect CSIT is
the pilot contamination, while the RTHIs contribute further
to this imperfection. In other words, when perfect CSIT is
accounted, it reflects the channel obtained by the ideal scenario
of no channel estimation error and no RTHIs on the uplink.
Moreover, we perform our analysis for two different settings.
In the first setting, all BS antennas are connected to a Common
LO (CLO), while the other design refers to BS antennas with
Separate LOs (SLOs).

A. Motivation-Central Idea

The paper is motivated by the following two observations: 1)
RS tackles efficiently multi-user interference, and in particular
the one arising due to the imperfect CSIT in MISO BC,
2) CSI is effectively altered due to the presence of RTHIs,
e.g., PN induces a fast variation of the channel between the
channel estimation time and the actual data transmission. These
observations suggest that RS may be a suitable alternative to
conventional strategies in order to mitigate RTHIs. The main
contributions are summarized as follows.
• We shed light on the impact of RTHIs on the performance

of the downlink of a TDD-based Massive MISO system
with RS and NoRS. Specifically, we take into account
multiplicative and additive impairments, as well as ampli-
fied thermal noise in the general scenario where imperfect
CSIT is available. For the sake of comparison, we also
present the results corresponding to perfect CSIT.

• Contrary to existing works [17], [23] which have studied
the effect of RTHIs on the performance degradation of
the uplink, we focus on the MISO downlink with also
a large number of BS antennas, and examine the impact
of various impairments. Herein, it should be stressed that

uplink RTHIs impact the channel estimation stage, which
also has an impact on the DL performance.

• We derive the deterministic signal-to-interference-plus-
noise ratios (SINRs) of NoRS and RS with RTHIs and
use them to investigate the performance benefits of RS
over NoRS in the presence of RTHIs. Specifically, first,
we obtain the estimated channel by means of MMSE
estimation. Next, we design the precoder of the private
and common messages, and we perform suitable power
allocation. At the end, we provide the DEs of the SINRs
of the private and common messages1. These deterministic
expressions allow to avoid any Monte Carlo simulations
with very high precision.

• We elaborate on the impact of each separate impairment on
the sum-rate performance with RS and NoRS. Remarkably,
RS outperforms the NoRS strategies at high SNR in the
cases where only phase and amplified thermal noises are
assumed. Actually, RS is able to mitigate the saturation
due to the unavoidable PN in spite of the knowledge
of perfect or imperfect CSIT. ln the case where only
additive hardware impairments are present, the saturation
is inevitable even with the implementation of RS. However,
RS still provides some SNR gains over NoRS.

• Increasing the number of UEs results in a reduction of the
performance gain of RS over NoRS because the common
message has to be decoded by more UEs. We quantify
this degradation in the presence of RTHIs.

The remainder of this paper is structured as follows. Sec-
tion II presents the system and signal models for a BC system
with multiple transmit antennas and ideal hardware under
the NoRS and RS approaches. In Section III, we present
the various impairments (both additive and multiplicative)
under consideration. Next, in Section IV, we provide the
estimated channel obtained during the uplink training phase
with RTHIs, while Section V shows the downlink transmission
under hardware impairments. Section VI exposes the DE
analysis, which enables the design of the precoder of the
common message, and mainly, the derivation of the achievable
rates in the presence of RTHIs. For comparison, Section VII
presents briefly the corresponding results by assuming perfect
CSIT. The numerical results are placed in Section VIII, while
Section IX summarizes the paper.

Notation: Vectors and matrices are denoted by boldface lower
and upper case symbols. (·)T, (·)∗, (·)H, and tr(·) represent the
transpose, conjugate, Hermitian transpose, and trace operators,
respectively. The expectation operator is denoted by E [·]. The
diag{·} operator generates a diagonal matrix from a given
vector, and the symbol , declares definition. The notations
CM×1 and CM×N refer to complex M -dimensional vectors
and M × N matrices, respectively. Finally, b ∼ CN (0,Σ)
and b ∼ N (0,Σ) denote a circularly symmetric complex
Gaussian variable with zero-mean and covariance matrix Σ
and the corresponding real Gaussian variable, respectively.

II. SYSTEM MODEL

In this paper, we consider a MISO BC channel comprising
a M -antenna BS and K single-antenna UEs forming a set

1This work employs Regularized ZF (RZF) precoding for the transmission
of the private messages, although the basic implementation of the RS method
involves just ZF precoding except [10]. However, the robustness of RZF and
its lack in the literature while investigating RTHIs led us to enroll it.



3

with cardinality K. Especially, the transmitter antennas are
co-located at a macro BS that communicates simultaneously
with K receivers.

The frequency-flat channel between the BS and UE k,
modeled as Rayleigh block fading2, is denoted by hk ,[
h1k, . . . , h

M
k

]
∈ CM×1. We express each channel realization

as

hk = R
1/2
k wk, (1)

where Rk =E[hkh
H

k]∈CM×M is a deterministic Hermitian-
symmetric positive-definite matrix representing versatile effects
such as the assignment of antenna correlation to each channel
vector or different path loss to each antenna. Regarding wk ∈
CM×1, it is an uncorrelated fast-fading Gaussian channel vector
drawn as wk ∼ CN (0, IM ). In other words, we can write

hk ∼ CN (0,Rk) . (2)

A. Conventional Approach (NoRS)
Let us first present a conventional MISO BC with a linear

precoder. The signal received by UE k can be written as

yk = hH

kx + zk, (3)

where zk ∼ CN (0, 1) is the Additive White Gaussian Noise
(AWGN) at UE k and

x =

K∑
k=1

√
λρ̃kfksk,

=
√
λρ̃kFs (4)

is the transmit signal with ρ̃k = ρk being the downlink transmit
power (equal power allocation for all users)3, sk being the
private message for UE k, and fk being the linear precoder
corresponding to UE k, which is designed as RZF. In addition,
F ∈ CM×K is the precoder multiplying the data symbol vector
s ∈ CK×1 ∼ CN (0, IK). Note that λ is the normalization
parameter regarding the precoder given by

λ =
K

E [tr FHF]
. (5)

B. RS Approach
The description above concerns a conventional linearly

precoded multi-user broadcasting scheme. Given that our focal
point is to investigate the performance of the promising RS
method under the unavoidable RTHIs, we provide shortly its
presentation.

2It is static across a coherence block of T channel uses, while the channel
realizations between blocks are independent. The size of the block depends
on the the product of the coherence time Tc and the coherence bandwidth Bc.
For example, if Tc = 2 ms and Bc = 100 KHz, then T = 200 channel uses.

3The uniform power allocation is commonly used in the Massive MIMO
literature [4], [6], [10]. This assumption is used primarily as a simplification,
but it is also motivated by practical deployments of MU-MIMO, where uniform
power allocation is actually used in 4G deployment, as explained in e.g. [35].
Further enhancement could be obtained by jointly optimizing the power
allocation as well as the precoders of the common and private messages.
This approach would lead to the optimal precoders and has been used for rate
splitting with imperfect CSIT (and no hardware impairments) in [33]. However
it is not really practical to resort to this type of optimization for large-scale
systems such as Massive MIMO, where the use of deterministic equivalent is
commonly used in order to get some further insight into the system behaviour
in terms of different aspects such as the impact of hardware impairments.

In [10], [28]–[34], RS was shown to be very promising in
multi-user transmission with imperfect CSIT. It indeed achieves
unsaturated sum-rate with increasing SNR despite the presence
of imperfect CSIT. Contrary to the NoRS strategy that treats as
noise any multi-user interference originating from the imperfect
CSIT, the RS strategy is able to bridge treating interference as
noise and perform interference decoding through the presence
of a common message. This ability of the decoding part of
the interference is the key boosting the sum-rate performance.
Motivated by this observation, RS is also expected to provide
benefits in the presence of some RTHIs, since RTHIs have the
effect of altering the CSI between the estimation stage and the
transmission stage.

The basic principle of this method imposes the message
intended for UE k to be split into two parts, namely, a
common and a private part. The common part, drawn from
a public codebook, should be decoded by all UEs with zero
error probability. On the other hand, the private part is to be
decoded only by UE k. Regarding the messages intended for the
other UEs, these consist of a private part only. Mathematically
speaking, (4) becomes

x =
√
ρcfcsc︸ ︷︷ ︸

common part

+

K∑
k=1

√
λρkfksk︸ ︷︷ ︸

private part

, (6)

where sc is the common message and sk is the private
message of UE k, while fc denotes the precoding vector of the
common message with unit norm and fk is the linear precoder
corresponding to UE k. Moreover, ρc is the power allocated to
the common signal. In other words, the private messages sk∀k
are superimposed over the common message sc and sent with
linear precoding. We assume that the total power budget of RS
and NoRS is the same, i.e., ρ̃k = ρc + ρk. It is worthwhile to
present the decoding procedure. First, the common message is
decoded by each UE, while all private messages are treated as
noise. Next, each UE subtracts the contribution of the common
message from the received signal and is able to decode its own
private message. Herein, we focus on the application of the
RZF precoder for the private messages, as mentioned before.
Also, hereafter, we are going to use the notion of the time slot
in our expressions, since the hardware impairments, presented
below, are time dependent.

III. HARDWARE IMPAIRMENTS

In practice, both the transmitter and the receiver are affected
by various impairments detailed below. Specifically, we present
the models describing 1) the multiplicative PN at both the
transmitter and the receiver, 2) the additive power-dependent
distortion noises at the transmitter and receiver, and 3) the
amplified thermal noise at the receiver side. Hereafter, we
assume that the hardware impairments parameters are assumed
to be known by their manufacturer by means of certain
specifications.

A. Phase Noise
The PN, being the distortion in the phase due to the random

phase drift in the signal coming from the LOs of the BS and
UE k, is induced during the up-conversion of the baseband
signal to passband and vice-versa4.

4The conversion takes place by multiplying the signal with the LO’s output.
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According to [16], [36], the PN during the nth time slot can
be described by a discrete-time independent Wiener process,
i.e., the PNs at the LOs of the mth antenna of the BS and kth
UE are modeled as

φm,n = φm,n−1 + δφmn (7)
ϕk,n = ϕk,n−1 + δϕkn , (8)

where δφmn ∼ N (0, σ2
φm

) and δϕkn ∼ N (0, σ2
ϕk

). Note that
σ2
i = 4π2fcciTs, i = φm, ϕk describes the PN increment

variance with Ts, ci, and fc being the symbol interval, a
constant dependent on the oscillator, and the carrier frequency,
respectively.

We assume non-synchronous operation at the BS, if the BS
antennas have independent PN processes φm,n, m = 1, . . . ,M
with φm,n being the PN process at the mth antenna. Note
that the PN processes are considered as mutually independent,
since each antenna has its own oscillator, i.e., an SLO at each
antenna, while when the PN processes φm,n are identical for
all m = 1, . . . ,M we have the synchronous operation. In case
that we have just one CLO connected to all BS antennas, there
is only one PN process φn. In our analysis, we focus on both
SLOs and CLO scenarios, but in all cases, we assume i.i.d. PN
statistics across different antennas and UEs, i.e., σ2

φm
= σ2

φ

and σ2
ϕk

= σ2
ϕ ,∀ m, k.

The PN is expressed as a multiplicative factor to the channel
vector as

g̃k,n = Θk,nhk, (9)

where Θk,n , diag
{
ejθ

(1)
k,n , . . . , ejθ

(M)
k,n

}
= ejϕk,nΦn ∈

CM×M is the total PN with Φn , diag
{
ejφ1,n , . . . , ejφM,n

}
being the PN sample matrix at time n because of the
imperfections in the LOs of the BS. Similarly, ejϕk,n is the
PN induced by UE k. Basically, g̃k,n represents the effective
channel vector at time n. Interestingly, the effective channel,
given by (9), depends on the time slot of symbol n due to the
time-dependence coming from the PN.

B. Additive Distortion Noise
In real systems, both the transmitter and the receiver are

affected by inevitable residual additive impairments that emerge
after imperfect compensation of the quantization noise in the
Analog-to-Digital Converters (ADCs) at the receiver, the I/Q
imbalance, etc. [11]. As a result, the received signal is distorted
during the reception processing, while at the transmitter side,
a mismatch appears between the signal that is intended to be
transmitted and the generated signal.

Let Ti and Rj be the numbers of transmit and receive
antennas of nodes i, j depending on their role, i.e., if node i
is the UE or the BS in transmit mode, we have TUE = 1 or
TBS = M . Correspondingly, if node j is the BS or the UE in
receive mode, we have RBS = M or RUE = 1, respectively.
Qi is the transmit covariance matrix of the corresponding node
with diagonal elements qi1 , . . . , qTi , e.g., if the transmitter node
is the UE, Qi degenerates to a scalar QUE.

Generally, the transmitter and receiver distortion noises
are modeled as Gaussian distributed, where their average
power is proportional to the average signal power, as shown
by measurement results [12], [37]. The circularly-symmetric
complex Gaussianity can be justified by the aggregate con-
tribution of many impairments [11], [22]. Note that other

impairments such as antenna coupling or even in-phase and
quadrature imbalance, attenuating the amplitude and rotating
the phase of the desired constellation, cannot be modeled
exactly by the residual additive impairments; however, they can
be described roughly by means of their aggregate contribution.
Mathematically speaking, we have

ηi
t,n ∼ CN

(
0,Λi

n

)
(10)

ηj
r,n ∼ CN

(
0,Υj

n

)
, (11)

where Λi
n = κ2tidiag (q1, . . . , qTi) and Υj

n =

κ2ri
∑|j|
k=1 hH

k,nQj
khk,n. Note that if j = UE, then |j| = 15.

Otherwise, if j = BS, then |j| = K. Furthermore, κ2ti and
κ2ri are proportionality parameters describing the severity of
the residual additive impairments at the transmitter and the
receiver of link i, and basically, express the ratio between the
additive distortion noise variance and the signal power. In
practical applications, these parameters appear as the Error
Vector Magnitudes (EVM) at each transceiver side [1].

C. Amplified Thermal Noise
The low noise amplifier, the mixers at the receiver as well

as other components engender an amplification of the thermal
noise, which appears as an increase of its variance [23]. In
fact, the total effect ξin can be modeled as Gaussian distributed
with zero-mean and variance ξinIRi , where σ2 ≤ ξin is the
corresponding parameter of the actual thermal noise6.

Remark 1: The conventional ideal model with no hardware
impairments is obtained if σφm = σϕk = κti,n = κri,n = 0,
and ξn = σ2 ∀m, k, i, n7.

IV. UPLINK PILOT TRAINING PHASE WITH RTHIS

In the case of imperfect CSIT, the transmission protocol,
assuming TDD, includes coherence blocks, where each one
has a duration of T channel uses and is split into uplink
pilot symbols and downlink data symbols. Actually, τ ≥ K
symbols are allocated for pilot transmission to guarantee that
the UEs are spatially separable by the corresponding BS, i.e.,
to avoid intra-cell interference. The remaining T − τ channel
uses are dedicated for data transmission. The CSI is acquired
during the uplink training phase, while the downlink channel
is known by exploiting the property of channel reciprocity.
During this phase, a predefined pilot sequence of τ symbols
is assigned to UE k, i.e., ωk , [ωk,1, . . . , ωk,τ ]

T ∈ Cτ×1 with
ρUE
up =

[
|ωk,n|2

]
,∀k, n, while the sequences among different

UEs are mutually orthogonal.
The received uplink vector at the BS at time n ∈ [0, τ ]

ytr
n ∈ CM×1, accounting for the RTHIs, is given by

ytr
n =

K∑
k=1

g̃k,n
(
ωk,n + ηUE

t,n

)
+ηBS

r,n + ξBS
n , (12)

where ηUE
t,n , ηBS

r,n, and ξBS
n denote the distortion noises at the

transmitter (UE) and receiver (BS), and the amplified thermal

5The additive distortions with quantization noise, being a main cause, are
time-dependent because they take new realizations for each new data signal.

6The thermal noise also takes different random realizations over time, since
it is constituted of samples from a white noise process that has passed by
some amplified “filter”.

7Note that among the effects that are modeled by the additive impairments
are the in-phase and quadrature imbalance, while the amplified thermal noise
can model the amplifier nonlinearities.
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noise at time instance n. As mentioned, hk is assumed to
be constant during the coherence time T , while it changes
independently afterwards. Based on (10) and (11) for i = UE
and j = BS, respectively, we have

ΛUE
n = κ2tUE

ρUE
up (13)

ΥBS
n = κ2rBS

ρUE
up

K∑
k=1

diag
(
|h1k|2, . . . , |hMk |2

)
, (14)

while ξBS
n ∼ CN (0, ξnIM ).

Concatenation of all the received signal vectors during the
training phase results in a new vector ψ ,

[
ytr
0

T
, . . . ,ytr

τ
T
]T ∈

CτM×1. Similar to [23], the Linear Minimum Mean-Square
Error (LMMSE) estimate of the channel of UE k during the
training phase is given by

ĝk,n = E [g̃k,nψ
H] (E [ψψH])

−1
ψ

=
(
ωH

k∆
tr
k,n ⊗Rk

)
Σ−1ψ, (15)

where

∆tr
k,n , diag

{
e−

σ2ϕ+σ2φ
2 n, . . . , e−

σ2ϕ+σ2φ
2 |n−τ |

}
(16)

Σ ,
K∑
j=1

Xj ⊗Rj + ξBSIτM , (17)

Xj , X̃j + κ2rBS
D|ωj |2 , (18)

D|ωj |2 , diag
(
|ωj,1|2, . . . , |ωj,τ |2

)
, (19)[

X̃j

]
u,v

,
(
ωj,uω

∗
j,v + κ2tUE

)
ρUE
up e

−
σ2ϕ+σ2φ

2 |u−v|. (20)

Proof: The proof, following the same steps with Theorem
1 in [23] by means of some algebraic manipulations, is omitted
for the sake of limited space8.

Decomposing the current channel by means of the property of
orthogonality of LMMSE estimation, we have that the current
channel at the end of the training phase is given by

g̃k,τ = ĝk,τ + ek,τ , (21)

where ek,τ is the Gaussian distributed zero-mean estimation
error vector with covariance given by9

R̃k = Rk − R̂k. (22)

We have ĝk∼CN
(
0, R̂k

)
with R̂k = (ωH

k∆
tr
k ⊗Rk) Σ−1(

∆tr
k

H
ωk ⊗Rk

)
.

Remark 2: In the case of ideal hardware, (15) simplifies
to [8]

ĝk =

(
IM +

σ2

ρp
R−1k

)−1
ψ, (23)

where σ2 is the variance of the post-processed noise at the
base station and ρp = τρUE

up .
Comparing (15) with (23), we deduce that although the

pilots are orthogonal, the phase noise induces an inherent pilot
contamination, since the estimated channel of UE k is affected
by means of the pilot transmissions from other UEs, as can be

8Our expression is more general than the corresponding estimated channel
in [23] because it includes also the transmit additive distortion, which is
indirectly statistically dependent on the channels.

9Hereafter, the subscript τ is absorbed and (21) becomes g̃k = ĝk + ek .

shown by (15)10. Furthermore, the dependence of the estimated
channel on time n necessitates a continuous computation of
the applied precoder in the downlink at every symbol interval,
which is computationally prohibitive due to its complexity.
Therefore, we assume that the precoder is designed by means
of the channel estimate once during the training phase and then
it is applied for the whole duration of the downlink transmission
phase. For example, if the channel is estimated at n0 = τ , the
applied precoder is denoted by fk , fk,n0+1.

V. DOWNLINK TRANSMISSION UNDER RTHIS

Given that TDD is based on channel reciprocity, the received
signal by UE k during the transmission phase n ∈ [τ + 1, T ]
is given by

yk,n = hH

kΘ
∗
k,n

(
x + ηBS

t,n

)
+ηUE

r,n + ξUE
k,n, (24)

where ηBS
t,n ∼ CN

(
0,ΛBS

)
and ηUE

r,n ∼ CN
(
0,ΥUE

)
are the

residual downlink additive Gaussian distortions at the BS and
the UE, which are given by (10) and (11) for i = BS and
j = UE, respectively. Specifically, we have

ΛBS
n = κ2tBS

diag (q1, . . . , qM ) (25)

ΥUE
n = κ2rUE

hH

k,nQBShk,n. (26)

Note that ξUE
k,n expresses the amplified thermal noise at the

UE k at time n, while we assume that all UEs present the
same impairments, i.e., κrUE , and ξUE

k are identical for all
UEs served by the corresponding BS. Furthermore, during
the downlink transmission phase described by (24), we set
hH

kΘ
∗
k,τ = g̃H

k,τ . If we solve with respect to hH

k and make the
necessary substitution, we result in

hH

kΘ
∗
k,n = g̃H

k,τΘ̃k,n. (27)

where Θ̃k,n , diag

{
e
−j
(
θ
(1)
k,n−θ

(1)
k,τ

)
, . . . , e

−j
(
θ
(M)
k,n −θ

(M)
k,τ

)}
.

Thus, if we set gk,n = Θ̃∗k,ng̃k,τ , (24) becomes

yk,n = gH

k,n

(
x + ηBS

t,n

)
+ηUE

r,n + ξUE
k,n. (28)

Remark 3: The term Θ̃k,n characterizes the impact of phase
noise between the training and the data transmission phases.
Its trace TPN is given by

TPN = tr Θ̃k,n

=

M∑
l=1

e
−j
(
θ
(l)
k,n−θ

(l)
k,τ

)
. (29)

From (29), we get the following lemma.
Lemma 1: For CLO and SLOSs, we have

1

M
TPN −−−−→

M→∞

e
−j(σφ+δϕ) CLO setup

e−
δ2φ
2 n−jδ

ϕ

SLOs setup.
(30)

10The pilots can be “spatially orthogonal” or “temporally orthogonal”. In
the case of spatial orthogonality, all UEs transmit at every pilot transmission
time, which effectively increases the total pilot energy by a factor K. When
“each UE transmits pilot signals in TDD mode with no other UE transmitting
at the same time”, it is a different setting, where you get rid of the extra pilot
contamination, but you also lose a factor K in total pilot energy. Depending
on the scenario, the reduced pilot contamination or the reduced pilot energy
might dominates [23].
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Proof: The proof is straightforward by means of the
application of the law of large numbers.

Remark 4: Differently from [16] and [23] that obtain the
expectation of phase noise, this lemma provides the phase
noise effect in the large number of antennas limit. Moreover,
this lemma includes the effect of PN from both BS and UE
LOs.

Special focus has to be given to the transmit downlink signal
x ∈ CM×1 represented by (4). It is worthwhile to mention
that under ideal hardware the construction of the precoder
employs the knowledge of current CSI, which can be perfect or
imperfect. In particular, under realistic conditions with RTHIs
taken into account, where CSI is imperfect, the sum-rate of the
BC channel with uniform power allocation saturates at high
SNR, if the channel error variance is fixed. In the ideal case
of perfect CSI, the sum-rate remains unbounded as the SNR
increases.

For the sake of clarity and comparison, we present the con-
ventional and RS performance metrics, namely the achievable
sum-rates, below.

A. SINR with RTHIs and NoRS (Conventional Transmission)
After equal power allocation, we have that the SINR of

UE k is expressed by means of (28) as in (31). Note that
gk,n includes the channel evolution due to the effect of phase
noise during the transmission phase. Furthermore, based on
the worst-case assumption for the calculation of the mutual
information [23, Lemma 1], we have treated the multi-user
interference and distortion noises as independent Gaussian
noises.

The mutual information between the received signal and
the transmitted symbols is lower bounded by the following
achievable sum-rate. In particular, we have

RNoRS =

K∑
k=1

RNoRS
k

=
1

Tc

K∑
k=1

Tc−τ∑
n=1

RNoRS
k,n , (32)

where RNoRS
k,n = log2

(
1 + SINRNoRS

k,n

)
. Note that (32) is

obtained after following a similar approach to [16], [23]. In
particular, we compute the achievable rate of each UE for each
time instance of the data transmission phase.

B. SINR with RTHIs under RS
Given that our focus is to shed light on the behavior of the RS

approach under RTHIs impairments, we apply uniform power
allocation during the transmission of the private messages for
both conventional and RS cases. However, in the RS scenario,
the powers allocated to the common and private parts are
different11. Specifically, we allocate ρc = ρ (1− t) to the
common message and ρk = ρt/K to the private message of
each UE, where t ∈ (0, 1]. Actually, the role of t is to adjust
the fraction of the total power spent for the transmission of
the private messages.

According to this scheme, we have to evaluate the SINRs of
both common and private messages. Since the transmit signal
is given by (6), these are given by (33)-(35).

11It is expected that RS will have a different impact in the additive RTHIs
with comparison to the multiplicative RTHIs, since the former are power-
dependent and will result in SINR degradation.

The achievable sum-rate is written as

RRS = Rc +

K∑
j=1

Rp
j , (36)

where, similar to (32), we have Rc = 1
Tc

∑Tc−τ
n=1 log2(1+SINRc

n)

and Rp
j = 1

Tc

∑Tc−τ
n=1 log2

(
1 + SINRi

j,n

)
corresponding to the

common and private achievable rates, respectively. Note that
SINRc

n = min
k

(
SINRc

k,n

)
and SINRp

j,n correspond to the
common and private SINRs, respectively.

VI. DETERMINISTIC EQUIVALENT DOWNLINK
PERFORMANCE ANALYSIS WITH RTHIS AND IMPERFECT

CSIT
This section presents the precoder design for the common

message, implemented to be used under the RS approach,
and the main results corresponding to the DEs of the SINRs
characterizing the transmissions of the common and the private
messages of UE k.

The DEs of the SINRs for NoRS and RS are such that
SINRk,n − SINRk,n

a.s.−−−−→
M→∞

012, while the deterministic rate
of UE k is obtained by the dominated convergence [38] and
the continuous mapping theorem [39] by means of (32), (36)

Ri
k − R̄i

k
a.s.−−−−→

M→∞
0 i,= NoRS,RS (37)

where SINRk,n and R̄k are the corresponding DEs.

A. Precoder Design
Under the assumption of linear precoding, the RS method

entails two types of precoders multiplying the private and
common messages, respectively. Regarding the design of the
former, we note that in the case of a MISO BC with imperfect
CSI the optimal precoder has to be optimized numerically [10],
while when perfect CSI is available, it takes the form of
RZF [40]. For the sake of simplicity, we design the precoder
of the private message by using RZF, as mentioned in the
previous section. We elaborate further on this below.

1) Precoding of the Private Messages: Due to the prohibitive
complexity of large MIMO systems, we employ RZF for the
transmission of the private messages constructed by means
of the channel estimate Ĝn. Thus, the BS designs its RZF
precoder as [8]

Fn =
(
κ̃2tBS

Ŵ+κ2rUE
diag

(
Ŵ
)

+Z+Mα ξBSIM

)−1
Ĝ

= ΣĜ, (38)

where we define

Σ ,
(
κ̃2tBS

Ŵ+κ2rUE
diag

(
Ŵ
)

+Z+Mα ξBSIM

)−1
(39)

with κ̃2tBS
,
(
1 + κ2tBS

)
and Ŵ , ĜĜH. Herein, Z ∈ CM×M

is an arbitrary Hermitian nonnegative definite matrix and α is
a regularization parameter scaled by M , in order to converge
to a constant, as M , K →∞. Both α, Z could be optimized,
but this is outside the scope of this paper and it is left for
future work.

12Note that a.s.−−−−−→
M→∞

denotes almost sure convergence, and an � bn

expresses the equivalence relation an − bn
a.s.−−−−−→

M→∞
0 with an and bn being

two infinite sequences.
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SINRNoRS
k,n =

ρk
K λ|g

H

k,nfk|2

λ
∑K
j 6=k

ρj
K |g

H

k,nfj |2 + E
[
|gH

k,nη
BS
t,n|2

]
+ E

[
|ηUE

r,n |2
]

+ ξUE
k

. (31)

SINRc
k,n =

ρcλ|gH

k,nfc|2

λ
∑K
j=1

ρj
K |g

H

k,nfj |2 + E
[
|gH

k,nη
BS
t,n|2

]
+ E

[
|ηUE

r,n |2
]

+ ξUE
k

(33)

SINRc
n = min

k

(
SINRc

k,n

)
(34)

SINRp
k =

ρk
K λ|g

H

k,nfk|2

λ
∑K
j 6=k

ρj
K |g

H

k,nfj |2 + E
[
|gH

k,nη
BS
t,n|2

]
+ E

[
|ηUE

r,n |2
]

+ ξUE
k

. (35)

2) Precoding of the Common Message: Following a similar
procedure to [10], we elaborate on the design of the precoder
fc of the common message in the presence of RTHIs. Having in
mind that in the large number of antennas regime the different
channel estimates tend to be orthogonal, we assume that fc
can be written as a linear sum of these channel estimates in
the subspace including Ĝ, S = Span

(
Ĝ
)

, i.e., it is given in
the form of weighted matched beamforming. More concretely,
we write

fc =
∑
k

αkĝk. (40)

The target is the maximization of the achievable rate of the
common message Rc

k,n. This optimization problem is described
by

P1 : max
fc∈S

min
k
qk|gH

k,nfc|2,

s.t. ‖fc‖2 = 1
(41)

where qk = ρcλ

λ
∑K
j=1

ρj
K |g

H
k,nfj |2+E[|gH

k,nη
BS
t,n|2]+E[|ηUE

r,n |2]+ξUE
k

.

The optimal solution {α∗k} is provided by means of the
following proposition. Note that below, we are going to use
the DE of TPN, given by Lemma 1.

Proposition 1: In the large system limit, the optimal solution
of the practical problem set by P1, where RTHIs are taken
into account, is given by

α∗k =
1√

M
∑K
j=1

qk
1
M2 tr2 R̂k

qj
1
M2 tr2 R̂j

, ∀k. (42)

Proof: Deriving the DEs of the equation and the constraint
comprising the optimization problem described by P1, we
lead to an optimization problem with deterministic variables.
Specifically, applying (62) from Lemma 5 to (41), we obtain13

P2 : max
αk

min
k
qk

1

M2
|αk tr Θ̃k,n tr R̂k |2,

s.t.
∑
k

α2
k =

1

M
.

(43)

13Note that P2 includes a complex expression by means of Θ̃k,n.

Use of Lemmas 1, 6 transforms (43) to

P3 : max
αk

min
k
qkα

2
k

1

M2

{
tr2 R̂k CLO setup

e−σ
2
φn tr2 R̂k SLOs setup,

(44)

s.t.
∑
k

α2
k =

1

M
. (45)

Lemma 2 in [41] concludes the proof by enabling
us to show that the optimal solution, satisfying P3,
results, if all terms are equal. In other words, when

qkα
2
k

1
M2

{
tr2 R̂k = qjα

2
j

1
M2 tr2 R̂j CLO setup

e−σ
2
φn tr2 R̂k = qjα

2
j

1
M2 e

−σ2
φn tr2 R̂j SLOs setup,

∀k 6= j

B. Achievable Deterministic Sum-Rate with RS in the Presence
of RTHIs with Imperfect CSIT

In this section, we present the DE analysis of a practical
system with RTHIs during its data transmission, which takes
place for T − τ time slots. Actually, we conduct a DE analysis
for both the RS and the NoRS strategies. Specifically, we derive
the DE of the kth UE in the asymptotic limit of K,M for
fixed ratio β = K/M .

Theorem 1: The downlink DEs of the SINRs of UE k at
time n, corresponding to the private and common messages
with RZF precoding in the presence of RTHIs and imperfect
CSIT, are given by (46) and (47) where

λ̄ = K

(
1

M

K∑
k=1

δ
′

k

(1 + δk)
2

)−1
,

and

Qjk�
δ
′′

j

M
+

∣∣∣δ′′

k

∣∣∣2 δ′′

k

M (1+δj)
2−2Re

{
1
M tr Θ̃k,nδkδ

′′

k

M (1+δj)

}
. (48)

Also, we have δk = 1
M tr R̂kT, δ

′

k = 1
M tr R̂kT̂

′
,

δ
′

j = 1
M tr R̂jT̂

′
, δ

′′

k = 1
M tr R̂kT̂

′′
, S =(

κ2rUE
diag

(
R̂k

)
+ Z

)
/M , and ã = αξBS where

∗ T = T(ã) and δ = [δ1, · · · , δK ]T = δ(ã) = e(ã) are
given by Theorem 3 for S = S, Dk = κ̃rBS

R̂k ∀k ∈ K,
∗ T

′
= T

′
(ã) is given by Theorem 4 for S = S, K = IM ,

Dk = κ̃rBS
R̂k,∀k ∈ K,
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SINRp
k =

ρk
K λ̄

(
1
M tr Θ̃k,nδk

1+δk

)2
λ̄
∑K
j 6=k

ρt
K

Qjk
M(1+δj)

2 + ρt
Kκ

2
tBS

1
M tr Rk + ρt

Kκ
2
rUE

1
M tr Rk + ξUE

k

(46)

SINRc
k =

ρcλ̄
(
αk

1
M tr Θ̃k,n

1
M tr R̂k

)2
λ̄ρtK

(
1
M tr Θ̃k,nδk

1+δk

)2
+
∑K
j 6=k

ρt
K

Qjk
M(1+δj)

2 + ρt
Kκ

2
tBS

1
M tr Rk + ρt

Kκ
2
rUE

1
M tr Rk + ξUE

k

. (47)

∗ T
′′

= T
′′
(ã) is given by Theorem 4 for S = S, K = R̂k,

Dk = κ̃rBS
R̂k,∀k ∈ K.

Proof: The proof of Theorem 1 is given in Appendix B.
Remark 5: Clearly, the various impairments decrease the

SINR of both common and private messages. Especially, given
that the additive distortions and amplified thermal noise are
found in the denominator of the SINRs, their increase degrades
the system performance. Hence, the rate saturates at high
SNR. Nevertheless, the PN affects both the numerator and
the denominator of the SINRs by putting an extra penalty to
the quality of the system. Its increase results in an obvious
decrease of the numerator, and an increase of the denominator
by means of an increase of Qjk.

C. Power Allocation
Given that the optimal t would be rather intricate if it

was obtained by maximizing (36) after calculating its first
derivative, this method is not indicated. For this reason, we
turn our attention to find a suboptimal, but effective solution by
following the example in [10]. Specifically, the target is to fulfil
the condition, which allows RS to outperform the conventional
multi-user broadcasting. Achievement of this condition can
be accomplished by allocating a fraction t of the total power
for the transmission of the private messages RS, in order to
realize almost the same sum-rate as the conventional BC with
full power. Exploitation of the remaining power to transmit
the common message enables RS to boost the sum-rate at
high-SNR. The sum-rate payoff of the RS strategy over the
conventional BC (NoRS) can be determined by the difference

∆R = Rc +

K∑
k=1

(
Rp
k − RNoRS

k

)
. (49)

The necessary condition and the power splitting ratio t
are given by the following proposition, which enables RS
outperform conventional multiuser broadcasting.

Proposition 2: We can write

Rp
k ≤ RNoRS

k . (50)

The equality holds when the power splitting ratio t is given by

t = min

{
K2M

λ̄
∑K
j 6=k

ρQjk
(1+δj)

2+m̄kρ
(
κ2tBS

+κ2rUE

)
+MξUE

k

, 1

}
,

(51)

where m̄k = tr R̂k. In such case, the sum-rate gain ∆R
becomes

∆R ≥ Rc − log2 e. (52)

Proof: See Appendix C.

Remark 6: Interestingly, (51) allows us to make insightful
observations regarding the power allocation and its impact on
the sum-rate. The dependence of the system parameters and the
RTHIs on t is noteworthy. Specifically, increasing the severity
of any of the RTHIs results in less power allocated to the private
messages. Moreover, at high SNR ρt becomes independent
of ρ, while the sum-rate increases with the available transmit
power by assigning the remaining power ρ−ρt to the common
message. On the contrary at low SNR, t = 1, which means
that the common message becomes useless. In other words,
RS degenerates to NoRS, where broadcasting of only private
messages takes place. Generally, by increasing the RTHIs, RS
presents more its robustness.

VII. DETERMINISTIC EQUIVALENT DOWNLINK
PERFORMANCE ANALYSIS WITH RTHIS AND PERFECT CSIT

This section provides the design of the MISO BC with
RTHIs in terms of the asymptotic (DEs) SINRs, but we omit
the proofs, since these are straightforwardly established after
following the same analysis with Section VI. The purpose of
this section is to provide the means for comparison (benchmark)
with the corresponding expressions regarding imperfect CSIT.

A. Precoding Design

The BS designs the RZF precoder of the private messages
as

Fn =
(
κ̃2rBS

W+κ2rUE
diag (W)+Z+Mα ξUE

k IM
)−1

G

= ΣG, (53)

where we define

Σ ,
(
κ̃2rBS

W+κ2rUE
diag

(
Ŵ
)

+Z+Mα ξUE
k IM

)−1
(54)

with W , GGH and the rest of parameters as in Subsec-
tion VI-A.

As far as the precoding of the common message is concerned,
it is given by

fc =
∑
k

αkgk, (55)

where

α∗k =
1√

M
∑K
j=1

qk
1
M2 tr2 Rk

qj
1
M2 tr2 Rj

, ∀k (56)

with qk defined below (41).
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B. Achievable Deterministic Sum-Rate with RS in the Presence
of RTHIs with Perfect CSIT

In this section, we present the DE analysis of a practical
system with RTHIs during its data transmission but with perfect
CSIT, which takes place for T time slots. Its implementation
is based on the RS method. Specifically, we derive the DE
of the kth UE in the asymptotic limit of K,M for fixed ratio
β = K/M , when RZF is employed.

Theorem 2: The downlink DEs of the SINRs of UE k at time
n, corresponding to the private and common messages with
RZF precoding in the presence of RTHIs and perfect CSIT,
are given by (57) and (58) where

λ̄ = K

(
1

M

K∑
k=1

δ
′

k

(1 + δk)
2

)−1
,

and

Qjk�
δ
′′

j

M
+

∣∣∣δ′′

k

∣∣∣2 δ′′

k

M (1+δj)
2−2Re

{
1
M tr Θ̃k,nδkδ

′′

k

M (1+δj)

}
. (59)

Also, we have δk = 1
M tr RkT, δ

′

k = 1
M tr Rk T

′
,

δ
′

j = 1
M tr Rj T

′
, δ

′′

k = 1
M tr Rk T

′′
, S =(

κ2rUE
diag ( Rk) + Z

)
/M , and ã = aξBS

k where
∗ T = T(ã) and δ = [δ1, · · · , δK ]T = δ(ã) = e(ã) are

given by Theorem 3 for S = S, Dk = κ̃rBS
Rk ∀k ∈ K,

∗ T
′

= T
′
(ã) is given by Theorem 4 for S = S, K = IM ,

Dk = κ̃rBS
Rk,∀k ∈ K,

∗ T
′′

= T
′′
(ã) is given by Theorem 4 for S = S, K = Rk,

Dk = κ̃rBS
Rk,∀k ∈ K.

Similarly, the power splitting ratio t during the power
allocation of the scenario, where perfect CSIT is available,
becomes

t = min

{
K2M

λ̄
∑K
j 6=k

ρQjk
(1+δj)

2+m̄kρ
(
κ2tBS

+κ2rUE

)
+MξUE

k

}
,

(60)

where now m̄k = tr Rk.

VIII. NUMERICAL RESULTS

This section presents the numerical illustrations of the
analytical and Monte Carlo simulation results obtained for
both cases of perfect and imperfect CSIT. Specifically, the
bullets represent the simulation results. The black line depicts
the ideal sum-rate with RZF and no common message (NoRS),
i.e., perfect CSIT and hardware are assumed. The blue and
green lines depict the sum-rate with RS, when perfect and
imperfect CSIT is considered. respectively. For comparison,
red and cyan show the sum-rate with NoRS when perfect and
imperfect CSIT is assumed. The discrimination between “solid”
and “dot” lines, where applicable, designates the results with
SLOs and CLO, respectively.

A. Simulation Setup
The simulation setting considers a cell of 250 m× 250 m

with K = 2 UEs, where the randomly selected UE is found
at a distance of 25m from the BS. The pilot length is B = 2.
Moreover, we assume a Rayleigh block-fading channel by
taking into consideration that the coherence time and the

coherence bandwidth are Tc = 5 ms and Bc = 100 KHz,
respectively. Hence, the coherence block consists of T = 500
channel uses. In each block, we assume fast fading by means
of wk ∼ CN (0, IM ). Also, we set Rk = Λk, i.e., we account
for path-loss and shadowing, where Λk is a M ×M diagonal
matrix with elements across the diagonal modeled as [23]

λmk =
10s

m
k −1.53

(dmk )
3.76 , (61)

where dmk is the distance in meters between the receive antenna
m and UE k, while smk ∼ N (0, 3.16) represents the shadowing
effect.

The power of the uplink training symbols is ρUE
up = 2 dB and

the variance of thermal noise is assumed σ2 = −174 dBm/Hz.
Also, the PN is simulated as a discrete Wiener process with
specific increment variance, and for the sake of simulations,
we have set that the nominal values of the uplink RTHIs equal
to the downlink RTHIs, e.g., ξBS = ξUE.

B. Impact of Hardware Impairments on NoRS/RS-Comparisons
In the following figures, both perfect and imperfect CSIT

scenarios are investigated. The metric under investigation is
the DE sum-rate in the cases of both NoRS and RS strategies.
The theoretical curves for the cases with imperfect and perfect
CSIT are obtained by means of Theorems 1 and 2, while the
simulated curves are obtained by averaging the corresponding
SINRs over 103 random channel instances. Clearly, as can be
shown from the figures, although the DEs are derived for M ,
K →∞ with a given ratio, the corresponding results concur
with simulations for finite values of M , K14. Note that t used
in the simulation is obtained by means of both exhaustive
search and Proposition 2 for verification.

1) Multiplicative distortions (PN): Fig. 1 provides the
comparison of the sum-rate versus the SNR in both cases of
perfect and imperfect CSIT by considering M = 100 and
T = 500, while only the total PN is taken into account
on both the uplink and the downlink, i.e., we assume no
additive impairments and amplified thermal noise. The sum-rate
with NoRS under perfect CSI and ideal hardware increases
monotonically with the increase in the value of ρ. In the
practical case where the PN is considered, NoRS saturates
after a certain value of SNR in cases of perfect (no RTHIs
and no imperfect CSIT at the uplink stage) and imperfect
CSIT. Remarkably, RS proves to be robust, since the sum-
rate does not saturate. Moreover, when imperfect CSIT is
assumed, the degradation of the sum-rate in all case is obvious.
Notably, the setting with SLOs behaves better than the BS
architecture with CLO because in such case the phase drifts are
independent and in the large system limit they are averaged [23].
Of course, the employment of many LOs (SLOs) results in
higher deployment cost. In the presence of PN, RS mitigates
the multi-user interference due to imperfect CSIT. Thus, we
have no saturation. The same effect occurs, when we have
perfect CSIT, but the PN is present.

Fig. 2 presents the comparison of the sum-rate versus the
SNR after decreasing the number of BS antennas to M/5 = 20,
while Fig. 3 shows the impact of the coherence time T , when

14Herein and without loss of generality, we consider the overall impact
of the PN. Specifically, we add up both PN contributions coming from BS
CLO/SLOs and UE LO. In the case of additive impairments, we assume that
κ2tBS

= κ2rUE
= κ2.
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SINRp
k =

pk
K λ̄

(
1
M tr Θ̃k,nδk

1+δk

)2
λ̄
∑K
j 6=k

pt
K

Qjk
M(1+δj)

2 + pt
Kκ

2
tBS

1
M tr Rk + pt

Kκ
2
rUE

1
M tr Rk + ξUE

k

(57)

SINRc
k =

pcλ̄
(
αk

1
M tr Θ̃k,n

1
M tr Rk

)2
λ̄ptK

(
1
M tr Θ̃k,nδk

1+δk

)2
+
∑K
j 6=k

pt
K

Qjk
M(1+δj)

2 + pt
Kκ

2
tBS

1
M tr Rk + pt

Kκ
2
rUE

1
M tr Rk + ξUE

k

. (58)

Fig. 1. Sum-rate versus ρ (M = 100, K = 2, T = 500, δ = 10−4, κ2 = 0,
ξUE
k = σ2).

it is decreased to T/5 = 100 channel uses. In other words,
in both cases we have an equivalent decrease of 1/5 of M
and T . From the former figure, we conclude a decrease of the
sum-rate due to the corresponding decrease of M , as expected.
Furthermore, the difference between the SLOs and CLO setups
now is smaller because we have less independent LOs. The
latter figure exposes that a decrease regarding the number of
channel uses results in a small decrease of the sum-rate with
the saturation in the case of NoRS taking place earlier. Also,
the gap between the sum-rates with CLO and SLOs setups is
smaller now.

Figs. 4(a) and 4(b) illustrate the sum-rate versus the total PN
coming from the BS CLO/SLOs and the LOs of the UEs
for ρ = 5 dB amd ρ = 25 dB, respectively. According
to both figures, it can be noted that the various sum-rates
decrease monotonically with δ, however, in the first figure,
where the SNR is small, there is no improvement coming from
the implementation of RS. Hence, the NoRS lines coincide with
the respective lines corresponding to the RS strategy. Obviously,
the expected improvement appears in the second figure, where
a higher SNR is assumed. This is reasonable, since RS exhibits
its outperformance at the high-SNR regime. Moreover, as δ
decreases, the gap between the sum-rates corresponding to
the SLOs and CLO setups narrows because the degradation
coming from the accumulation of PN decreases.

2) Additive distortions: Fig. 5(a) presents the comparison
among the various sum-rates versus ρ, when only additive
RTHIs are considered, i.e., without any phase and amplified

Fig. 2. Sum-rate versus ρ (M = 20, K = 2, T = 500, δ = 10−4, κ2 = 0,
ξUE
k = σ2).

Fig. 3. Sum-rate versus ρ (M = 100, K = 2, T = 100, δ = 10−4, κ2 = 0,
ξUE
k = σ2).

thermal noises. From the figure, it can be observed that RS
is not robust in such case because it mitigates the multi-user
interference due to imperfect CSIT, but it is not able to change
the power dependence of the additive RTHIs. Interestingly, both
sum-rates with NoRS and RS saturate at high SNR, even if we
have available perfect CSIT. As mentioned, the reason behind
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(a)

(b)

Fig. 4. (a) Sum-rate versus δ (M = 100, K = 2, T = 500, ρ = 5 dB,
κ2 = 0, ξ = σ2). (b) Sum-rate versus δ (M = 100, K = 2, T = 500,
ρ = 25 dB, κ2 = 0, ξUE

k = σ2).

this inadequacy of RS is hidden behind the power dependence
of the additive RTHIs. Thus, power-dependent terms appearing
in the denominator of the SINR lead to a noise-limited scenario
and ultimately a saturation of the sum-rates. In Fig. 5(b), it is
shown the further degradation of the sum-rates after increasing
the impact of additive RTHIs to κ2 = 0.00156.

3) Amplified thermal noise: In order to illustrate the effect
of amplified thermal noise on the sum-rate, in Fig. 6, we plot
the latter versus ρ for an increased value of ξUE

k equal to 2σ2.
Note that the rest of impairments, i.e., the PN and the additive
ones are assumed that have no impact because our focus is
to shed light on the impact of this separate effect. Thus, for
this evaluation, all other impairments values are considered to
be zero while analyzing the effect of this impairment. From
the figure, it can be noted that the sum-rates decrease with the
increase in the value of ξUE

k,n for all cases. Another interesting
observation from our analysis is that RS keeps being robust in
this case too, as in the case of PN.

4) Varying the number of users: The purpose of this
subsection is not only to verify that the gain in the achievable
rate due to the common message decreases with the number of

(a)

(b)

Fig. 5. (a) Sum-rate versus ρ (M = 100, K = 2, T = 500, δ = 0,
κ2 = 1.56 · 10−4, ξUE

k = σ2). (b) Sum-rate versus ρ (M = 100, K = 2,
T = 500, δ = 0, κ2 = 1.56 · 10−2, ξUE

k = σ2).

users [10], but also to quantify the realistic sum-rate under the
presence of RTHIs. Given that we have observed the robustness
of RS only in the case of multiplicative distortion at the
transceiver, in Fig 7, we choose to take into account only
the multiplicative impairment of PN. Clearly, increasing the
number of UEs from 2 to 10, the achievable rate degrades,
since the common message has to be now decoded by more
UEs. In such case, Hierarchical- Rate-Splitting (HRS) has to be
introduced [10], in order to retain the benefits of RS. However,
HRS accounting for RTHIs is left for future work.

IX. CONCLUSIONS

The rate performance of conventional multi-user broadcasting
saturates in both different cases of imperfect CSIT and RTHIs.
In fact, a ceiling appears at high SNR. Till now, the RS
strategy was proposed to tackle the degradation coming from
the multi-user interference induced by imperfect CSIT. While
the RTHIs are inherent in any communication system, their
impact on MISO BC channels was not taken into consideration,
since prior work assumed the idealistic scenario of perfect
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Fig. 6. Sum-rate versus ρ (M = 100, K = 2, T = 500, δ = 0, κ2 = 0,
ξUE
k = 2σ2).

Fig. 7. Sum-rate versus ρ varying K (M = 100, T = 500, δ = 10−4,
κ2 = 0, ξUE

k = σ2).

hardware. The objective of this work was to study the impact
of RTHIs in MISO BC channels and investigate the potential
robustness of the RS method in both cases of perfect and
imperfect CSIT, when the RTHIs are taken into account.
Specifically, by generalizing the RS method and existing results
to the large system regime, we shed light to the potentials of
the RS approach in the cases of additive and multiplicative
impairments.

Initially, we obtained the estimated channel in the realistic
scenario where additive and multiplicative impairments are
considered. Next, we provided the downlink signal model of a
MISO BC channel with RTHIs. Moreover, we provided the DE
analysis of the downlink achievable rate, after designing the
precoders for the common and private messages. In particular,
by pursuing a DE analysis we obtained the achievable rates
of both common and private parts, in order to investigate the
sum-rate achieved by the RS strategy in the practical case with

RTHIs. Furthermore, the validation of the analytical results
was shown by means of simulations. Especially, simulations
depicted that the asymptotic results can be applicable even for
contemporary finite system dimensions of small size. Notably,
RS proved to be robust in the case of PN and amplified thermal
noise. Unfortunately, when additive impairments are accounted,
the rate saturates, if perfect, or more practically, imperfect
CSIT is considered. However, it outperforms the NoRS scheme
in all cases. Finally, we verified that the gain promised by RS
is reduced as the number of UEs increases even in the presence
of RTHIs.

APPENDIX A
USEFUL LEMMAS

Lemma 2 (Matrix inversion lemma (I) [42, Eq. 2.2]):
Let B ∈ CM×M be Hermitian invertible. Then, for any vector
x ∈ CM , and any scalar τ ∈ CM such that B + τxxH is
invertible,

xH(B + τxxH)−1 =
xHB−1

1 + τxHB−1x
.

Lemma 3 (Matrix inversion lemma (II) [8, Lemma 2]):
Let B ∈ CM×M be Hermitian invertible. Then, for any vector
x ∈ CM , and any scalar τ ∈ CM such that B + τxxH is
invertible,

(B + τxxH)−1 = B− B−1τxxHB−1

1 + τxHB−1x
.

Lemma 4 (Rank-1 perturbation lemma [43, Lemma 2.1]):
Let z ∈< 0, B ∈ CM×M , B ∈ CM×M with B Hermitian
nonnegative-definite, and x ∈ CM . Then,

| tr
(
(B− zIM )−1 − (B + xxH − zIM )−1B

)
| ≤ ‖B‖

|z|
.

Lemma 5 ( [44, Lem. B.26]): Let B ∈ CM×M with
uniformly bounded spectral norm (with respect to M ). Con-
sider x and y, where x,y ∈ CM , x ∼ CN (0,Φx) and
y ∼ CN (0,Φy), are mutually independent and independent
of B. Then, we have

1

M
xHBx− 1

M
tr BΦx

a.s.−−−−→
M→∞

0 (62)

1

M
xHBy

a.s.−−−−→
M→∞

0 (63)

E

[∣∣∣∣∣
(

1

M
xHBx

)2

−
(

1

M
tr BΦx

)2
∣∣∣∣∣
]

a.s.−−−−→
M→∞

0 (64)

1

M2
|xHBy|2 − 1

M2
tr BΦxB

HΦy
a.s.−−−−→

M→∞
0. (65)

Lemma 6 ( [45, p. 207]): Let A, B ∈ CM×M be freely
independent random matrices with uniformly bounded spectral
norm for all M . Further, let all the moments of the entries of
A, B be finite. Then,

1

M
tr AB− 1

M
tr A

1

M
tr B

a.s.−−−−→
M→∞

0. (66)

Theorem 3 ( [46, Theorem 1]): Let L ∈ CM×M and
S ∈ CM×M be Hermitian nonnegative definite matrices,
and let H ∈ CM×K be a random matrix with columns
vk ∼ CN

(
0, 1

MDk

)
. Assume that L and the matrices Dk,
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k = 1, . . . ,K, have uniformly bounded spectral norms (with
respect to M ). Then, for any ρ > 0,

1

M
tr L (HHH + S + ρIM )

−1 − 1

M
tr LT(ρ)

a.s.−−−−−→
Mt→∞

0,

where T(ρ) ∈ CM×M is defined as

T(ρ) =

(
1

M

K∑
k=1

Dk

1 + ek(ρ)
+ S + ρIM

)−1
,

and the elements of e(ρ) = [e1(ρ) · · · eK(ρ)]
T are defined as

ek(ρ) = limt→∞ e
(t)
k (ρ), where for t = 1, 2, . . .

e
(t)
k (ρ)=

1

M
tr Dk

1

M

K∑
j=1

Dj

1 + e
(t−1)
j (ρ)

+ S + ρIM

−1
(67)

with initial values e(0)k (ρ) = 1
ρ for all k.

Theorem 4 ( [8, Theorem 2]): Let Θ ∈ CM×M be a
Hermitian nonnegative definite matrix with uniformly bounded
spectral norm (with respect to M ). Under the same conditions
as in Theorem 3, we have

1

M
tr L (HHH + S + ρIM )

−1
K (HHH + S + ρIM )

−1

− 1

M
tr LT

′
(ρ)

a.s.−−→ 0,

where T
′
(ρ) ∈ CM×M is defined as

T
′
(ρ) = T(ρ)KT(ρ) + T(ρ)

1

M

K∑
k=1

Dke
′

k(ρ)

(1 + ek(ρ))
2 T(ρ)

with T(ρ) and ek(ρ) as defined in Theorem 3 and e
′
(ρ) =[

e
′

1(ρ) · · · e′K(ρ)
]T

given by

e
′
(ρ) = (IK − J(ρ))

−1
v(ρ). (68)

The elements of J(ρ) ∈ CK×K and v(ρ) ∈ CK are defined as

[J(ρ)]kl =
1
M tr DkT(ρ)DlT(ρ)

M (1 + ek(ρ))
2

and

[v(ρ)]k =
1

M
tr DkT(ρ)KT(ρ).

APPENDIX B
PROOF OF THEOREM 1

The proof starts with the derivation of the DE of the
normalization parameter λ. After making a simple algebraic
manipulation to (5), we obtain15

λ =
K

tr ĜHΣ2Ĝ
=
K

Ψ
. (69)

15It is crucial to mention that the diagonal matrix diag
(
Ŵ
)

inside
the RZF precoder can be treated as a deterministic matrix with diagonal
elements the limits of the individual diagonal elements during the derivation
of the DES of the various terms. Specifically, unfolding the uniform
convergence lim supM max1≤i≤M |(GGH)mm − R̂mm| = 0, we have
‖ 1
M

diag(GGH)− 1
M

tr R̂‖ a.s.−−−−−→
M→∞

0.

We need to define

Σk,

κ̃2tBS

M

(
Ŵ−ĝkĝ

H

k

)
+
κ2rUE

diag
(
Ŵ
)

M
+

Z

M
+α ξBS

k IM

−1 .
(70)

Next, we can write Ψ in (69) as

Ψ =

K∑
k=1

ĝH

kΣ
2ĝk (71)

� 1

M

K∑
k=1

1
M tr R̂kΣ

2
k(

1 + 1
M tr R̂kΣk

)2 (72)

� 1

M

K∑
k=1

δ
′

k

(1 + δk)
2 , (73)

where we have applied Theorems 3 and 4 for L = R̂k and
K = IM . Also, we have denoted δk = 1

M tr R̂kT and δ
′

k =
1
M tr R̂kT̂

′
. Hence, λ � λ̄. The rest part of the desired signal

power can be expressed as

gH

k,nfk = g̃H

kΘ̃k,nΣĝk. (74)

In (74), we have substituted the RZF precoder. Dividing by
1
M , we obtain

1

M
g̃H

kΘ̃k,nΣĝk =
1

M
ĝH

kΘ̃k,nΣĝk (75)

=
1
M tr Θ̃k,nΣkR̂k

1 + 1
M tr ΣkR̂k

(76)

=
1
M tr Θ̃k,n

1
M tr ΣkR̂k

1 + 1
M tr ΣkR̂k

(77)

=
1
M tr Θ̃k,n

1
M tr R̂kT

1 + 1
M tr R̂kT

. (78)

Herein, we have applied Lemmas 2, 5, and 6 in (75) and (76),
respectively. Moreover, we have exploited Theorem 3 in (77)
for L = R̂k. Writing more concisely the last equation, we
obtain

1

M
gH

kΘ̃k,nΣĝk =
1
M tr Θ̃k,nδk

1 + δk
. (79)

Note that the manipulation regarding Θ̃k,n follows a similar
analysis to [18]. The proof continues with the derivation of
each term of the interference part of SINRp

k

ρj
K

K∑
j 6=k

|g̃H

kΘ̃k,nfj |2 + E
[
|g̃H

kΘ̃k,nη
BS
t,n|2

]
+ E

[
|ηUE

r,n |2
]

+ ξUE
k . (80)

Hence, making use of (21) to the first term, we obtain by
means of Lemmas 5 and 2

1

M2
|g̃H

kΘ̃k,nfj |2 =
1

M2
|ĝH

kΘ̃k,nΣĝj |2 (81)

=
1

M2

ĝH

kΘ̃k,nΣj ĝj ĝ
H
jΣjΘ̃

∗
k,nĝk(

1 + ĝH
jΣj ĝj

)2 (82)

=
1

M2

ĝH

kΘ̃k,nΣjR̂jΣjΘ̃
∗
k,nĝk(

1 + ĝH
jΣj ĝj

)2 , (83)
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where in (83), we have taken into consideration that ĝk and ĝj
are mutually independent. Given that Σj is not independent
of ĝk, we employ Lemma 3, which yields

Σj = Σjk −
Σjkĝkĝ

H

kΣjk

1 + ĝH

kΣjkĝk
, (84)

where the new matrix Σjk is defined as

Σjk=

 κ̃2rBS

M

(
Ŵ−ĝkĝ

H

k−ĝj ĝ
H

j

)
+
κ2rUE

diag
(
Ŵ
)

M

+
Z

M
+α ξUE

k IM

)−1
. (85)

After substituting (84) into (83), we have
1

M2

∣∣ĝH

k,nΣĝj,n
∣∣2 =

Qjk

M (1 + δj)
2 , (86)

where Qjk is given by (87). We proceed with the derivation
of the DE of each term in (87). Specifically, we have

1

M2
ĝH

kΘ̃k,nΣjkR̂jΣjkΘ̃
∗
k,nĝk �

1

M2
tr R̂kΣjkR̂jΣjk

(88)

� 1

M2
tr R̂jT̂

′′
(89)

=
δ
′′

j

M
, (90)

where we have applied Lemma 5 and Theorem 4 for L = R̂j

and K = R̂k. Similarly, we have
1

M2

∣∣∣ĝH

kΘ̃k,nΣjkĝk

∣∣∣2 � 1

M2
tr Θ̃k,nR̂kΣjkR̂kΘ̃

∗
k,nΣjk

=
1

M2
tr R̂kΣjkR̂kΣjk (91)

� 1

M2
tr R̂kT̂

′′
(92)

=
δ
′′

k

M
, (93)

where L = R̂k and K = R̂k, and δ
′′

k = 1
M tr R̂kT̂

′′
.

Furthermore, we have
1

M2
ĝH

kΣjkR̂jΣjkĝk �
1

M2
tr R̂kΣjkR̂jΣjk (94)

=
δ
′

k

M
, (95)

where we make use of Theorems 3 and 4 as well as Lemmas 1
and 5 as before. The next term is written as

1

M2
ĝH

kΣjkΘ̃k,ngk �
1

M
tr Θ̃k,n

1

M
tr R̂kΣjk (96)

� 1

M
tr Θ̃k,n

1

M
tr R̂kT (97)

=
1

M
tr Θ̃k,nδk, (98)

where in (96), we have applied both Lemmas 5 and 6, while
in the next equation, we have applied Theorem 3. Hence, (87)
becomes

Qjk�
δ
′′

j

M
+

∣∣∣δ′′

k

∣∣∣2 δ′′

k

M (1+δj)
2−2Re

{
1
M tr Θ̃k,nδkδ

′′

k

M (1+δj)

}
, (99)

Moreover, the other terms corresponding to the transmit and
receive distortions become

1

M
E
[
|g̃H

kΘ̃k,nη
BS
t,n|2

]
=

1

M
gH

kΘ̃k,nΛBS
n Θ̃k,ngk

� ρκ2tBS

1

M
tr Rk (100)

E
[
|ηUE

r,n |2
]

=
1

M
ΥUE
n

� ρκ2rUE

1

M
tr Rk. (101)

Therefore, the proof for the derivation of SINRp
k is concluded.

As far as the desired signal part of the SINR describing the
common message is concerned, we have

1

M
gH

k,nfc = αk
1

M
g̃H

kΘ̃k,nĝk (102)

= αk
1

M
tr Θ̃k,n

1

M
tr R̂k, (103)

where we first used Lemma 5, and then Lemma 6.

APPENDIX C
PROOF OF PROPOSITION 2

Let us denote Ȳ = ρt
KM

(
λ̄
∑K
j 6=k

Qjk
(1+δj)

2 + m̄k(
κ2tBS

+ κ2rUE

))
+ ξUE

k with m̄k = tr R̂k. In the case
Ȳ > 1, the private part of RS achieves the same sum-rate
as the conventional multi-user BC with full power. In other
words, the equality in (50) nearly holds. Having in mind that
the common message should be decoded by all UEs, it is
reasonable to allocate less power to the common message,
as their number increases because the rate of the common
decreases, i.e., the benefit of common message reduces. Thus,
during the power allocation for the common message, the
number of UEs should be taken into account. Moreover,
following a similar rationale as in [10], we set Ȳ > K. We
have

t =
K2M

λ̄
∑K
j 6=k

ρQjk
(1+δj)

2+m̄kρ
(
κ2tBS

+κ2tUE

)
+KMξUE

k

. (104)

By choosing t as the smaller value between (104) and 1, the
inequality in (50) becomes equality. In the low-SNR regime
ρ→ 0, (51) gives t = 1. In other words, transmission of the
common message is not beneficial at this regime. However,
increasing the SNR, the transmission of the common message
enhances the sum-rate, when the sum-rate due to only private
messages tends to saturate. Upper bounding the rate loss
between the private messages of the NoRS and RS, we obtain
similar to [10]

K∑
j=1

(
RNoRS
j − Rp

j

)
≤ log2 e. (105)
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∣∣∣ĝH
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∣∣∣2 ĝH
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(1 + ĝH
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