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QoS-Driven Energy-Efficient Resource Allocation

in Multiuser Amplify-and-Forward Relay Networks
Keshav Singh, Member, IEEE, Ankit Gupta, and Tharmalingam Ratnarajah, Senior Member, IEEE

Abstract—In this paper, we investigate energy-efficient joint
subcarrier pairing, subcarrier allocation, and power allocation
algorithms for improving the network energy efficiency (EE)
in multiuser amplify-and-forward (AF) relay networks while
ensuring the desired quality-of-service (QoS) requirement for
the users through the concept of “network price”. Further,
we introduce a network price paid for the consumed power
as a penalty for the achievable sum rate and formulate a
resource allocation problem subject to limited transmit power
budget and QoS constraints. The formulated problem is a non-
convex binary mixed-integer non-linear programming (MINLP)
problem and it is hard to solve the problem. We then apply
a concave lower bound on the pricing-based network utility to
transform the problem into a convex one. The dual decomposition
method is adopted to propose a £-price resource allocation
algorithm to find the near-optimal solution. Next, we discuss
the optimal utility-price from an EE perspective. Moreover,
we rigorously analyze the behaviour of the network pricing-
based resource allocation in two-user case under different noise
operating regimes, and discuss the corresponding strategies for
achieving energy-efficient transmission, generating water-filling
and channel-reversal approaches. To strike a balance between
the computational complexity and the optimality, we propose a
low-complexity suboptimal algorithm. Furthermore, we extend
the proposed algorithm to maximize the EE of multiuser multi-
relay full-duplex (FD) relay networks and the relay networks
with an eavesdropper. The performance gain of the proposed
algorithms is validated through computer simulations.

Index Terms—Resource allocation, quality-of-service, energy
efficiency, multiuser, amplify-and-forward, relay networks.

I. INTRODUCTION

In recent years, cooperative communication has emerged

as a promising way to enhance the reliability, coverage and

performance of wireless communication systems [1]. The rapid

growth of Internet-of-Things (IoT) in cooperative wireless

communication has received considerable attention from the

research community due to the hike in power dissipation costs,

ecological, and environmental reasons, to emphasize on green

wireless communications [2],[3]. Although nodes in coopera-

tive communications are often low-powered, they are typically

powered by batteries, resulting in limited operating time.
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Frequent battery replacement is thus required for continuous

operation of the nodes, which is difficult to change or recharge.

As a result, a finite capacity of batteries restrains the network

performance of cooperative wireless networks. However, the

lifespan of a cooperative network can be increased by mini-

mizing the energy consumption in the network. Moreover, the

efficient power utilization enables us to depreciate the carbon

footprint, thereby offering a green solution. Thus, the energy

efficiency (EE), defined as the number of bits transmitted per

unit of energy, has become an important metric for the next-

generation wireless communication systems.

Various relaying schemes have been proposed for coop-

erative communications, like amplify-and-forward (AF) and

decode-and-forward (DF) [4]. In the former one, the relay re-

transmits the amplified signal to the destination nodes, whereas

in the latter one, the relay attempts to decode the received

signals and retransmit the re-encoded information bits to the

destination nodes. Since the conventional DF scheme suffers

from decoding errors, it can perform better than the AF scheme

only if an appropriate mechanism is encompassed to avoid the

problem of error propagation, e.g., forwarding signals only at

instantaneous high SNR as in [5] and/or adopting error control

codes as in [6]. This problem becomes more challenging

for the DF scheme in multiple-input multiple-output (MIMO)

relay channels for which the source-to-relay link quality is

dominated by the interference terms, and it thus requires

stronger error control codes with complex decoding/encoding

processing at the relays. Although a very long code provides

high error correction capability, the decoder complexity, which

increases with the code length, accounts for a significant

portion compared with other baseband pre-processing, e.g.,

equalization. The complexity issues of the decoder design

for the DF scheme are discussed in [7]. In contrast, the AF

scheme, which does not require decoding/re-encoding at the

relays, offers a viable strategy with modest computational

burden, whilst achieving considerable performance gains. This

benefit is even more attractive in MIMO relay networks, in

which decoding multiple data streams can be computationally

strenuous, and thus we will focus on designing of the energy-

efficient AF scheme in this paper. Furthermore, the resource

allocation in a relay network that maximizes the spectral

efficiency (SE) while utilizing the minimum power and simul-

taneously maintaining the desired QoS becomes a challenging

issue [8]. In brief, the main objective of this work is to study

the problem of QoS-based joint subcarrier pairing, subcarrier

and power allocation in multiuser interference networks for

improving the energy utilization among users.

The optimization of power usage in multiuser relay net-
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works is quintessential not only because of energy dissipation

and system throughput, but also due to the interference man-

agement. Further, in a wireless network there are two main

sources of power dissipation, firstly, the transmit power by

nodes allocated in response to the instantaneous channel con-

ditions, that indeed remains dynamic in nature, and secondly,

static power dissipation, which is the power utilized in various

activities, like signal processing, battery backup and site

cooling [9]. Clearly, the static power of the network remains

constant in the model, therefore, the relay network perfor-

mance mainly depends on the transmit power of the users

and the relay node and their corresponding channel conditions.

Thus, by allocating transmit power to all the source and

relay nodes according to the respective instantaneous channel

characteristics, the network’s performance can be meliorated

significantly. A plethora of works on multiuser relay networks

mainly focused on power allocation from the perspective of

throughput maximization [10], QoS enhancement [11], user

selection and coverage expansion [12]. However, these existing

research works have not focused on designing energy-efficient

power allocation problem in multiuser scenarios. Motivated

from above discussion, we will focus on how to maximize the

average EE of multiuser relay network by joint optimization

of resource allocation among the users.

The optimal power allocation scheme that maximizes the

ergodic achievable rates was investigated in [13] for a multi-

pair massive MIMO two-way AF relaying with imperfect

channel state information (CSI). In [14], the problem of the

joint resource allocation for uplink coordinated multipoint

transmission/reception (CoMP) with limited backhaul link was

studied under the compress-and-forward scheme, wherein a

central backhaul node processes user pairing and subcarrier

mapping, but this work is limited to uplink multiple access

(MA) phase only, and thus it cannot be directly applied to

multi-hop scenarios specially when a set of users are active

in uplink MA phase while other set of users are active in

downlink broadcast (BC) phase, whilst the users of the MA

phase are willing to communicate with the corresponding users

in the BC phase through an AF relay node that can also

be considered as a low power base station (BS). The power

allocation strategies with subcarrier pairing were proposed in

[15]–[19] for the relay systems. The joint subcarrier pairing

and power allocation schemes were investigated in [15] for a

single user pair OFDM DF relay systems in order to improve

the capacity, while the joint optimization of subcarrier pairing,

relay selection and power allocation was studied in [16] for

OFDM DF multi-relay networks. Joint optimization of sub-

carrier pairing and power allocation scheme was proposed in

[18] under the total network power constraint or the individual

power constraint on each node, wherein each subcarrier pair is

assigned to only one relay in order to avoid interference among

all the relays and the destination node receives signals from

only one relay. The resource allocation schemes in [15]–[19]

cannot be easily applied when multiple user pairs exist in the

network, where each subcarrier pair is required to be assigned

to an individual user pair, and the relay node operates in an AF

mode. Additionally, the existing works in [15]–[19] have not

focused on joint optimization of power allocation, subcarrier

pairing and subcarrier allocation with QoS requirement for

multiuser AF relay network scenario from an EE perspective.

When the network EE is adopted as the objective function,

the subcarrier pairing, subcarrier and power allocation schemes

cannot be directly applied. In fact, there are only a few works

that have considered the EE as a key metric for designing

the optimal power allocation policies in relay networks [8],

[20]–[26]. The optimal power allocation policy for multiuser

two-way relay networks was studied in [8] while ensuring the

QoS. The authors in [20] focused on pricing-based power al-

location schemes in multiuser AF relay networks. Only power

allocation policies were investigated in [8] and [20],[21]. An

energy-efficient resource allocation scheme for AF cooperative

OFDMA networks was studied in [22] for higher SNR-region

without considering the user’s QoS requirement, while the

resource allocation scheme for multiuser downlink OFDMA

cellular networks with user cooperation was proposed in [23]

to maximize the EE under a very strong assumption of high

signal-to-noise ratio (SNR) regime, which is not possible in the

practical scenario. The resource allocation problem for EE-SE

tradeoff was studied in [24] for a single-link OFDM wireless

system. An energy-efficient resource scheduling algorithm for

downlink transmission in multiuser OFDMA networks was

investigated in [25] under imperfect CSI, whereas the work

[25] has been extended in [26] for multicarrier under perfect

CSI knowledge. The resource allocation problem in [25] and

[26] was optimized only in downlink scenario for maximizing

EE. The problem of energy-efficient joint optimization of the

power allocation, subcarrier pairing and subcarrier allocation

with QoS requirement for multiuser AF relay networks has

not been well investigated in the literature.

Unlike the previous existing research works [14]–[19],

wherein the throughput in OFDM network was maximized

by optimizing either of the following: i) subcarrier allocation

among different users, ii) subcarrier pairing at relay node,

where the signal received at relay over one subcarrier is re-

transmitted on a different subcarrier, iii) power allocation over

different subcarriers at each transmitting node; or iv) power

allocation and subcarrier assignment, and [20]–[26], in this pa-

per, we propose a unified energy-efficient resource allocation

scheme by considering subcarrier permutation, power opti-

mization, and subcarrier allocation all together and believe that

we have made significant contribution in designing of energy-

efficient subcarrier pairing, subcarrier and power allocation in

multi-user multicarrier AF relaying networks. This is the first

work that investigates the energy-efficient resource allocation

algorithm through the concept of “network price”, which

enables us to strike a balance between the achievable sum

rate and the total power consumption in the relay networks.

The terms ’penalty’ and ’price’ are used in an essentially

interchangeable form. The main contributions in this work

are as follows. A network pricing-based approach is adopted

for the considered multiuser AF relay networks in order to

achieve an energy-efficient communication. Through a joint

subcarrier pairing, subcarrier and power allocation, we intend

to maximize the pricing-based network utility function in

multiuser multicarrier relay network subject to a total transmit,

subcarrier pairing, and subcarrier allocation constraints. The
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formulated primal problem is a non-convex MINLP problem

that is NP-hard to solve. To make the problem tractable, we

adopt a successive convex approximation (SCA) approach,

for which the objective function is lower bounded by a

concave function, and a series of transformations. Then, based

on the concepts of dual decomposition, a utility-based joint

subcarrier pairing, subcarrier and power allocation algorithm

is proposed for iteratively improving the lower bound and

attain the near-optimal solution. We then discuss the optimal

network price from an EE perspective, and then an iterative

EE maximization algorithm is proposed to iteratively find

the maximum EE in terms of optimal network price. To

get more insights into the proposed approach, we rigorously

analyze the behavior of the network pricing-based resource

allocation in two-user case under different noise operating

regimes, and discuss the corresponding strategies for achieving

energy-efficient transmission. To strike a balance between the

computational complexity and the optimality, we propose a

low-complexity suboptimal algorithm. Furthermore, we extend

the proposed resource allocation algorithm to maximize the

EE of multiuser AF relay networks with two more practical

models, first multi-relay nodes operating in full-duplex mode,

and; secondly, with an additional eavesdropper relay node. The

performance of the proposed iterative resource allocation and

suboptimal algorithms are evaluated and validated by computer

simulations. Additionally, we also demonstrate the impact of

the EE on the SE under various network parameters such as

number of subcarriers and number of users.

The rest of this paper is organized as follows. The system

model is presented in Section II. In Section III, we introduce

a network utility function and formulate the joint optimization

problem as a MINLP problem, followed by the procedure

of transforming the non-convex problem into a convex one.

An iterative EE resource allocation algorithm is proposed in

Section IV. The suboptimal algorithm is presented in Section

V. We analyze the resource allocation algorithm for two-

user case under different noise regimes and the complexity

of proposed and standard algorithms in Section VI. The

extension of the design framework is illustrated in Section

VII. Numerical results are given in Section VIII. Finally,

conclusions and future directions are drawn in Section IX.

II. SYSTEM AND POWER DISSIPATION MODEL

A. System Model

We consider a multiuser AF relay network with Nsc subcar-

riers as shown in Fig. 1, where there are one relay node R and

a set N = (1, 2, . . . , N) source-destination pairs (i.e., users).

It is assumed that all nodes are equipped with a single antenna.

Further, the relay node has perfect knowledge of channel state

information (CSI). For simplicity, it is assumed that there is

no direct link between the source and the destination nodes

due to the path loss and large-scale fading. Furthermore, in

this practical network, the relay network is operated in half-

duplex mode with two transmission phases: the MA phase and

the BC phase.

In the MA phase, N source nodes (Sn, n ∈ N ) concur-

rently transmit signals to the relay node R, and the received
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Fig. 1. A dual-hop mulituser AF relay network.

signal at the relay node on the j-th subcarrier can be given by

y
(j)
R =

N∑

n=1

h
(j)
Sn

√

P
(j)
Sn

x
(j)
Sn

+ n
(j)
R , (1)

where h
(j)
Sn

represents the channel coefficient from the n-th

source node to the relay node on the j-th subcarrier, x
(j)
Sn

denotes the transmitted signal of the n-th source node on the

j-th subcarrier with unit transmit power, i.e., E

∣
∣
∣x

(j)
Sn

∣
∣
∣

2

= 1,

n
(j)
R represents the additive white Gaussian noise (AWGN)

at the relay node on the j-th subcarrier with zero mean and

variance E

[∣
∣
∣n

(j)
R

∣
∣
∣

2
]

= σ
(j)2

R , and P
(j)
Sn

indicates the transmit

power of the n-th user on the j-th subcarrier.

In the BC phase, the relay node amplifies the received signal

with a normalized amplifying factor, expressed as

ρ
(k)
R =

√
√
√
√
√
√

P
(k)
R

N∑

n=1
P

(j)
Sn

∣
∣
∣h

(j)
Sn

∣
∣
∣

2

+ σ
(j)2

R

, (2)

where P
(k)
R represents the transmit power of the relay node

on the k-th subcarrier. Thus, the transmitted signal from the

relay node to the destination nodes on the k-th subcarrier is

x
(k)
R = ρ

(k)
R y

(j)
R = ρ

(k)
R

N∑

n=1

h
(j)
Sn

√

P
(j)
Sn

x
(j)
Sn

+ ρ
(k)
R n

(j)
R , (3)

The received signal at the n-th destination node on the k-th

subcarrier can be written as

y
(k)
RDn

= g
(k)
RDn

x
(k)
R + n

(k)
Dn

;

=g
(k)
RDn

ρ
(k)
R h

(j)
Sn

√

P
(j)
Sn

x
(j)
Sn

︸ ︷︷ ︸

Desired Signal

+ g
(k)
RDn

ρ
(k)
R

N∑

l=1,l 6=n

h
(j)
Sl

√

P
(j)
Sl

x
(j)
Sl

︸ ︷︷ ︸

Interference

+ g
(k)
RDn

ρ
(k)
R n

(j)
R + n

(k)
Dn

︸ ︷︷ ︸

Compound Noise

, (4)

where g
(k)
RDn

represents the channel coefficient from the relay

node to the n-th destination node Dn on subcarrier k and n
(k)
Dn
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denotes the AWGN at destination Dn on subcarrier k with

noise variance E

[∣
∣
∣n

(k)
Dn

∣
∣
∣

2
]

= σ
(k)2

Dn
, respectively. Further, the

SINR at destination Dn can be denoted as in (5), shown on

the top of next page.

Define Λj,k ∈ {0, 1} as a subcarrier pairing indicator

variable signifying that Λj,k = 1 if the j-th subcarrier in

the MA phase is paired with the k-th subcarrier in BC phase

and Λj,k = 0 otherwise. Further, we define binary variables

Ω
(j,k)
n ∈ {0, 1} as a subcarrier allocation variable such that

Ω
(j,k)
n = 1 if (j, k)-th subcarrier is allocated to the n-th user

pair while Ω
(j,k)
n = 0 otherwise. From the capacity formula

and using the subcarrier pairing and allocation variables, the

achievable sum rate for the n-th user pair can be written as

Rn =
1

2

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n log2

(

1 + Υ(j,k)
n

)

, (6)

where P = {P (j)
Sn

}, PR = {P (k)
R }, Λ = {Λj,k}, and Ω =

{Ω(j,k)
n }, ∀n, j, k. The factor 1/2 comes from the fact that

transmission takes place in two-hops. The achievable sum rate

of the network is then calculated by summing up all users’ sum

rate as follows:

RT =

N∑

n=1

Rn (P,PR,Λ,Ω)

=
1

2

N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n log2

(

1 + Υ(j,k)
n

)

, (7)

B. Power Dissipation Model

By proper utilization of the available power we can maxi-

mize the EE of the network. The power dissipation takes place

in various forms, mainly categorized into 1) transmit power,

2) processing power; and 3) circuit power, respectively. The

transmit power is utilized for transmitting signal from one

node to another and it directly depends on the external factors

such as channel conditions, cell coverage areas and thus, it

varies with each node and subcarrier whereas the processing

and circuit power consumption is directly commensurate to

the energy consumed while processing the signal by the

node using various circuitry components like analog-to-digital

converter (ADC) etc, thus it remains static for each node but

it directly varies with the number of antennas. The total power

dissipation in the network can therefore be given as [20]

PT (P,PR,Λ,Ω) =
N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n

(

P
(j)
Sn

+ P
(k)
R

)

︸ ︷︷ ︸

Dynamic Power Dissipation 6Pmax

+ (2N + 1)PC + (N + 1)QC

︸ ︷︷ ︸

Static Power Dissipation, XC>0

, (8)

where PC and QC represent the circuit and processing power

dissipation per antenna at each node, respectively.

III. NETWORK UTILITY FUNCTION AND PROBLEM

FORMULATION

Using (7) and (8), we define the network utility function as

U (P,PR,Λ,Ω) =

RT (P,PR,Λ,Ω)−£PT (P,PR,Λ,Ω) , (9)

where the second term in (9) i.e., £PT (P,PR,Λ,Ω) denotes

maximum penalty/price paid by the users, wherein £ repre-

sents the unit price of resources, i.e., power and subcarriers.

It is clear that when £ = 0, the resource allocation problem

becomes a sum rate maximization problem where each user

utilizes maximum resources in order to increase the sum rate

for their own, whereas when the value of £ increases, it shows

the importance of spectrum and power resources for the design

of joint subcarrier pairing, subcarrier and power allocation in

the relay networks. However, when £ → ∞, no transmission

is good enough for maximizing the network’s utility.

Our goal is to maximize the network utility function defined

in (9), subject to the following constraints: 1) limited total

transmit power budget, 2) promising QoS requirement for each

user, 3) one-to-one subcarrier pairing in both hops; and 4) sub-

carrier allocation to user pairs. Consequently, the optimization

problem for the joint subcarrier and power allocation in QoS-

promising AF relay networks can be formulated as

(OP1) max
P,PR,Λ,Ω

U (P,PR,Λ,Ω)

s.t (C.1)

N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n

(

P
(j)
Sn

+ P
(k)
R

)

6 Pmax ;

(C.2) Υ(j,k)
n > Υn,min, ∀ n, j, k ;

(C.3)

Nsc∑

j=1

Λj,k = 1, ∀ k ; (10)

(C.4)

Nsc∑

k=1

Λj,k = 1, ∀ j ;

(C.5)
N∑

n=1

Ω(j,k)
n = 1, ∀ j, k ;

(C.6) Λj,k ∈ {0, 1}, Ω(j,k)
n ∈ {0, 1}, ∀ n, j, k ;

(C.7) P
(j)
Sn

> 0, P
(k)
R > 0, ∀ n, j, k ,

where Υn,min denotes the minimum SINR requirement for

the n-th user in the network. Physically, the constraint (C.1)
ensures that the sum of the power allocated to all users and

the relay node cannot exceed the maximum transmit power

budget Pmax, the constraint (C.2) guarantees the minimum

QoS requirement for each user, while the constraints (C.3)
and (C.4) mandate that any subcarrier in the first hop is paired

with one subcarrier in the second hop, and vice versa; and

the constraint (C.5) guarantees that each subcarrier pair is

allocated to only one user pair.

A. Convexification of Non-convex Optimization Problem

The primal optimization problem (OP1) is a MINLP

problem, and thus it is non-convex and intractable [30]. In
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Υ(j,k)
n =

P
(k)
R P

(j)
Sn

∣
∣
∣g

(k)
RDn

h
(j)
Sn

∣
∣
∣

2

P
(k)
R

∣
∣
∣g

(k)
RDn

∣
∣
∣

2 N∑

l=1,l 6=n

P
(j)
Sl

∣
∣
∣h

(j)
Sl

∣
∣
∣

2

+ P
(k)
R

∣
∣
∣g

(k)
RDn

∣
∣
∣

2

σ
(j)2

R + σ
(k)2

Dn

(
N∑

n=1
P

(j)
Sn

∣
∣
∣h

(j)
Sn

∣
∣
∣

2

+ σ
(j)2

R

) , (5)

this subsection, convexification strategies for the non-convex

problem (OP1) are introduced and discussed. Through SCA

method, a lower bound maximization problem can be formu-

lated as

(OP2) max
P,PR,Λ,Ω

ULB (P,PR,Λ,Ω,α,β)

s.t (C.1)− (C.7) , (11)

where ULB (P,PR,Λ,Ω,α,β) is a lower bound on

U (P,PR,Λ,Ω) and is defined as in (12), shown on the top

of next page, where α = {α(j,k)
n } and β = {β(j,k)

n }. The

coefficients α
(j,k)
n and β

(j,k)
n can be determined as follows:

α(j,k)
n =

ς
(j,k)
n

1 + ς
(j,k)
n

; (13)

β(j,k)
n =log2

(

1 + ς(j,k)n

)

−α(j,k)
n log2

(

ς(j,k)n

)

, (14)

for any given ς
(j,k)
n > 0. Note that the equality in (12)

holds only if α
(j,k)
n = Υ

(j,k)
n

(

1 + Υ
(j,k)
n

)−1

and β
(j,k)
n =

log2

(

1 + Υ
(j,k)
n

)

− α
(j,k)
n log2

(

Υ
(j,k)
n

)

. When Υ
(j,k)
n ap-

proaches positive infinity,
(

α
(j,k)
n , β

(j,k)
n

)

= (1, 0). However,

the optimization problem (OP2) is still non-convex and

hence we introduce the following auxiliary power variables,

P̂
(j)
Sn

= logP
(j)
Sn

and P̂
(k)
R = logP

(k)
R . The auxiliary relaxed

lower bound optimization problem is written as

(OP3) max
P̂,P̂R,Λ,Ω

ULB

(

P̂, P̂R,Λ,Ω,α,β
)

s.t (C.1)

N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n

(

eP̂
(j)
Sn + eP̂

(k)
R

)

6Pmax;

(C.2) ln Υ̂(j,k)
n > lnΥn,min, ∀ n, j, k ;

(C.3)− (C.6) ; (15)

(C.7) eP̂
(j)
Sn > 0, eP̂

(k)
R > 0, ∀ n, j, k ,

where P̂ is the N × Nsc matrix of auxiliary users power

allocation, P̂R presents Nsc×1 vector of auxiliary relay power

allocation, respectively, and Υ̂
(j,k)
n is defined as in (16), shown

on the top of next page.

Lemma 1: For any given α
(j,k)
n , β

(j,k)
n , £ and fixed subcar-

rier pairing Λ, and subcarrier allocation Ω, the lower bound

ULB

(

P̂, P̂R,Λ,Ω,α,β
)

is concavified by the change of

variables P̂
(j)
Sn

= logP
(j)
Sn

and P̂
(k)
R = logP

(k)
R .

Proof: Substituting P̂
(j)
Sn

= logP
(j)
Sn

and P̂
(k)
R = logP

(k)
R

into (12), the lower bound becomes

ULB

(

P̂, P̂R,Λ,Ω,α,β
)

=

1

2

N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n

[

α(j,k)
n log2

(

Υ̂(j,k)
n

)

+ β(j,k)
n

]

−£





N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n

(

eP̂
(j)
Sn + eP̂

(k)
R

)

+XC



 ,

(17)

where ln
(

Υ̂
(j,k)
n

)

can be expanded as in (18). From (17)

and (18), we know that for any given α
(j,k)
n , β

(j,k)
n , £ and

fixed subcarrier pairing Λ, and subcarrier allocation Ω, the

lower bound ULB

(

P̂, P̂R,Λ,Ω,α,β
)

contains the summa-

tion of linear terms and concave terms, particularly log-sum-

exp functions and minus-exp functions, and thus justifying

the concavity-nature of the lower bound of the network utility

function.

IV. EE RESOURCE ALLOCATION ALGORITHM

In this section, a joint subcarrier pairing, subcarrier alloca-

tion, and power allocation optimization problem is formulated

for multiuser relay interference network from viewpoint of

EE maximization. Since the optimization problem (OP3) is

a MINLP problem, we can find the optimal resource alloca-

tion solution through an exhaustic search over all variables

[29]. However, the computational complexity of an exhaustic

search method is very high, specially for higher number of

Nsc. The optimization problem (OP3) is a convex problem

for fixed subcarrier pairing and allocation and coefficients

{α(j,k)
n , β

(j,k)
n }, and thus it can be solved by employing a dual

decomposition method1 [30].

The Lagrangian function for the problem (OP3) can be

written as

L
(

P̂, P̂R,Λ,Ω, µ,ν
)

=

1

2

N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n

[

α(j,k)
n log2

(

Υ̂(j,k)
n

)

+ β(j,k)
n

]

−£





N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n

(

eP̂
(j)
Sn + eP̂

(k)
R

)

+XC





− µ





N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n

(

eP̂
(j)
Sn + eP̂

(k)
R

)

− Pmax





−
N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

ν(j,k)n

(

ln (Υn,min)− ln
(

Υ̂(j,k)
n

))

, (19)

1When Nsc → ∞ the duality gap between the original problem and the
dual problem tends to zero.
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U (P,PR,Λ,Ω) >
1

2

N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n

[

α(j,k)
n log2

(

Υ(j,k)
n

)

+ β(j,k)
n

]

−£PT (P,PR,Λ,Ω) ;

, ULB (P,PR,Λ,Ω,α,β) , (12)

Υ̂(j,k)
n =

eP̂
(k)
R

+P̂
(j)
Sn

∣
∣
∣g

(k)
RDn

h
(j)
Sn

∣
∣
∣

2

∣
∣
∣g

(k)
RDn

∣
∣
∣

2

eP̂
(k)
R

N∑

l=1,l 6=n

e
P̂

(j)
Sl

∣
∣
∣h

(j)
Sl

∣
∣
∣

2

+ eP̂
(k)
R

∣
∣
∣g

(k)
RDn

∣
∣
∣

2

σ
(j)2

R + σ
(k)2

Dn

(
N∑

n=1
eP̂

(j)
Sn

∣
∣
∣h

(j)
Sn

∣
∣
∣

2

+ σ
(j)2

R

) (16)

ln
(

Υ̂(j,k)
n

)

=P̂
(k)
R + P̂

(j)
Sn

+ ln
∣
∣
∣g

(k)
RDn

h
(j)
Sn

∣
∣
∣

2

− ln





∣
∣
∣g

(k)
RDn

∣
∣
∣

2

eP̂
(k)
R

N∑

l=1,l 6=n

e
P̂

(j)
Sl

∣
∣
∣h

(j)
Sl

∣
∣
∣

2

+ eP̂
(k)
R

∣
∣
∣g

(k)
RDn

∣
∣
∣

2

σ
(j)2

R + σ
(k)2

Dn

(
N∑

n=1

eP̂
(j)
Sn

∣
∣
∣h

(j)
Sn

∣
∣
∣

2

+ σ
(j)2

R

)

 , (18)

where µ and ν = {ν(j,k)n } are the Lagrangian multipliers

associated with the constraints (C.1) and (C.2), respectively.

The dual Lagrangian function can be readily expressed as

g (µ,ν) , max
P̂,P̂R,Λ,Ω

L
(

P̂, P̂R,Λ,Ω, µ,ν
)

, (20)

and the dual optimization problem is given by

min
µ,ν>0

g (µ,ν) = min
µ,ν>0

max
P̂,P̂R,Λ,Ω

L
(

P̂, P̂R,Λ,Ω, µ,ν
)

s.t (C.3)− (C.5) , (21)

The dual problem in (21) can be decomposed into a master

problem and a subproblem, and it can be solved in an

iterative manner. The power allocation, subcarrier pairing

and allocation variables P̂, P̂R,Λ, and Ω are obtained by

solving a subproblem and then the Lagrange multipliers µ,ν,

are updated by solving the master problem for the obtained

resource allocation. This process continues until convergence

or satisfying the constraints2.

A. Solving the Subproblem

For fixed network price £, the solutions of the subproblem

can be obtained in two steps:

1) Solving the subproblem to find the source and the relay

power allocation
(

P̂, P̂R

)

for fixed subcarrier pairing

and allocation variables (Λ,Ω).
2) To obtain subcarrier pairing and allocation Λ, and Ω,

we solve the subproblem for obtained power allocation(

P̂, P̂R

)

in the first step.

1) Power Allocation Solution: With KarushKuhnTucker

(KKT) conditions, for fixed subcarrier pairing and allocation

matrices (Λ,Ω), we can find the optimal power allocation so-

lution at the (u+ 1)-th iteration by taking the partial derivative

2The iterative algorithm maximizes the lower bound maximization problem
(OP3) for fixed coefficients α and β whereas the update of these coefficients
guarantees a monotonic increase in the lower bound performance.

of (19) with respect to P̂
(j)
Sn

and P̂
(k)
R and setting the gradient

to zero, leading to equations (22) and (23), shown on the top

of next page. To get more insights into the optimal power

allocation, we further simplify the optimal solution through a

linear approximation method [32], i.e.,
√
a+ b ≈ √

a+ 1
2
√
a
h.

Due to subcarrier pairing and allocation, the value of interfer-

ence term in (22) and (23) becomes zero, and thus the power

allocation at the (u+1)-th iteration can be updated as follows:

P̂
(j)
Sn

(u + 1) = ln








α
(j,k)
n

2 ln(2)
σ
(j)2

R + ν
(j,k)
n σ

(j)2

R

£+ µ








; (24)

P̂
(k)
R (u + 1) = ln









α
(j,k)
n

2 ln(2)σ
(k)2

Dn

+ ν
(j,k)
n

£+ µ









, (25)

From (24) and (25), we can observe that the power allocation

policy depends not only on the Lagrangian multiplier µ, but

also on the network price £. Further, when £ = 0, the

power allocation only rely on the Lagrangian multipliers as

in the case of sum rate maximization. Here, the inverse of

the Lagrangian multiplier µ plus the network price £ can be

considered as a water-filling level which has to be chosen to

meet the total transmit power budget Pmax. However, in the

case of without subcarrier pairing and subcarrier allocation,

the power allocation policy also depends on the interference

power among users. The n-th user has the ability to increase

its power when the interference power generated by all other

nodes to node n is small.

2) Solution for Subcarrier Pairing and Allocation: To de-

rive the subcarrier pairing and allocation matrices Λ and Ω,

we substitute P̂
(j)⋆

Sn
and P̂

(k)⋆

R into (21), yielding the following
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eP̂
(j)
Sn

2
(

Nsc∑

k=1

Λj,kΩ(j,k)
n (£+ µ)σ

(k)2

Dn

∣
∣
∣h

(j)
Sn

∣
∣
∣

2
)

︸ ︷︷ ︸

a1

+ eP̂
(j)
Sn

Nsc∑

k=1

Λj,kΩ(j,k)
n (£+ µ)

(∣
∣
∣g

(k)
RDn

∣
∣
∣

2

eP̂
(k)
R + σ

(k)2

Dn

)




N∑

l=1,l 6=n

e
P̂

(j)
Sl

∣
∣
∣h

(j)
Sl

∣
∣
∣

2

+ σ
(j)2

R





︸ ︷︷ ︸

b1

−
(

Nsc∑

k=1

Λj,kΩ(j,k)
n

α
(j,k)
n

2 ln(2)
+ ν(j,k)n

)(∣
∣
∣g

(k)
RDn

∣
∣
∣

2

eP̂
(k)
R + σ

(k)2

Dn

)




N∑

l=1,l 6=n

e
P̂

(j)
Sl

∣
∣
∣h

(j)
Sl

∣
∣
∣

2

+ σ
(j)2

R





︸ ︷︷ ︸

c1

= 0 ;

P̂
(j)⋆

Sn
(u+ 1) = ln




−b1
2a1

+

√
(

b1
2a1

)2

+
c1
a1





+

, (22)

eP̂
(k)
R

2





Nsc∑

j=1

Λj,kΩ(j,k)
n (£+ µ)





∣
∣
∣g

(k)
RDn

∣
∣
∣

2 N∑

l=1,l 6=n

e
P̂

(j)
Sl

∣
∣
∣h

(j)
Sl

∣
∣
∣

2

+
∣
∣
∣g

(k)
RDn

∣
∣
∣

2

σ
(j)2

R









︸ ︷︷ ︸

a2

+ eP̂
(k)
R





Nsc∑

j=1

Λj,kΩ(j,k)
n (£+ µ)σ

(k)2

Dn

(
N∑

n=1

eP̂
(j)
Sn

∣
∣
∣h

(j)
Sn

∣
∣
∣

2

+ σ
(j)2

R

)



︸ ︷︷ ︸

b2

−









Nsc∑

j=1

Λj,kΩ(j,k)
n

α
(j,k)
n

2 ln(2)
+ ν(j,k)n



 σ
(k)2

Dn

(
N∑

n=1

eP̂
(j)
Sn

∣
∣
∣h

(j)
Sn

∣
∣
∣

2

+ σ
(j)2

R

)



︸ ︷︷ ︸

c2

= 0 ;

P̂
(k)⋆

R (u+ 1) = ln




−b2
2a2

+

√
(

b2
2a2

)2

+
c2
a2





+

, (23)

optimization problem:

(OP4) max
Λ,Ω

N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n Φ(j,k)

n +Ψ

s.t. (C.1) & (C.3)− (C.5) , (26)

where Φ
(j,k)
n and Ψ are explicitly given by

Φ(j,k)
n =

1

2

(

α
(j,k)
n

ln(2)
ln
(

Υ̂(j,k)⋆

n

)

+ β(j,k)
n

)

− (£+ µ)
(

eP̂
(j)⋆

Sn + eP̂
(k)⋆

R

)

;

(27)

Ψ = µPmax −£XC−
N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

ν(j,k)n

(

ln (Υn,min)− ln
(

Υ̂(j,k)⋆

n

))

(28)

Note that only Φ
(j,k)
n depends on subcarrier pairing and allo-

cation variables, while Ψ remains constant for any subcarrier

combination. Furthermore, the two terms in Φ
(j,k)
n demonstrate

the sum rate achieved by the n-th user pair on the (j, k)-
th subcarrier pair and the price paid for this allocation,

respectively.

Subcarrier Allocation: For a given subcarrier pairing Λ, the

optimization problem (26) becomes

(OP5) max
Ω

N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Ω(j,k)
n Φ(j,k)

n +Ψ

s.t. (C.1) & (C.5) , (29)

Straightforwardly, the optimal subcarrier allocation is the one

that maximizes Φ
(j,k)
n for the n-th user on the (j, k)-th

subcarrrier pair and thus, it is given by

Ωn(j, k)
⋆ =

{

1, for n = argmaxn Φ
(j,k)
n , ∀ j, k;

0, otherwise ,
(30)

Subcarrier Pairing: To derive the optimal subcarrier alloca-

tion Λ
⋆, we substitute (30) into (26), yielding the following
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problem:

(OP6) max
Λ

N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΦ(j,k)⋆

n +Ψ

s.t. (C.1) , (C.3) & (C.4) , (31)

where Φ
(j,k)⋆

n = maxn Φ
(j,k)
n , ∀n, j, k. The problem (OP6)

is solved by using Hungarian method [29].

B. Master Problem: Update of Lagrangian Multipliers and the

Price £:

The solution of the inner optimization problem in (21) is

given by (24), (25), (30), and (31), hence, the dual problem

(21) is differentiable. By applying the subgradient method

[30], the dual variables µ and ν can be updated as shown

in (32) and (33), where εµ and εν are positive step sizes, and

[·]+ = max{0, ·}.

The optimal resource allocation (P̂⋆(u), P̂
⋆

R(u),Λ
⋆(u),

Ω
⋆(u)) is obtained through iterative procedures of (22), (23),

and (30)-(33) for fixed coefficients α and β. The lower

bound performance ULB

(

P̂, P̂R,Λ,Ω,α,β
)

depends on the

coefficients α and β and thus we can improve the lower bound

performance by carefully choosing the values of these two

coefficients. We provide a theorem for updating α and β.

Theorem 1: For Υ̂
(j,k)
n (u+1)=Υ̂

(j,k)
n

(

P̂
(j)⋆

Sn
(u), P̂

(k)⋆

R (u)
)

,

if the coefficients α
(j,k)
n (u) and β

(j,k)
n (u) are updated as

follows:

α(j,k)
n (u+ 1) = Υ̂(j,k)

n (u)×
(

1 + Υ̂(j,k)
n (u)

)−1

; (34)

β(j,k)
n (u+ 1) =

log2

(

1 + Υ̂(j,k)
n (u)

)

− α(j,k)
n (u+ 1) log2

(

Υ̂(j,k)
n (u)

)

,

(35)

then the lower bound performance ULB obtained in the u-th

iteration, is monotonically increased with each iteration until

convergence.

Proof: The proof is provided in Appendix A

C. Network Energy Efficiency: Optimal Penalty/Price £
⋆

As can be seen in (9), there is a relation between the

achievable sum rate and the total power consumption in the

network. By adjusting the price £, the trade-off between the

sum rate and the EE can be demonstrated. Our goal is to

maximize the EE of the network under the desired user’s QoS

requirements. Hence, it raise the following question: How can

we enhance the EE of the network while satisfying the user’s

QoS requirements; and achieve the maximum EE through

resource allocation. To answer these questions, we first define

EE metric of the relay network as below and later we provide

the proof for the optimal penalty £
⋆ that can achieve the

maximum EE with user’s QoS requirements.

Definition 1: The EE of the network is defined as the ratio

of the achievable sum rate to the total power dissipation, given

by using (7) and (8) as follows3:

ηEE =

1

2

N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ
(j,k)
n log2

(

1 + Υ̂
(j,k)
n

)

N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ
(j,k)
n

(

eP̂
(j)
Sn + eP̂

(k)
R

)

+XC

,
RT

(

P̂, P̂R,Λ,Ω
)

PT

(

P̂, P̂R,Λ,Ω
) , (36)

Theorem 2: Let
(

P̂
⋆, P̂ ⋆

R,Ω
⋆,Λ⋆

)

be the optimal resource

allocation of the optimization problem (OP3) for the penalty

£
⋆. If this optimal resource allocation policy satisfies the

following balance equation4:

RT

(

P̂
⋆, P̂ ⋆

R,Ω
⋆,Λ⋆

)

−£
⋆PT

(

P̂
⋆, P̂ ⋆

R,Ω
⋆,Λ⋆

)

= 0,

(37)

then £
⋆ will be optimal price/penalty.

Proof: The proof is provided in Appendix B.

Theorem 3: If the penalty factor is updated at the (l+1)-th
iteration as

£
⋆(l + 1) =RT

(

P̂
⋆(l), P̂

⋆

R(l),Λ
⋆(l),Ω⋆(l)

)

×
[

PT

(

P̂
⋆(l), P̂

⋆

R(l),Λ
⋆(l),Ω⋆(l)

)]−1

, (38)

for the local maximizer of (OP1) for the penalty £(l) at the

l-th iteration, then £ is monotonically increasing with respect

to l.
Proof: The proof is provided in Appendix C.

The proposed iterative EE maximization (EEM) algorithm for

resource allocation is summarized in Algorithm 1. We first

set the maximum number of iteration counter for the outer

and inner loop Imax1 and Imax2 with iteration counter l =
0 and u = 0, respectively, and initialize the penalty factor

with £(l) = 0.001, followed by step sizes ǫµ and ǫν , and the

Lagrangian multipliers µ(u) and ν(u), respectively. By using

(22) and (23), we iteratively update P̂ and P̂R, followed by

update of the Lagrangian multipliers µ and ν using (32) and

(33). Next, the coefficients α
(j,k)
n and β

(j,k)
n are updated using

(34) and (35) with obtained optimal power allocation P̂ and

P̂R and this process is repeated until convergence. In the next

step, the subcarrier pairing and allocation Λ and Ω are updated

using (30) and (31). The above procedure is repeated until

convergence or u > Imax2 . In the outer loop, we update the

penalty factor £(l+1) using (38) and repeat this process until

convergence or l > Imax1 . Because of the local optimality of

the proposed £-price algorithm, the optimal price obtained in

this algorithm can only guarantee that the locally optimum

resource allocation in (OP1) with respect to £
⋆ is a local

maximizer of the EE, i.e., close-to-optimal of the EE, formula

in (36). In fact, the EE formula is a non-concave function in

terms of P̂, P̂R, Λ, and Ω, and it is in general very difficult to

3Since the function ηEE

(

P̂, P̂R,Λ,Ω
)

is non-concave, the optimality

here is defined in a locally optimal sense, i.e. close-to-optimal.
4Since the problem (OP1) is non-convex, the optimal resource allocation

here is referred to as a local maximizer, i.e., close-to-optimal.
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µ(u+ 1) =



µ(u) + εµ(u)





N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n

(

eP̂
(j)
Sn + eP̂

(k)
R

)

− Pmax









+

; (32)

ν(j,k)n (u+ 1) =
[

ν(j,k)n (u) + εν(u)
(

ln (Υn,min)− ln
(

Υ̂(j,k)⋆

n

))]+

, (33)

find the optimal price that can achieve the globally maximum

EE.

Algorithm 1 An Iterative EEM Algorithm

Set the maximum number of iterations Imax1 ;
Initialize the iteration counter l = 0 and network penalty £(l) =
0.001.
repeat (Outer Loop)

Set the maximum number of iterations Imax2 and the step
sizes ǫµ, and ǫν ;
Initialize α and β and counter u = 0;

Initialize P̂(u), P̂R(u), µ(u) and ν(u);
repeat (Inner Loop)

repeat (Solving problem (OP3))
repeat

repeat

Update P̂ and P̂R using (22) and (23);
Update µ and ν using (32) and (33);

until convergence to the optimal solution
(

P̂⋆, P̂
⋆

R

)

,

Update α and β using (34)-(35);

P̂← P̂
⋆, P̂R ← P̂

⋆

R;
until convergence ;
Update Ω and Λ using (30) and (31);

until convergence to the optimal solution, i.e.,
(

P̂⋆, P̂
⋆

R,Ω
⋆,Λ⋆

)

;

Set P̂(u+ 1)← P̂
⋆, P̂R(u+ 1)← P̂

⋆

R,
Ω(u+ 1)← Ω

⋆,Λ(u+ 1)← Λ
⋆ and

u← u+ 1;
until convergence or u > Imax2 ;
Update £(l + 1) using (38) and l ← l + 1;

until convergence or l > Imax1 .

V. SUBOPTIMAL EE RESOURCE ALLOCATION ALGORITHM

The computational complexity of the algorithm proposed in

the previous section increases with the increasing of N and

Nsc. In this section, we propose a low-complexity suboptimal

algorithm whose performance is close to that of the EEM

algorithm. A step-wise procedure of the suboptimal algorithm

for solving the problem (OP3) is described as follows:

1) Subcarrier Allocation for Fixed Power Allocation:

Firstly, we equally distribute the available transmit power

among all the users over all the subcarriers as

P̂
(j)
Sn

= P̂
(k)
R =

Pmax

(N + 1)×Nsc

, ∀n, j ; (39)

Next, we define an N × (Nsc ×Nsc) matrix where each

element is indicating the SINR for the n-th user on the (j, k)-th
subcarrier pairing. Then, we select the n-th user pair according

to the following criteria:

Ω(j,k)⋆

n =

{

1, for n = argmaxn SINR(j,k)
n ;

0, otherwise ,
(40)

2) Subcarrier Pairing for Fixed Power Allocation: In this

step, we arrange the source-to-relay (SR) and the relay-to-

destination (RD) subcarriers in the ascending order according

to their respective channel gains. Then, we pair the corre-

sponding subcarriers with each other in sequence, i.e. in a

best-to-best and worst-to-worst fashion. Finally, Nsc × Nsc

matrix can be obtained as follows:

Λj,k⋆

=

{

1, for jthsubcarrier paired with kth subcarrier ;

0, otherwise ,

(41)

3) Power Allocation for Obtained Subcarrier Allocation

and Pairing: The last step is to find the optimal power

allocation
(

P̂, P̂R

)

and this can be done by solving the

optimization problem (OP3) for the obtained Λ
⋆ and Ω

⋆ in

the step 1 and 2, respectively.

VI. PERFORMANCE ANALYSIS

A. Two-User Cases Analysis

To get more insight of the EEM resource allocation policy,

we study the two-user scenario in two different noise regimes

namely: 1) relay noise-dominated regime and 2) destination

noise-dominated regime.

1) Relay Noise-Dominated Regime: In this regime, the

relay is assumed to operate at very low SNR region, thus

the noise produced at the relay node is significantly high as

compared to that of the interference-plus-destination noise,

i.e., ρ
(k)2

R P
(j)
2

∣
∣
∣g

(k)
RD1

h
(j)
S2

∣
∣
∣

2

+ σ
(k)2

D1
≪ ρ

(k)2

R

∣
∣
∣g

(k)
RD1

∣
∣
∣

2

σ
(j)2

R and

ρ
(k)2

R P
(j)
1

∣
∣
∣g

(k)
RD2

h
(j)
S1

∣
∣
∣

2

+ σ
(k)2

D2
≪ ρ

(k)2

R

∣
∣
∣g

(k)
RD2

∣
∣
∣

2

σ
(j)2

R . For the

optimal subcarrier pairing Λ
⋆, and subcarrier allocation Ω

⋆,

the power allocation policy for users works as water-filling

and it is described as

P
(j)⋆

Sn
=













1/(2 ln 2)



£+ µ⋆ − ν

(j,k)
n

∣
∣
∣h

(j)
Sn

∣
∣
∣

2

σ
(j)2

R






− σ
(j)2

R
∣
∣
∣h

(j)
Sn

∣
∣
∣

2













+

, (42)

for n = 1, 2.

2) Destination Noise-Dominated Regime: The noise pro-

duced at the destination nodes is significantly higher than

the interference-plus-relay noise and the relay noise, i.e.

ρ
(k)2

R P
(j)
2

∣
∣
∣g

(k)
RD1

h
(j)
S2

∣
∣
∣

2

+ ρ
(k)2

R

∣
∣
∣g

(k)
RD1

∣
∣
∣

2

σ
(j)2

R ≪ σ2
D and

ρ
(k)2

R P
(j)
1

∣
∣
∣g

(k)
RD2

h
(j)
S1

∣
∣
∣

2

+ ρ
(k)2

R

∣
∣
∣g

(k)
RD2

∣
∣
∣

2

σ
(j)2

R ≪ σ2
D where
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σ2
D = σ

(k)2

D2
= σ

(k)2

D2
. Under this regime, the ratio of P̂

(j)⋆

S1

to P̂
(j)⋆

S2
can be written as

P̂
(j)⋆

S1

P̂
(j)⋆

S2

=

(

Λj,kΩ
(j,k)
1 α

(j,k)
1

2 ln(2)
+ ν

(j,k)
1

)



1 +

∣
∣
∣h

(j)
S2

∣
∣
∣

2

∣
∣
∣h

(j)
S1

∣
∣
∣

2






(

Λj,kΩ
(j,k)
2 α

(j,k)
2

2 ln(2)
+ ν

(j,k)
2

)



1 +

∣
∣
∣h

(j)
S1

∣
∣
∣

2

∣
∣
∣h

(j)
S2

∣
∣
∣

2






. (43)

The result in (43) reveals a channel-reversal power allocation

strategy. The user with a lower source-to-relay channel gain

is assigned higher transmit power.

B. Complexity Analysis

In this section, we perform an exhaustive computational

complexity analysis to get a better insight into the complexity

reduced by the proposed EEM and suboptimal algorithms

compared to the complexity of the exhaustive search, which

gives the globally optimal solution. It is assumed that the

network price £ converges in U iterations.

Firstly, the complexity of EEM algorithm is analyzed.

To find the optimal power allocation solution of (OP3),
we require to solve NN2

sc subproblems due to N number

of user pairs operating on Nsc subcarriers in each hop.

Since the optimal resource allocation
(

P̂
⋆, P̂⋆

R,Λ
⋆,Ω⋆

)

is

determined under the total power constraint (C.1) and the

QoS constraint (C.2) and thus the complexity resulted from

these two constraints is O
(
V 3 + 2

)
, where V denotes the

maximum power level for each source and the relay nodes

on each subcarrier. Furthermore, the complexity added due

to maximization problem (29) is O(N). Moreover, the Hun-

garian method is used to determine the optimal subcarrier

pairing in (31) with a complexity of O
(
N3

sc

)
. The complexity

for updating a dual variable is O ((2N)̟) (for example,

̟ = 2 if the ellipsoid method is used [31]). Thus, the

total complexity for updating dual variables is O (2(2N)̟).
Let us suppose if the dual objective function g (µ,ν) con-

verges in W iterations, then total complexity for the the

EEM algorithm is O
(
2UWN2

sc(2N)̟(N(V 3 + 3) +Nsc)
)
.

In addition, the complexity of EEM algorithm under

equal subcarrier power allocation (ESPA) can be given as

O
(
2UWN2

sc(2N)̟(N(V 3 + 3) +Nsc)
)
.

In case of the suboptimal algorithm, the implementation of

the subcarrier allocation in step 1 requires a complexity of

O (NNsc), whereas the subcarrier pairing in step 2 imposes

a complexity of O (2Nsc). However, the power allocation

adds a complexity of O
(
V 3 + 2

)
and O (2(2N)̟) for

NN2
sc subproblems in a similar way to the EEM algorithm,

respectively. If the dual objective function g (µ,ν) converges

in W ′ iterations (without loss of generality let W ′ = W ),

then the total complexity for the suboptimal algorithm

becomes O
(
2UWNsc(2N)̟(N + 2 +NNsc(V

3 + 2)
)
.

The complexity of the exhaustive search is given by

O
(
2UW (2N)̟NNsc!(V 3 + 2)

)
.

VII. EXTENSION OF DESIGN FRAMEWORK

It is noteworthy that the design framework can be easily

extended to accommodate a more general scenarios in mul-

tiuser AF relay network as follows: 1) multiuser relay network

with an eavesdropper and 2) a two-phase multiuser full-duplex

multi-relay network. We discuss the extensibility of our design

framework as well as joint subcarrier pairing, subcarrier and

power allocation methodology to these two scenarios in the

following.

A. Multiuser Relay Network with an Eavesdropper

Our design framework can be extended to accommodate this

scenario by modifying the network utility function. The signal

received from source node Sn at the eavesdropper node on the

j-th subcarrier can be written as

y
(j)
SnE

= h
(j)
SnE

√

P
(j)
Sn

x
(j)
Sn

+ n
(j)
E , (44)

where h
(j)
SnE

denotes the channel fading coefficient from the

n-th source node to the eavesdropper on the j-th subcarrier

and n
(j)
E ∼ CN

(
0, σ2

E

)
, ∀j, is the AWGN at the evasdropper

with power σ2
E . Then the corresponding SNR is

γ
(j)
SnE

=
P

(j)
Sn

∣
∣
∣h

(j)
SnE

∣
∣
∣

2

σ2
E

, (45)

The capacity of the illegal link for the n-th source node is

written as

RSnE =
1

2
log2

(

1 + γ
(j)
SnE

)

, (46)

From (6) and (46), the secrecy rate of the network can be

expressed as

RS (P,PR,Λ,Ω) =

N∑

n=1

[Rn −RSnE ]
† ;

=
1

2

N∑

n=1

Nsc∑

j=1

Nsc∑

k=1

Λj,kΩ(j,k)
n

[

log2

(

1 + Υ
(j,k)
n

1 + γ
(j)
SnE

)]†

, (47)

Then the network utility function can be formulated as

US (P,PR,Λ,Ω) =

RS (P,PR,Λ,Ω)−£PT (P,PR,Λ,Ω) , (48)

Using (48), the new optimization problem can be formulated

and solved in a similar way as the problem (OP1). This

model can be easily generalized to the scenario of multiple

eavesdroppers in wireless networks.

B. Multiuser Relay Network with Full-Duplex Multi-Relay

Full-duplex (FD) relaying has potential to double the SE

by transmitting and receiving simultaneously in the same

frequency band. However, the self-interference (SI) caused

by the signal leakage dominates the performance of FD

relaying system. Thanks to the advancement in interference

cancellation techniques and transmit/receive antenna isolation

[27] which enabled the FD relaying to combat with SI, and

thereby leading to FD relaying well deserved attention from
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both industry and academic [27]. The design framework can

be extended to multiuser FD multi-relay network where M
relay nodes Rm, m ∈ {1, . . . ,M} operate in FD mode and

are equipped with a single antenna for enabling simultaneous

transmission and reception5.

Let P
(j)
Sn

, P
(k)
Rm

denote the power transmitted by source Sn

and relay Rm on subcarriers j and k, respectively. At the time

instant t, the N source nodes concurrently transmit signals to

all the relay nodes. Thus, the received signal at the m-th relay

node on subcarrier j can be given by

y
(j)
Rm

(t)=

N∑

n=1

h
(j)
Sn,Rm

√

P
(j)
Sn

x
(j)
Sn

(t) + h
(j)
Rm

x
(k)
Rm

(t) + n
(j)
Rm

(t),

(49)

where h
(j)
Sn,Rm

and x
(j)
Sn

represent the channel coefficient from

the n-th source node to the m-th relay node and and the

transmit signal by the n-th source node on subcarrier j at time

instant t, respectively, with E

∣
∣
∣x

(j)
Sn

∣
∣
∣

2

= 1, n
(j)
Rm

(t) indicates the

AWGN at the relay node on subcarrier j with zero mean and

variance E

[∣
∣
∣n

(j)
Rm

∣
∣
∣

2
]

= σ
(j)2

Rm
. h

(j)
Rm

denotes the SI channel

on subcarrier j at the m-th relay node. x
(k)
Rm

(t) is the signal

transmitted by the m-th relay node at the time instant t on

subcarrier k and is expressed as

x
(k)
Rm

(t) = ρ
(k)
Rm

y
(j)
Rm

(t− 1) , (50)

By substituting(49) into (50) and taking into account the relay

transmit power P
(k)
Rm

, the normalized amplification factor ρ
(k)
Rm

can be written as

ρ
(k)
Rm

=

√
√
√
√
√
√

P
(k)
Rm

N∑

n=1
P

(j)
Sn

∣
∣
∣h

(j)
Sn,Rm

∣
∣
∣

2

+ P
(k)
Rm

∣
∣
∣h

(j)
Rm

∣
∣
∣

2

+ σ
(j)2

Rm

, (51)

The received signal at the destination node Dn from the relay

node Rm on the k-th subcarrier can be expressed as in (52), as

shown on the top of the next page. From (52), the equivalent

SINR of the virtual channel between source Sn and destination

Dn can be written as in (53), as shown on the top of the next

page. Similar to (7) and (8), the total sum rate and the power

dissipation in the network can be mathematically posed as

RT (P,PR,Λ,Ω) =
N∑

n=1

M∑

m=1

Nsc∑

j=1

Nsc∑

k=1

Λ(j,k)Ω(j,k)
n,m log2

(

1 + Υ(j,k)
n,m

)

, (54)

PT (P,PR,Λ,Ω) =
N∑

n=1

M∑

m=1

Nsc∑

j=1

Nsc∑

k=1

Λ(j,k)Ω(j,k)
n,m

(

P
(j)
Sn

+ P
(k)
Rm

)

+XC , (55)

where PR = {P (k)
Rm

}, ∀m, k and Ω = {Ω(j,k)
n,m }, ∀n,m, j, k.

If the user pair n is communicating with the assistance of the

relay m over subcarrier pair (j, k), Ω
(j,k)
n,m is one, otherwise it

5Note that FD radio prototypes equipped with a circulator can transmit and
receive signals simultaneously with a single antenna [28].

is zero. Using (54) and (55), the network utility function can

be mathematically written as

U (P,PR,Λ,Ω) =

RT (P,PR,Λ,Ω)−£PT (P,PR,Λ,Ω) , (56)

Using (56), the optimization problem for multiuser full-duplex

multi-relay network can be formulated and solved in a similar

way as the problem (OP1), but with modification of the

constraints (C.5) of the problem (OP1) as follows:

M∑

m=1

Ω(i,j)
m,n = 1, ∀n, (j, k) ;

N∑

n=1

Ω(i,j)
m,n = 1, ∀m, (j, k),

Remark: Multi-relay has the advantage of increasing the

diversity gain and flexibility of the network compared with

single relay. In addition, multi-relay cooperation can solve

the over load problem of single relay. However, the multi-

relay brings up a lot of new challenges. It is evident from

[3] that relay stations consume up to fifty-five percent of

the entire power in a typical wireless network. In multi-relay

cooperative networks, if all the relay stations are active, the

static power consumption of relay stations is considerably

high and this could be a significant portion of the whole

power consumption. Besides, the system complexity increases

with the increasing the number of relays in the networks.

For example: the complexity of the EEM algorithm under FD

multi-relay is O
(
2UWN2

sc(2N)̟(MN(V 3 + 3) +Nsc)
)
. In

contrast, single relay is of importance for practical implemen-

tation because it not only reduces the unnecessary static power

consumption and the system complexity but also improves the

system spectral efficiency (SE) while maintaining its diversity

order.

VIII. NUMERICAL RESULTS

In this section, we present the simulation results to demon-

strate the effectiveness of the proposed resource allocation

algorithms. The considered multiuser relay network is com-

posed of N user pairs and a single relay node. For simu-

lation, we consider both the Rayleigh fading and the log-

normal shadowing effects which are given by CN (0, 1)
and lnN (0, 8 dB), respectively. A path loss model in the

Third-Generation Partnership Project (3GPP), described as

131.1 + 42.8 × log10 (d) dB (d : distance in km) [33] is

taken into consideration. The QoS requirement for each user

per subcarrier pair is given as Υm,min > −20 dB. The

maximum transmit power is set as Pmax = 25 dBm. The

maximum number of iterations and the convergence tolerance

value in the proposed algorithms are 10 and 10−5, respectively,

while circuit and processing power dissipation at each node is

assumed to be 10 dBm. The subcarrier spacing and the thermal

noise density are considered as 12 kHz and −174 dBm/Hz,

respectively. dSR and dRD denote the distance from all source

nodes to the relay and from the relay to all destination nodes,

respectively. The performance of the proposed algorithms with
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y
(k)
RmDn

(t) = g
(k)
RmDn

ρ
(k)
Rm

h
(j)
SnRm

√

P
(j)
Sn

x
(j)
Sn

(t− 1)
︸ ︷︷ ︸

Desired Signal

+ g
(k)
RmDn

ρ
(k)
Rm

N∑

l=1,l 6=n

h
(j)
SlRm

√

P
(j)
Sl

x
(j)
Sl

(t− 1)

︸ ︷︷ ︸

MultiUser Interference

+ g
(k)
RmDn

ρ
(k)
Rm

h
(j)
Rm

x
(k)
Rm

(t− 1)
︸ ︷︷ ︸

Self Interference

+ g
(k)
RmDn

ρ
(k)
Rm

n
(j)
Rm

(t− 1) + n
(k)
Dn

(t)
︸ ︷︷ ︸

Noise

, (52)

Υ(j,k)
n,m =

ρ
(k)
Rm

P
(j)
Sn

∣
∣
∣h

(j)
SnRm

g
(k)
RmDn

∣
∣
∣

2

ρ
(k)
Rm

∣
∣
∣g

(k)
RmDn

∣
∣
∣

2 N∑

l=1,l 6=n

P
(j)
Sl

∣
∣
∣h

(j)
SlRm

∣
∣
∣

2

+ ρ
(k)
Rm

∣
∣
∣g

(k)
RmDn

h
(j)
Rm

∣
∣
∣

2

+ ρ
(k)
Rm

∣
∣
∣g

(k)
RmDn

∣
∣
∣

2

σ
(j)2

Rm
+ σ

(k)2

Dn

, (53)

FD relaying depend on the effective self-interference cancella-

tion methods [27], and thus the self-interference cancellation

amount of FD is set to 60 dB. The proposed algorithms are

compared with the following algorithms:

• Exhaustive search (ES) algorithm: This algorithm ex-

plores over all variables for each possible solutions to

give the optimal solution.

• A scheme in Ref. [20]: This is power allocation scheme

for relay-assisted multiuser networks, and the perfor-

mance of this work is included with QoS constraints and

without beamforming for a fair comparison.

• SEM algorithm: This is conventional sum rate maximiza-

tion problem, which is also a degenerated case of our

proposed EEM resource allocation scheme when £ = 0.

• ESPA algorithm: Under this case, the available power

budget is equally distributed over all the subcarriers

among all the users.

We first look into the convergence behavior of the proposed

algorithms and the effect of price on average EE and SE.

Fig. 2(a) shows the convergence behavior of the ES and the

proposed algorithms for a single channel realization, where

N = 2, Nsc = {2, 4}, Pmax = 25 dBm and dSR =
dRD = 200 m. As can be seen that the EE performance of the

ES and the proposed algorithms monotonically increases the

with each iteration initially, however, it converges in less than

five iterations. Fig. 2(b) presents the effect of different price

£ on the average EE and SE performance of the proposed

EEM algorithm when N = 2, Nsc = 4, Pmax = 10 dBm

and dSR = dRD = 200 m. As expected, the average SE

performance decreases as the price £ increases, whereas we

achieve the maximum EE in terms of the price at £ = 0.2.

This leads to a trade-off between the EE and SE.

Fig. 3 depicts the performance comparison of various al-

gorithms. The parameter settings are N = 2, Nsc = 4, and

dSR = dRD = 200 m. As can been observed that the average

EE is significantly improved as Pmax increases and when

Pmax ≤ 10 dBm, the optimal ES, the EEM, suboptimal and

SEM algorithms exhibit approximately identical average EE

or SE performance due to limited power budget. However,

when Pmax > 10 dBm, the average EE performance of

the ES, EEM and suboptimal algorithms become constant,

whereas that of the SEM algorithm quickly declines as Pmax

increases because each user utilizes maximum transmit power

in order to enhance their sum rate. On the other side, the

average SE of the proposed algorithms is slowly saturated for

Pmax > 10 dBm, while the performance of the SEM algorithm

is continuously improved as Pmax increases. The average EE

and SE performance of Ref. [20] with QoS constraint and

ESPA is worst as compared to that of the EEM and SEM

algorithms.

Fig. 4 shows the effect of the number of subcarriers Nsc

on the average EE and SE of the proposed algorithms. The

parameter settings are N = 2 and dSR = dRD = 200 m. It can

be observed that the average EE can be significantly improved

as Pmax increases and when Pmax ≤ 10 dBm, the EEM and

suboptimal algorithms exhibit approximately identical average

SE performance due to limited power budget. However, when

Pmax > 15 dBm, the average EE and SE performance of both

algorithms become constant. When the number of subcarriers

Nsc increases, the average EE improves due to the frequency

diversity.

The effect of number of users on the average EE and SE

performance is depicted in Fig. 5 for Nsc = 6 and dSR =
dRD = 200 m. As expected, the average EE performance

of the EEM algorithm decreases when N increases due to

increase in the static power dissipation. On the other hand,

the average SE is improved because of the multiuser diversity.

From 5, we can observed that when Pmax > 10 dBm, the

average SE of the EEM algorithm improves at the cost of a

degradation in the average EE.

Fig. 6 shows the average EE and SE performance compar-

ison of FD and HD relaying networks under N = 2, M = 1,

Nsc = 8, and dSR = dRD = 200 m. It further reveals that the

average EE and SE of the proposed algorithms can be rapidly

enhanced as Pmax increases, and it becomes constant when

Pmax ≥ 10 dBm. Moreover, the proposed algorithms with

FD outperforms the existing HD, because HD requires much

higher transmission power to achieve higher throughput.

Fig. 7 shows the average EE and SE performance compari-

son of the proposed EEM algorithm for HD relaying network

in the presence and absence of an eavesdropper node with

N = 2, Nsc = 4, and dSR = dRD = 200 m. It is evident

that the average EE and SE of the proposed algorithms can be

rapidly enhanced as Pmax increases, and it becomes steady for
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Fig. 2. Convergence behavior of the proposed algorithms and effect of
different network prices on average EE and SE.

higher power regimes, i.e., Pmax ≥ 15 dBm. Moreover, the

proposed algorithms without eavesdropper node outperforms

the system with eavesdropper, because eavesdropper node acts

as a malicious node, thereby, it fetches a packet and does

not forward it to the destination nodes, hence it significantly

degrade the performance of the network, especially, when

compared to the system without eavesdropper node.

IX. CONCLUDING REMARKS AND FUTURE DIRECTIONS

In this paper, we have investigated how to find best sub-

carrier allocation, subcarrier pairing and power allocation in

relay-assisted multiuser AF relay networks in the direction

of ameliorating enhance the energy utilization among users,
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Fig. 3. Performance comparison of various algorithms with N = 2, Nsc =
4, and dSR = dRD = 200 m.

subject to a total transmit power and user QoS constraints.

A network utility-based resource allocation problem was for-

mulated. The original problem was a non-convex MINLP

problem. We transformed this problem into a convex one

through a series of transformations and thereby, obtained the

near-optimal solution through the proposed iterative EEM

algorithms. We also illustrated the relationship between £

and the network EE. To counterbalance the complexity, a

suboptimal algorithm was also investigated showcasing com-

parable performance gains through simulation results. For

more insights, complexity of various algorithms and two-user

case for different noise regimes were analyzed. Further, the

performance of the proposed algorithms were compared with
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Fig. 4. Effect of number of subcarriers on the average EE and SE under
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that of the SEM and Ref. [20] with QoS by extensive computer

simulations, and the effect of the number of subcarriers and the

users were shown. The simulation results demonstrate that the

performance of the proposed algorithms is superior to that of

the other candidates. The inclusion of user scheduling, multi-

antennas, MIMO multi-relay, relay selection, and antenna

beamforming will be considered in the future works.

APPENDIX A

PROOF OF THEOREM 1

For the coefficients α(u) and β(u), let(

P̂
⋆(u), P̂

⋆

R(u),Λ
⋆(u),Ω⋆(u)

)

be the optimal solution.

5 10 15 20 25
0.40

0.42

0.44

0.46

0.48

0.50

0.52

0.54

0.56

0.58

A
ve

ra
ge

 E
E

 [b
its

/m
Jo

ul
e/

H
er

tz
]

 

 

N=2
N=3

Average EE

5 10 15 20 25
3.0

3.2

3.4

3.6

3.8

4.0

4.2

4.4

4.6

4.8

5.0

A
ve

ra
ge

 S
E

 [b
its

/s
ec

/H
er

tz
]

 

 

N=2
N=3

Average SE

Fig. 5. Effect of number of users on the average EE and SE performance
of the EEM algorithm (Nsc = 6 and dSR = dRD = 200 m).
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Fig. 6. Performance of EEM algorithm with FD and HD for N = 2, M = 1,
Nsc = 8 and dSR = dRD = 200 m.

Then, if we update these coefficients using (34) and (35) in

accordance with (12)–(14), we get

ULB

(

P̂
⋆(u), P̂

⋆

R(u),Λ
⋆(u),Ω⋆(u),α⋆(u),β⋆(u)

)

6 U
(

P̂
⋆(u), P̂

⋆

R(u),Λ
⋆(u),Ω⋆(u)

)

=ULB

(

P̂
⋆(u), P̂

⋆

R(u),Λ
⋆(u),Ω⋆(u),α⋆(u+ 1),β⋆(u+ 1)

)

;

(A.1)
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Fig. 7. Performance of EEM algorithm in the presence of an eavesdropper
with N = 2, Nsc = 4 and dSR = dRD = 200 m.

From optimization problem (OP3) it directly implies that

ULB

(

P̂
⋆(u), P̂

⋆

R(u).Λ
⋆(u),Ω⋆(u),α⋆(u+ 1),β⋆(u+ 1)

)

6 ULB

(

P̂
⋆(u+ 1), P̂

⋆

R(u+ 1),Λ⋆(u+ 1),Ω⋆(u+ 1),

α⋆(u+ 1),β⋆(u+ 1)
)

, (A.2)

Hence, the lower bound performance ULB is monotonically

increased with each iteration until convergence.

APPENDIX B

PROOF OF THEOREM 2

Let Y be the feasible set of the problem (OP1) and

(P,PR,Λ,Ω) ∈ Y , then

£ = max
P,PR,Λ,Ω

RT (P,PR,Λ,Ω)

PT (P,PR,Λ,Ω)
=

RT (P⋆,P⋆
R,Λ

⋆,Ω⋆)

PT (P⋆,P⋆
R,Λ

⋆,Ω⋆)
;

⇒ RT (P⋆,P⋆
R,Λ

⋆,Ω⋆)

PT (P⋆,P⋆
R,Λ

⋆,Ω⋆)
>

RT (P,PR,Λ,Ω)

PT (P,PR,Λ,Ω)
, (B.1)

From (B.1), we have

RT (P,PR,Λ,Ω)−£PT (P,PR,Λ,Ω) 6 0; (B.2)

RT (P⋆,P⋆
R,Λ

⋆,Ω⋆)−£PT (P⋆,P⋆
R,Λ

⋆,Ω⋆) = 0. (B.3)

As can been seen in (B.3), the local maximum is achieved by

(P⋆,P⋆
R,Λ

⋆,Ω⋆). Let us suppose £
⋆ is the optimal penalty,

this implies that

£
⋆ =

RT (P⋆,P⋆
R,Λ

⋆,Ω⋆)

PT (P⋆,P⋆
R,Λ

⋆,Ω⋆)
, (B.4)

From (B.2) and (B.4), we get

RT (Pj , PRk
,Λ,Ω)

PT (Pj , PRk
,Λ,Ω)

6 £
⋆ =

RT (P⋆,P⋆
R,Λ

⋆,Ω⋆)

PT (P⋆,P⋆
R,Λ

⋆,Ω⋆)
; (B.5)

, RT (P⋆,P⋆
R,Λ

⋆,Ω⋆)−£
⋆PT (P⋆,P⋆

R,Λ
⋆,Ω⋆) , (B.6)

The equation (B.6) shows that when the optimal resource

allocation strategies satisfy the balance equation, we get the

optimal penalty £
⋆.

APPENDIX C

PROOF OF THEOREM 3

Let Q(£(l)) = RT (P⋆,P⋆
R,Λ

⋆,Ω⋆) −
£

⋆PT (P⋆,P⋆
R,Λ

⋆,Ω⋆) be a function in a sequence

£(l), we have

Q(£(l)) > RT (P⋆(l − 1),P⋆
R(l − 1),Λ⋆(l − 1),Ω⋆(l − 1))

−£(l)PT (P⋆(l − 1),P⋆
R(l − 1),Λ⋆(l − 1),Ω⋆(l − 1))

(C.1)

where the coefficients α(l − 1) and β(l − 1) are updated in

accordance with £(l). From (C.1)

Q(£(l)) = RT (P⋆(l),P⋆
R(l),Λ

⋆(l),Ω⋆(l))

−£(l)PT (P⋆(l),P⋆
R(l),Λ

⋆(l),Ω⋆(l))

= (£(l + 1)−£(l))PT (P⋆(l),P⋆
R(l),Λ

⋆(l),Ω⋆(l)) > 0
(C.2)

Since PT

(
P

⋆
j (l), P

⋆
Rk

(l),Λ⋆(l),Ω⋆(l)
)
> 0 ⇒ £(l + 1) >

£(l). Hence this theorem is proved.
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