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Abstract

Self-dual codes, which are codes that are equal to their orthogonal, are a widely

studied family of codes. Various techniques involving circulant matrices and matrices

from group rings have been used to construct such codes. Moreover, families of rings

have been used, together with a Gray map, to construct binary self-dual codes. In

this paper, we introduce a new bordered construction over group rings for self-dual

codes by combining many of the previously used techniques. The purpose of this is

to construct self-dual codes that were missed using classical construction techniques

by constructing self-dual codes with different automorphism groups. We apply the

technique to codes over finite commutative Frobenius rings of characteristic 2 and

several group rings and use these to construct interesting binary self-dual codes. In
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particular, we construct some extremal self-dual codes length 64 and 68, constructing

30 new extremal self-dual codes of length 68.

Key Words: Group rings; self-dual codes; codes over rings; extremal codes; bordered

constructions.

1 Introduction

Self-dual codes are a well known and broadly studied class of codes. They are very interesting

due, in part, to their connections to lattices and designs and applications in cryptography,

invariant theory, and design theory. Much attention has been paid to the existence of

extremal self-dual codes (codes that meet a certain bound) and to the many techniques

used to construct these codes. In this paper, we shall introduce a new construction which is

used to produce numerous self-dual codes. In particular, this construction seeks to construct

codes that would be missed by other constructions.

A large number of techniques to produce self-dual codes involve circulant matrices, re-

verse circulant matrices and block circulant matrices. Recall that a circulant matrix is an

n × n matrix obtained by considering the vector (a1, a2, . . . , an) and all its cyclic shifts (to

the right) as rows. A reverse circulant matrix is an n×n matrix obtained by considering the

vector (a1, a2, . . . , an) and all its cyclic shifts (to the left) as rows. A circulant block matrix

is an nl× nt matrix by considering (A1, A2, . . . , An) and all its cyclic shifts (to the right) as

rows where each Ai is a l × t matrix.

The double circulant construction is one of the most extensively applied constructions

that is used to produce self-dual codes. It uses matrices of the form (I|A) where A is a

circulant matrix and A satisfies AAT = −In. This technique was first introduced in the

1960s (see [4, 25]). It has been implemented significantly since its inception (see [17–21]).

In [26], Kaya et. al. modified the pure circulant construction where the matrix A is

replaced with 
1 1 x y

1 1 y x

zT tT A B

tT zT B A


where A is an n × n circulant matrix, B is a n × n reverse circulant matrix and y, x, z, t

are vectors of length n.

In [14], this construction was modified further to take the form:(
A B

BT C

)
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where A is a circulant matrix, B is a block circulant matrix (four blocks) and C is a matrix

that arises from a group ring construction. In this work, we generalize this construction by

letting A be a 2n-circulant matrix, B be a block circulant matrix (2n-blocks), and C be a

matrix that arises from a group ring construction.

The motivation for these generalizations is to construct self-dual codes which are not

previously known. In [12], it shown that using simpler forms can cause the automorphism

group of the code to contain certain groups. We wish to alter the form so that codes with

different automorphism groups can be found which leads to new codes, namely codes that

do not contain certain groups in their automorphism groups.

It is well known that group rings can be very useful when constructing codes and in

particular self-dual codes. In [1], the binary extended Golay code was constructed from an

ideal of the group algebra F2S4 where F2 is the Galois field of two elements and S4 is the

symmetric group on four elements. An isomorphism between a group ring and a certain

subring of the n×n matrices over the ring was introduced in [23]. It is shown in [24,28] that

this isomorphism can prove to be very useful in constructing self-dual codes. The [48, 24, 12]

Pless code was constructed using the group algebra F2D48 in [29] where D48 is the dihedral

group of order 48. In [11, 12], the idea was extended to any group G and G-codes were

defined as codes that are ideals in the group ring RG, where R is a finite Frobenius ring. A

connection between certain group ring elements and self-dual codes was established in [16].

In the following sections, we will provide important concepts required for later sections.

Next, we will introduce our new construction and provide some important results relating

to this construction. We will conclude with the implementation of this construction using

MAGMA (see [2] for a complete description of this computer algebra system).

2 Preliminaries

In this section, we will define self-dual codes over Frobenius rings of characteristic 2. Next,

we will introduce a family of rings called Rk. Additionally, we will introduce the ring F4+uF4.

We will finish with an introduction to group rings and an established isomorphism between

a group ring and a certain subring of the n× n matrices over a ring.

2.1 Self-Dual codes

In this paper, all rings are assumed to be commutative, finite, Frobenius rings with a mul-

tiplicative identity. Denote the character module of R by R̂. Frobenius rings can be char-

acterized as follows. For a finite ring R the following are equivalent:

• R is a Frobenius ring.

• As a left module, R̂ ∼= RR.
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• As a right module, R̂ ∼= RR.

A code over a finite commutative ring R is said to be any subset C of Rn. If the code is a

submodule of the ambient space then the code is said to be linear. We attach the usual inner

product to the ambient space, specifically the inner-product is given by [v,w] =
∑
viwi.

The orthogonal with respect to this inner-product is defined as C⊥ = {w | w ∈ Rn, [v,w] =

0,∀v ∈ C}. The orthogonal is always a linear code. Since the ring is Frobenius, we have

that for all linear codes over R, |C||C⊥| = |R|n. The proof of this theorem and a complete

description of codes over finite commutative rings can be found in [11].

If a code satisfies the condition that C = C⊥, then the code C is said to be a self-dual

code. If the code satisfies the condition that C ⊆ C⊥, then the code is said to be a self-

orthogonal code. For binary codes, a self-dual code where all weights are congruent to 0

(mod 4) is said to be Type II and a self-dual binary code is said to be Type I otherwise. The

bounds on the minimum distances for self-dual codes are given in [30] and are as follows.

Theorem 2.1. ([30]) Let dI(n) and dII(n) be the minimum distance of a Type I and Type

II binary code of length n, respectively. Then

dII(n) ≤ 4b n
24
c+ 4

and

dI(n) ≤

{
4b n

24
c+ 4 if n 6≡ 22 (mod 24)

4b n
24
c+ 6 if n ≡ 22 (mod 24).

Self-dual codes that meet these bounds are called extremal.

2.2 The family of rings Rk

In this subsection, we shall define a very important family of rings with characteristic 2,

which we shall use extensively in our constructions.

We denote the family by Rk, these were first defined in [6] and [10]. For k ≥ 1, define

Rk = F2[u1, u2, . . . , uk]/〈u2i = 0, uiuj = ujui〉. (1)

Alternatively, we can define them recursively as:

Rk = Rk−1[uk]/〈u2k = 0, ukuj = ujuk〉 = Rk−1 + ukRk−1. (2)

For any subset A ⊆ {1, 2, . . . , k} we will fix

uA :=
∏
i∈A

ui (3)
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with the convention that u∅ = 1. It follows that any element of Rk can be represented as∑
A⊆{1,...,k}

cAuA, cA ∈ F2. (4)

From this we can easily observe that

uAuB =

{
0 if A ∩B 6= ∅
uA∪B if A ∩B = ∅.

It follows that (∑
A

cAuA

)(∑
B

dBuB

)
=

∑
A,B⊆{1,...,k},A∩B=∅

cAdBuA∪B.

It is shown in [10], that each Rk is a commutative, Frobenius ring with |Rk| = 2(2k).

The following lemma can be found in [14].

Lemma 2.2. An element γ of Rk that is a unit satisfies γ2 = 1. An element α of Rk that

is a non-unit satisfies α2 = 0.

We shall now define a Gray map from Rk to F2k

2 . This first appeared in [10]. For R1

we have the following map: φ1(a + bu1) = (b, a + b). Then, let c ∈ Rk, c can be written as

c = a+ buk, a, b ∈ Rk−1. Then

φk(c) = (φk−1(b), φk−1(a+ b)). (5)

The map φk is a distance preserving map and the following is shown in [6].

Theorem 2.3. Let C be a self-dual code over Rk, then φk(Rk) is a binary self-dual code of

length 2kn.

The next result, which was introduced in [9], proves very useful when extending codes

over R1.

Theorem 2.4. Let C be a self-dual code over Rk of length n and G = (ri) be a j×n generator

matrix for C, where ri is the i-th row of G, 1 ≤ i ≤ k. Let c be a unit in Rk and X be a

vector in Rk
n with 〈X,X〉 = 1. Let yi = 〈ri, X〉 for 1 ≤ i ≤ k. Then the following matrix

1 0 X

y1 cy1 r1
...

...
...

yk cyk rk

 ,

generates a self-dual code C ′ over Rk of length n+ 2.
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2.3 The ring F4 + uF4

We shall now define the ring F4 + uF4, which we shall also use to construct self-dual codes.

Let F4 = F2 (ω) be the quadratic field extension of F2, where ω2 + ω + 1 = 0. The ring

F4 + uF4 is defined as F4[u]/〈u2〉. We note that F4 + uF4 can be viewed as an extension of

F2 + uF2 and so we can describe any element of F4 + uF4 in the form ωa + ω̄b uniquely,

where a, b ∈ F2 + uF2. In order to fit the upcoming tables, we use hexadecimals to denote

the elements of F4 + uF4 with the ordered basis {uω, ω, u, 1}.
In [15] and [8] the following Gray maps were introduced:

ψF4 : (F4)
n → (F2)

2n ϕF2+uF2 : (F2 + uF2)
n → F2n

2

aω + bω 7→ (a, b) , a, b ∈ Fn2 a+ bu 7→ (b, a+ b) , a, b ∈ Fn2 .

Those were generalized to the following maps in [27]:

ψF4+uF4 : (F4 + uF4)
n → (F2 + uF2)

2n ϕF4+uF4 : (F4 + uF4)
n → F2n

4

aω + bω 7→ (a, b) , a, b ∈ (F2 + uF2)
n a+ bu 7→ (b, a+ b) , a, b ∈ Fn4 .

These maps preserve orthogonality in the corresponding alphabets. Moreover, the binary

images ϕF2+uF2 ◦ ψF4+uF4 (C) and ψF4 ◦ ϕF4+uF4 (C) are equivalent. The Lee weight of an

element is defined to be the Hamming weight of its binary image under the Gray map. We

have the following result from [27].

Proposition 2.5. ([27]) Let C be a code over F4 + uF4. If C is self-orthogonal, so are

ψF4+uF4 (C) and ϕF4+uF4 (C). The code C is Type I (resp. Type II) over F4 + uF4 if and

only if ϕF4+uF4 (C) is a Type I (resp. Type II) F4-code, if and only if ψF4+uF4 (C) is a Type

I (resp. Type II) F2 + uF2-code. Furthermore, the minimum Lee weight of C is the same as

the minimum Lee weight of ψF4+uF4 (C) and ϕF4+uF4 (C).

Corollary 2.6. Suppose that C is a self-dual code over F4 + uF4 of length n and minimum

Lee distance d. Then ϕF2+uF2 ◦ ψF4+uF4 (C) is a binary [4n, 2n, d] self-dual code. Moreover,

C and ϕF2+uF2 ◦ ψF4+uF4 (C) have the same weight enumerator. If C is Type I (Type II),

then so is ϕF2+uF2 ◦ ψF4+uF4 (C).

2.4 Certain Matrices and Group Rings

We shall now introduce group rings and a special isomorphism between the group ring and

a certain subring of n× n matrices over a ring.

Throughout this article, let circ(a1, a2, . . . , an) denote the n× n circulant matrix and let

CIRC(A1, A2, . . . , An) denote the circulant block nl × nt matrix where Ai is a l × t matrix.

Let G be a finite group of order n, then the group ring RG consists of
∑n

i=1 αigi, αi ∈ R,

gi ∈ G. Addition in the group ring is done by coordinate addition, namely
n∑
i=1

αigi +
n∑
i=1

βigi =
n∑
i=1

(αi + βi)gi. (6)
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The product of two elements in a group ring is given by(
n∑
i=1

αigi

)(
n∑
j=1

βjgj

)
=
∑
i,j

αiβjgigj. (7)

It follows that the coefficient of gi in the product is
∑

gigj=gk
αiβj.

We restrict ourselves to finite groups since we are only concerned with using finite groups

to construct codes by group rings. Throughout this paper, we shall use eG to denote the

identity element of any group G.

The following construction of a matrix was first given by Hurley in [23], where it was done

where the ring was a finite field. It was generalized to Frobenius rings in [12]. Let R be a

finite commutative Frobenius ring of characteristic 2 and let G = {g1, g2, . . . , gn} be a group

of order n. Let v =
n∑
i=1

αgi ∈ RG. Define the matrix σ(v) ∈ Mn(R) to be σ(v) = (αg−1
i gj

)

where i, j ∈ {1, . . . , n}. We note that the elements g−11 , g−12 , . . . , g−1n are the elements of the

group G in a given order. In this paper, we will be using group rings where the group has

order 8 and the ring is a Frobenius, commutative and has characteristic 2. We will now

describe σ(v) for the following group rings RG where G ∈ {Cn, D2n, Cm × Cn, Cmn}.

• Let G = 〈x |xn = 1〉 ∼= Cn. If v =
n−1∑
i=0

αi+1x
i ∈ RCn, then σ(v) = circ(α0, α1, . . . , αn−1)

where αi ∈ R.

• Let G = 〈x, y |xn = y2 = 1, xy = x−1〉 ∼= D2n. If v =
n−1∑
i=0

1∑
j=0

αi+nj+1x
iyj, then

σ(v) =

(
A B

BT AT

)

where A = circ(α1, . . . , αn), A = circ(αn+1, . . . , α2n) and αi ∈ R.

• Let G = 〈x, y |xn = ym = 1, xy = yx〉 ∼= Cm × Cn If v =
m−1∑
i=0

n−1∑
j=0

α1+i+mjx
iyj ∈

R(Cm × Cn), then

σ(v) = CIRC(A1, . . . , An)

where Aj+1 = circ(α1+mj, α2+mj, . . . , αm+mj), αi ∈ R and m,n ≥ 2.

• Let G = Cm,n = 〈x |xmn = 1〉. If v =
m−1∑
i=0

n−1∑
j=0

α1+i+mjx
ni+j ∈ RCm,n, then
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σ(v) =


A1 A2 A3 A4 ··· An−1 An

A′n A1 A2 A3 ··· An−2 An−1

A′n−1 A′n A1 A2 ··· An−3 An−2

A′n−2 A
′
n−1 A

′
n A1 ··· An−4 An−4

...
...

...
...

...
...

...
A′3 A′4 A′5 A′6 ··· A1 A2

A′2 A′3 A′4 A′5 ··· A′n A1


whereAj+1 = circ(α1+mj, α2+mj, . . . , αm+mj), A

′
j+1 = circ(αm+mj, α1+mj, . . . , α(m−1)+mj),

αi ∈ R and m,n ≥ 2.

Before we proceed to the next section, we need to provide an important result regarding

the determinant of a matrix of the form CIRC(A1, A2, . . . , Apm) where each Ai is a p × p
circulant matrix over a finite commutative Frobenius ring of characteristic p, p is a prime

and m is a positive integer.

We begin with some preliminary results.

In a slight departure from the previous notation, we shall consider a circulant matrix to

be of the form: 
a0 a1 a2 . . . an−1
an−1 a0 a1 . . . an−2

...
...

...
. . .

...

a1 a2 a3 . . . a0

 . (8)

This form enables us to index the matrix with 0, 1, . . . , n− 1 and say that the entry Mi,j =

ai−j where i− j is done in the ring Zn. For any matrix M define the determinant of M by

|M |. We shall take the Leibniz formula for the determinant of an n by n matrix which is

|M | =
∑
σ∈Sn

(sgn(σ)
n∏
i=1

ai,σi), (9)

where Sn is the symmetric group on n letters. Recall that a transversal of the n by n grid is n

coordinates where no two coordinates share a row or column. We note that there are n! such

transversals and that |Sn| = n!. The determinant is then the sum of the product along all

transversals where the sign in front of each product is given by the sign of the permutation

σ. Note also that we are not assuming any algebraic structure among the elements of the

matrix, that is we are proceeding strictly combinatorially.

Lemma 2.7. Let M be the circulant matrix given in Equation (8). Then if the product∏
k∈J ak appears in |M | where |J | > 1 then the product

∏
k∈J ak appears n times.

Proof. If the product appears in the transversal

ai1,j1 , ai2,j2 , . . . , ain,jn
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then it appears in the transversal

ai1+1,j1+1, ai2+1,j2+1, . . . , ain+1,jn+1

since ik + 1− (jk + 1) = ik − jk and so the same n terms occur in the product as long as the

two sets are not the same. The sets where they are the same occur at transversals {(i, j)}
where i− j is a constant in the set. These correspond to the products ani .

If σ is the permutation sending ik to jk, let σ′ be the permutation sending ik+1 to jk+1,

then σ and σ′ are related by

σ′ = (0, 1, 2, . . . , n− 1)σ(n− 1, n− 2, . . . , 0).

Therefore, sgn(σ) = sgn(σ′) since (0, 1, 2, . . . , n− 1) and (n− 1, n− 2, . . . , 0) have the same

sign.

Lemma 2.8. Let M be the circulant matrix given in Equation (8), where the ai come from

a ring with characteristic p, a prime with p = n. Then

|M | = an0 + an1 + . . . ann−1.

Proof. By Lemma 2.7 The coefficient of each term other than ani is n and p divides n so

each of those terms disappear.

Then the coefficient of ai is sgn(σ) where σ(j) = j + i. If p is 2, then −1 = 1 and if p is

odd, then the sign of σ is 1. This gives the result.

Since we have proceeded combinatorially, the next result follows easily.

Theorem 2.9. Let A = CIRC(A1, A2, . . . , Apm) where each Ai is a p × p circulant matrix

over a finite commutative Frobenius ring of characteristic p, p is a prime and m is a positive

integer. Then

|A| =
pm∑
i=1

|Ai|p
m

.

Proof. The proof is identical to the proof of Lemma 2.8, replacing ai with |Ai|.

3 Construction

At this point, we are now in a position to describe our construction.

Let v ∈ RG where R is a finite commutative Frobenius ring of characteristic 2 and G is

a finite group of order 2np where p is odd. Let ai ∈ R and ai+2n = (ai+2n , . . . , ai+2n) ∈ Rp

for 1 ≤ i ≤ 2n. Define the following matrix:
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M(σ) =

(
I2n(p+1)

A B

BT σ(v)

)
where A = circ(a1, . . . , a2n) and B = CIRC(a2n+1, . . . , a2n+1). Let Cσ be a code that is

generated by the matrix M(σ). Then, the code Cσ has length 2n+1(p+ 1). Now,

M(σ)M(σ)T =

(
AAT +BBT + I AB +Bσ(v∗)

BTAT + σ(v)BT BTB + σ(vv∗) + I

)
.

Note that

AAT = circ

(
2n∑
i=1

a2i , γ1, γ2, . . . , γ2n−1, 0, γ2n−1, . . . , γ2, γ1

)
and

BTB = CIRC(A1, δ1, δ2, . . . , δ2n−1,0, δ2n−1, . . . , δ2, δ1)

where γi are linear combinations of aiaj, δi are linear combinations of aiaj and

A1 =
2n+1∑
i=2n+1

aT
i ai.

Theorem 3.1. Let R be a finite commutative Frobenius ring of characteristic 2 and let G

be a finite group of order 2np where p is odd. Let

M(σ) =

(
I2n(p+1)

A B

BT σ(v)

)

If AAT +BBT + I = 0, AB +Bσ(v∗) = 0 and BTB + σ(vv∗) + I = 0 then Cσ = 〈M(σ)〉 is

a self-dual code of length 2n+1(p+ 1).

Proof. Clearly, Cσ has free rank 2n(p + 1) as the left hand side of the generator matrix is

the 2n(p + 1) by 2n(p + 1) identity matrix. If AAT + BBT + I = 0, AB + Bσ(v∗) = 0 and

BTB + σ(vv∗) + I = 0 then Cσ is self-orthogonal and Cσ is self-dual.

Using the structure of the family of rings Rs, we can get an infinite number of binary

self-dual codes from a single matrix M satisfying the conditions of Theorem 3.1.

Theorem 3.2. Let M(σ) be a matrix satisfying the conditions in Theorem 3.1 over Rk.

• The matrix M(σ) generates a self-dual C code over Rs for all s ≥ k.

• Then φs(Cs) is a binary self-dual code of length 2n+s+1(p+ 1).
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Proof. For the first item, the ring Rk is a subring of the ring Rs, whenever k ≤ s. Therefore,

the matrix M has free rank 2n(p + 1) over any ring where it is defined. If v and w are

orthogonal over Rk then they are also orthogonal over Rs as well, since Rk is a subring of

Rs. Therefore, the code generated by M over Rs is a self-dual code of length 2n+1(p+ 1).

For the second item, it follows from this theorem and Theorem 2.3.

Theorem 3.3. Let M(σ) be a matrix satisfying the conditions in Theorem 3.1 over R1.

• The matrix M(σ) generates a self-dual code C over F4 + uF4.

• Then (φF2+uF2 ◦ ψF4+uF4)(C) is a binary self-dual code of length 2n+3(p+ 1).

Proof. For the first item, the ring R1 is a subring of the ring F4 + uF4. Therefore the proof

follows exactly as the proof of Theorem 3.2.

The second item follows immediately from Corollary 2.6.

Corollary 3.4. Let R be a finite commutative Frobenius ring of characteristic 2, and let G

be a finite group of order 2np where p is odd. Let Cσ be self-dual. If BTB = 0, then v ∈ RG
is unitary.

Proof. Let R be a finite commutative Frobenius ring of characteristic 2, and let G be a finite

group of order 2np where p is odd. Let Cσ be self-dual. If BTB = 0, then σ(vv∗) + I = 0

and vv∗ = 1. Therefore v is unitary.

Corollary 3.5. Let R be a finite commutative Frobenius ring of characteristic 2, and let

G be a finite group of order 2np where p is odd. Let Cσ be self-dual. If
2n∑
i=1

ai+2n = 1, then

v ∈ RG is a non-unit.

Proof. Assume that Cσ is self-dual and
2n∑
i=1

ai+2n = 1. Now, BTB + I takes the form

BTB = CIRC(A1, δ1, δ2, . . . , δ2n−1,0, δ2n−1, . . . , δ2, δ1)

where A1 = circ(0, 1, . . . , 1︸ ︷︷ ︸
(p−1)−times

). Using Theorem 2.9, we can see that

|BTB + I| = |A1|2
n

+ |δ1|2
n

+ |δ2|2
n

+ · · ·+ |δ2n−1|2
n

+ |δ2n−1|2
n

+ · · ·+ |δ2|2
n

+ |δ1|2
n

= |A1|2
n

+ 2|δ1|2
n

+ 2|δ2|2
n

+ · · ·+ 2|δ2n−1|2
n

= |A1|2
n

.

Now,

|A1| =

∣∣∣∣∣∣∣∣∣∣∣∣

0 1 1 · · · 1

1 0 1 · · · 1

1 1 0 · · · 1
...

...
...

. . . 1

1 1 1 · · · 0

∣∣∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣∣∣

p− 1 p− 1 p− 1 · · · p− 1

1 0 1 · · · 1

1 1 0 · · · 1
...

...
...

. . . 1

1 1 1 · · · 0

∣∣∣∣∣∣∣∣∣∣∣∣
= (p− 1)

∣∣∣∣∣∣∣∣∣∣∣∣

1 1 1 · · · 1

0 1 0 · · · 0

0 0 1 · · · 0
...

...
...

. . . 0

0 0 0 · · · 1

∣∣∣∣∣∣∣∣∣∣∣∣
= 0
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since p is odd. Recall that BTB + σ(vv∗) + I = 0 if Cσ is self-dual. Clearly |σ(vv∗)| = 0

since |BTB + I| = 0. Therefore, vv∗ is a non-unit by Corollary 3 in [23] and v ∈ RG is a

non-unit.

4 Results

In this section, we will present the results obtained using this construction to construct

self-dual codes when n = 1 and p = 3 and when n = 3 and p = 1. Self-dual codes when

n = 2 and p ∈ {1, 3} were constructed in [14].

4.1 Construction when n = 1 and p = 3

Here, we present the results for the above construction using G = D6. We construct self-dual

codes of length 64 by considering this construction over F4 + uF4.

We recall that the possible weight enumerators for a self-dual Type I [64, 32, 12]-code is

given in [5, 7] as:

W64,1 = 1 + (1312 + 16β) y12 + (22016− 64β) y14 + · · · , 14 ≤ β ≤ 284,

W64,2 = 1 + (1312 + 16β) y12 + (23040− 64β) y14 + · · · , 0 ≤ β ≤ 277.

With the most updated information, the existence of codes is known for β =14, 18, 22,

25, 29, 32, 35, 36, 39, 44, 46, 53, 59, 60, 64 and 74 in W64,1 and for β =0, 1, 2, 4, 5, 6, 8, 9,

10, 12, 13, 14, 16, . . . , 25, 28, 19, 30, 32, 33, 34, 36, 37, 38, 40, 41, 42, 44, 45, 48, 50, 51, 52,

56, 58, 64, 72, 80, 88, 96, 104, 108, 112, 114, 118, 120 and 184 in W64,2.

Table 1: Extremal self-dual codes over F4 + uF4 of length 64 from D6.

(a1, . . . , a4) (α1, . . . , α6) |Aut(C)| W64,2 (a1, . . . , a4) (α1, . . . , α6) |Aut(C)| W64,2

(1, 6, 8, 6) (2, A, 9, 0, 9, F ) 22 · 3 β = 13 (1, 4, 8, 4) (8, 8, 1, A, 3, D) 23 · 3 β = 13

(2, 0, 6, 7) (2, 9, 9, B, 6, D) 24 · 3 β = 16 (0, 6, A, 5) (1, 6, 7, 4, D, F ) 22 · 3 β = 19

(1, 4, 8, 4) (B, 4, E, 0, 2, 6) 22 · 3 β = 22 (9, 6, 2, 6) (2, A, 1, 8, 3, D) 22 · 3 β = 25

(4, 1, 4, 8) (1, A,A, 7, 8, B) 23 · 3 β = 25 (1, 4, 8, 4) (A, 6, D,E, 5, F ) 22 · 3 β = 37

(2, 4, 9, 6) (6, 3, 7, 4, F, F ) 23 · 3 β = 37 (0, 2, 6, 7) (0, 9, 9, 9, 4, F ) 24 · 32 β = 40

(0, 2, 6, 7) (0, 9, 9, 1, E,D) 24 · 3 β = 64

4.2 Construction when n = 3 and p = 1

Here, we present the results for the above construction using G = C8. We construct self-dual

codes of length 64 by considering this construction over R1.
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Table 2: Type I Extremal self-dual codes over F2 + uF2 of length 64 from C8.
Ci (a1, . . . , a16) (α1, . . . , α8) |Aut(C)| W64,2

1 (u, u, u, 0, 0, 1, 1, 3, u, u, 0, 0, u, 1, 0, 1) (3, 1, u, 3, 1, u, 1, 0) 24 β = 0

2 (u, u, 0, 0, 0, 1, 1, 3, u, 0, u, 0, u, 1, u, 3) (1, 1, 0, 3, 3, u, 1, 0) 26 β = 0

3 (u, u, u, 0, 0, 1, 1, 3, u, u, 0, 0, u, 1, u, 1) (3, 0, 0, u, 1, 3, 3, 1) 24 β = 20

4 (u, u, 0, 0, 0, 1, 1, 3, u, u, u, u, u, 1, 0, 3) (1, u, u, 0, 3, 1, 3, 3) 25 β = 20

5 (u, 0, 0, 0, u, 1, u, 3, u, u, 0, 1, 1, 3, 3, 3) (u, 3, u, 1, u, 0, 0, 0) 27 β = 80

4.3 New Self-Dual Codes of Length 68

The possible weight enumerator of a self-dual [68, 34, 12]2-code is in one of the following

forms by [3, 22]:

W68,1 = 1 + (442 + 4β) y12 + (10864− 8β) y14 + · · · , 104 ≤ β ≤ 1358,

W68,2 = 1 + (442 + 4β) y12 + (14960− 8β − 256γ) y14 + · · ·

where 0 ≤ γ ≤ 9. Recently, Yankov et al. constructed the first examples of codes with a

weight enumerator for γ = 7 in [31]. In [13], [14] and [16], more unknown W68,2 codes were

constructed. Together with these, the existence of the codes in W68,2 is known for;

γ = 0, β ∈ {2m |m = 0, 7, 11, 14, 17, 21 . . . 99, 102, 105, 110, 119, 136, 165} ; or

β ∈ {2m+ 1 |m = 3, 5, 8, 10, 15, 16, 17, 20, . . . , 82, 87, 93, 94, 101, 104, 110, 115} ;

γ = 1, β ∈ {2m|m = 22, 24, . . . , 99} ; or β ∈ {2m+ 1|m = 24, . . . , 85} ;

γ = 2, β ∈ {2m |m = 29, . . . , 100, 103, 104} or β ∈ {2m+ 1 |m = 32, 34, . . . , 79} ;

γ = 3, β ∈ {2m |m = 40, . . . , 92, 94, 95, 97, 98, 101, 102} ; or

β ∈ {2m+ 1|m = 43, . . . , 77, 79, 80, 83, 96} ;

γ = 4, β ∈ {2m |m = 43, 48, . . . , 58, 60, . . . , 92, 97, 98} ; or

β ∈ {2m+ 1 |m = 48, . . . , 55, 58, 60, 61, 62, 64, 68, 69, 70, 71, 72, 74, 78, 80, 83, 84, 85} ;

γ = 5 with β ∈ {m|m = 113, 116, . . . 153, 158, . . . , 169}
γ = 6 with β ∈ {2m|m = 69, 77, 78, 79, 81, 88}
γ = 7 with β ∈ {7m|m = 14, . . . , 39, 42} .

In this section we extend certain codes of length 64 (from Table 4.2) using Theorem 2.4

to construct new codes of length 68.
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Table 3: Type I Extremal Self-dual code of length 68 from C8 over R1.

C68,i Ci c X γ β C68,i Ci c X γ β

1 1 u+ 1 (13u30131100u111u000030u11u3u1uu0) 4 88 2 1 u+ 1 (0010u13330u1303uu3u101103101013u) 4 118

3 2 1 (0u0uu01u3uu0u0103uu133u3uu11u311) 0 37 4 2 u+ 1 (11100u3u30333303330u030331uu1110) 3 83

5 3 u+ 1 (10130u11u33uu3u103uuu01030u1u13u) 4 127 6 3 u+ 1 (11u3u33uuu11u31u3311u303013uuu0u) 4 131

7 3 1 (33u0u13101u00u30110311011uu0u030) 4 133 8 3 u+ 1 (1u0u1103310u13130301001031331333) 4 135

9 3 1 (00u13u100110uu133u0uu0u33u11u113) 4 147 10 3 u+ 1 (uuu13uu13001310001u130u311001010) 4 151

11 3 u+ 1 (113010330u000u13130u1033330011u0) 4 153 12 3 1 (u3111313011u30uu0003uuu33u003111) 4 155

13 4 u+ 1 (030u1u100u110uuu1111103011013u00) 5 155 14 4 1 (301u11u11u1131u311113311uu103u00) 5 157

15 4 1 (0001uuu11u0u10331303111113311u10) 5 175 16 4 1 (3110u133331101010000011111333003) 5 177

17 5 u+ 1 (11u0000u30u310003u33313u30101u10) 1 204 18 5 1 (0303u1u30300u30000u0003313u0uu10) 3 186

19 5 u+ 1 (3013303131113uu3010u30001130u33u) 3 192

4.4 New self-dual codes of length 68 from Neighboring construc-

tion

Two self-dual binary codes of dimension k are said to be neighbors if their intersection has

dimension k − 1. Let C be a self-dual code of length 68. In order to reduce the search

field, we consider the standard form of the generator matrix of C. Let x ∈ Fn2 − C then

D =
〈
〈x〉⊥ ∩ C, x

〉
is a neighbour of C. As neighbors of codes in Table 3, we obtain eleven

new codes, which are listed in Table 4. The first 34 entries of x are set to be 0, the rest of

the vectors are listed in Table 4. All the codes have an automorphism group of order 2.

Table 4: New codes of length 68 as neighbors of codes in Table 3

N68,i C68,i (x35, x36, ..., x68) γ β

N68,1 C68,17 (0101001111010001111101111001111000) 1 175

N68,2 C68,16 (1000110001100100101101010100100100) 5 154

N68,3 C68,15 (1011011011111110000010010000110011) 5 156

N68,4 C68,16 (1101001000100111110101111011101010) 5 170

N68,5 C68,15 (0101011111000001101000100010111001) 5 171

N68,6 C68,16 (0010100000000101000100011101101111) 5 172

N68,7 C68,16 (0101001101011101101010010100001111) 5 176

N68,8 C68,16 (1111001101110001101101100110110100) 5 178

N68,9 C68,15 (1100001001101111101111000101010111) 5 179

N68,10 C68,16 (0100001111100111110010101001110010) 5 180

N68,11 C68,15 (0100011010010111010001111111001100) 5 181
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5 Conclusion

In this work, we generalise a previous construction that was described in [14]. We establish

conditions when this construction produces self-dual codes and we provide a connection

between certain group ring elements and self-dual codes. We highlight the significance of

this construction by constructing many new extremal self-dual codes. In particular, we

construct the following unknown W68,2 codes:

(γ = 0, β = {37}),
(γ = 1, β = {175, 204}),
(γ = 3, β = {83, 186, 192}),
(γ = 4, β = {88, 106, 118, 127, 131, 133, 135, 147, 151, 153, 155}) and

(γ = 5, β = {154, 155, 156, 157, 170, 171, 172, 173, 174, 175, 176, 177, 178, 179, 180, 181}).

Due to computational limitations, we were restricted to small values of n and p. Inves-

tigating larger values of n and p would yield more results with higher computational power.

One could also consider other families of rings.
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