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Abstract
Introduction  There has been a constant increase in the number of published surgical videos with preference for open-access 
sources, but the proportion of videos undergoing peer-review prior to publication has markedly decreased, raising questions 
over quality of the educational content presented. The aim of this study was the development and validation of a standard 
framework for the appraisal of surgical videos submitted for presentation and publication, the LAParoscopic surgery Video 
Educational GuidelineS (LAP-VEGaS) video assessment tool.
Methods  An international committee identified items for inclusion in the LAP-VEGaS video assessment tool and finalised 
the marking score utilising Delphi methodology. The tool was finally validated by anonymous evaluation of selected videos 
by a group of validators not involved in the tool development.
Results  9 items were included in the LAP-VEGaS video assessment tool, with every item scoring from 0 (item not presented 
in the video) to 2 (item extensively presented in the video), with a total marking score ranging from 0 to 18. The LAP-VEGaS 
video assessment tool resulted highly accurate in identifying and selecting videos for acceptance for conference presentation 
and publication, with high level of internal consistency and generalisability.
Conclusions  We propose that peer review in adherence to the LAP-VEGaS video assessment tool could enhance the overall 
quality of published video outputs.
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Minimally invasive surgery platforms facilitate the produc-
tion of audio–visual educational materials with the video 
recording of the procedure providing viewers with crucial 
information concerning the anatomy and the different steps 
and challenges of the surgical procedure from the operating 
surgeon’s point of view. Surgical trainers consider online 
videos as a useful teaching aid [1] that maximises train-
ees’ learning and skill development given the backdrop of 
time constraints and productivity demands [2], whilst there 
is widespread adoption of live surgery sessions and video-
based presentations at surgical conferences [3]. In fact, there 
has been a constant increase in the number of published 
surgical videos per year, [4] with preference for free access 
sources. Controversially, the proportion of videos undergo-
ing peer-review prior to publication has been decreasing, 
raising questions over quality of the educational content 
provided [4], likely reflecting the difficulties on achieving 
a prompt and good-quality peer review [5]. Trainees value 
highly informative videos detailing patients’ characteristics 
and surgical outcomes, and integrated with supplementary 
educational content such as screenshots and diagrams to aid 
the understanding of anatomical landmarks and subdivi-
sion of the procedure into modular steps [6]. Based on these 
premises the LAP-VEGaS guidelines (LAParoscopic surgery 
Video Educational GuidelineS), a recommended checklist 
for production of educational surgical videos, were devel-
oped by an international, multispecialty, joint trainers–train-
ees committee with the aim to reduce the gap between sur-
geons’ expectations and online resources’ quality [7], to 
improve the educational quality of the video outputs when 
used for the scope of training. However, the question of how 
effectively and objectively assess videos submitted as edu-
cational or publication material remains unanswered as no 
template exists to date for critical appraisal and review of 
submitted video outputs.

The aim of this study was the development and validation 
of a standard framework for the appraisal of surgical videos 
submitted for presentation and publication, the LAP-VEGaS 
video assessment tool.

Methods

An international consensus committee was established and 
tasked with the development of an assessment tool for surgi-
cal videos submitted for conference presentation or journal 
publication. Committee members were selected based on the 
previously published research on minimally invasive sur-
gery training delivery [8] and evaluation [9], surgical vid-
eos availability [4] and use [6], laparoscopic surgery video 

guidelines development [7]. The choice of the members of 
the committee was conceived to include 15 participants rep-
resentative of worldwide surgical trainers in different spe-
cialties, including at least one representative from general 
surgery, lower and upper gastrointestinal surgery, gynaecol-
ogy and urology. The checklist was developed in agreement 
with The Appraisal of Guidelines Research and Evaluation 
Instrument II (Agree II, https​://www.agree​trust​.org/agree​-ii).

The first phase of the study consisted in identifying the 
items for inclusion in the LAP-VEGaS video assessment 
tool. The steering committee was responsible for the selec-
tion of the different topics to be discussed and items were 
finalised after discussion through e-mails, teleconferences, 
and face-to-face meetings with semi-structured interviews. 
The discussion focused on skill domains that are important 
for competency assessment and on the structure of a use-
ful video assessment marking sheet, taking into account 
the need for a readily applicable and easy to use marking 
tool, preferring items assessing the required standards for 
acceptance of a video for publication or conference presenta-
tion. Items for inclusion were identified from the previously 
published LAP-VEGaS guidelines [7] (appendix 1) and the 
Laparoscopic Competence Assessment Tool (LCAT) [10]. 
The LCAT is a task-specific marking sheet for the assess-
ment of technical surgical skills in laparoscopic surgery 
designed to assess the surgeon’s performance by watching 
a live, live-streamed or recorded operation. The LCAT was 
not designed to assess videos’ educational content, but it 
is a score based on safety and effectiveness of the surgery 
demonstrated, developed by dividing the procedure into four 
different tasks with each task having 4 different items with 
a pass mark defined by receiver operating characteristics 
(ROC) curve analysis and validated in a previous study [11].

These items were revised by all members of the commit-
tee and based on the results of the discussion; the steering 
committee prepared a Delphi questionnaire, which commit-
tee members voted upon during phase II of the study uti-
lising an electronic survey tool (Enalyzer, Denmark, www.
enaly​zer.com). The Delphi method is a widely accepted 
technique for reaching a consensus amongst a panel of 
experts [12]. The experts respond anonymously to at least 
two rounds of a questionnaire; providing a revised statement 
and/or explanation when voting against a statement [13]. An 
a priori threshold of ≥ 80% affirmative votes was needed for 
acceptance. Feedback on the items that did not reach 80% 
agreement was revised by the steering committee after the 
first round and statements were reviewed and resubmitted 
for voting.

Finally, to test the validity of the marking score, dur-
ing phase 3 of the study, the steering committee selected 

https://www.agreetrust.org/agree-ii
http://www.enalyzer.com
http://www.enalyzer.com
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laparoscopic videos for assessment using the newly devel-
oped LAP-VEGaS video assessment tool. Videos freely 
available on open-access websites not requiring a subscrip-
tion fee were preferred as previously reported as the most 
accessed resources [6]. Videos were selected by the steering 
committee to allow widespread presence of content dem-
onstrating general, hepatobiliary, gynaecology, urology, 
lower and upper gastrointestinal surgery procedures. Videos 
already presented at conferences or published on journals 
were excluded, if this was clearly evident from the video 
content or narration. The videos were anonymously evalu-
ated by committee members and by laparoscopic surgeons 
not involved in the LAP-VEGaS guidelines and video assess-
ment tool development (“validators”), according to their spe-
cialties. The resulting scores were compared for consistency 
and inter-observer agreement, whilst the assessment on the 
perceived quality of the video was performed by asking to 
the video reviewers if they would have recommended the 
video to a peer/trainee and if they would have accepted the 
video for a publication or podium presentation, with the use 
of dichotomous and 5-point Likert scale questions (Table 1).

Statistical analysis

Concurrent validity of the video assessment tool was tested 
against the expert decision on recommending the video for 
publication or conference presentation. For such analysis, 
Receiving Operator Characteristics (ROC) curves analysis 
was used. The Area under the ROC curve was used as an 
estimator of the test concurrent validity, with values superior 
to 0.9 indicating high validity [14]. The Youden Index was 

used to identify a cut-off value maximising sensitivity and 
specificity values [15].

Internal test consistency (i.e. across-items consist-
ency) was estimated by Cronbach’s Alpha and using the 
Spearman–Brown Prophecy Coefficient, to make this 
analysis independent from the numbers of items. Each 
item’s impact on the whole tool reliability was measured 
as changes in Cronbach’s alpha following item deletion.

Inter-observer reliability was estimated by the analy-
sis of the Intra-class Correlation Coefficient (ICC) and 
Cronbach’s alpha. ICC was estimated along with its 95% 
confidence interval, based on the mean rating and using a 
one-way random model, since each video was rated by a 
different set of observers. Intra-observer reliability, which 
estimated the test consistency over the time, was analysed 
by the test and re-test technique and the Pearson’s r cor-
relation coefficient was used (with  r > 80 indicating good 
reliability).

The generalisability of the LAP-VEGaS video assess-
ment tool’s results was further tested according to the 
generalisability theory. The generalisability (G) coeffi-
cient was estimated according to a two-facet nested design 
[16] with the two facets being represented by tool items 
and reviewers. A decision (D) study was conducted to 
define the number of assessors needed to maximise the 
G-coefficient.

p values ≤ 0.05 were considered as statistically signifi-
cant. All statistical analysis was performed using IBM 
SPSS Statistics for Windows, version 25.0 (IBM Corp., 
Armonk, NY, USA).

Table 1   5-point Likert scale on recommendations of the video to a peer/trainee and on acceptance of the video for publication or podium presen-
tation

Items 1 2 3 4 5

1 I would recommend this video to a peer/
trainee

☐ strongly disa-
gree

☐ disagree ☐ neither agree/disagree ☐ agree ☐ strongly 
agree

2 The video is of satisfactory quality for a pres-
entation/publication

☐ strongly disa-
gree

☐ disagree ☐ neither agree/disagree ☐ agree ☐ strongly 
agree

3 Overall quality of the video ☐ very poor ☐ poor ☐ average ☐ good ☐ very good
4 Overall educational content of the video ☐ very poor ☐ poor ☐ average ☐ good ☐ very good
5 How long it took to complete the marking 

score (only time needed for completion of 
the score, not video time)

☐  < 1 min ☐ 1–2 min ☐ 2–3 min ☐ 3–4 min ☐ > 4 min

6 How satisfied are you with using the score? ☐ very unsatisfied ☐ unsatis-
fied

☐ neither unsatisfied/
satisfied

☐ satisfied ☐ very satis-
fied

7 I would you use the LAP-VEGaS marking 
score again?

☐ strongly disa-
gree

☐ disagree ☐ neither agree/disagree ☐ agree ☐ strongly 
agree

8 The items of the LAP-VEGaS score help 
differentiating educational/non-educational–
good-quality/poor-quality videos

☐ strongly disa-
gree

☐ disagree ☐ neither agree/disagree ☐ agree ☐ strongly 
agree
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Results

Delphi consensus and LAP‑VEGaS video assessment 
tool development

Phase I terminated with the steering committee preparing a 
Delphi questionnaire of 14 statements (Appendix 2).

All 15 committee members completed both the first and 
the second round of the Delphi questionnaire with results 
presented in Table 2, with 9 items selected for inclusion 
in the LAP-VEGaS video assessment tool, with every item 
scoring from 0 (item not presented in the video) to 2 (item 
extensively presented in the video), with a total marking 
score ranging from 0 to 18 (Table 3).

Video assessment

The newly developed LAP-VEGaS video assessment tool 
was used for assessment of 102 free access videos, which 
were evaluated by at least 2 reviewers and 2 validators. 
There was an excellent agreement amongst different review-
ers in the decision to recommend the video for conference 
presentation and journal publication (K = 0.87, p < 0.001). 

The distribution of scores for each of the 9 items of the 
assessment tool is presented in Fig. 1.

The validators reported that the median time for comple-
tion of the LAP-VEGaS score was 1 min to 2 min. Moreover, 
there was a high level of satisfaction with the use of the 
LAP-VEGaS video assessment tool amongst the validators, 
reporting a median of 4.5 and 5 to the 5 point Likert scale 
question “Overall Satisfaction” and “How likely are you to 
use this tool again”, respectively.

Reliability and generalisability analysis

The LAP-VEGaS video assessment tool showed good inter-
nal consistency (Cronbach’s alpha 0.851, Spearman–Brown 
coefficient 0.903). No item exclusion was found to signifi-
cantly improve the test reliability (maximum Cronbach’s 
alpha improvement 0.006).

Strong inter-observer reliability was found amongst the 
different reviewers (Cronbach’s alpha 0.978; ICC 0.976, 
95% CI 0.943–0.991, p < 0.001) and when comparing scores 
between experts and validators (Cronbach’s alpha 0.928; 
ICC 0.929, 95% CI 0.842–0.969, p < 0.001).

The video assessment tool demonstrated a high level of 
generalisability (G-coefficient 0.952), Fig. 2.

Table 2   Results of the Delphi process for inclusion of items in the LAP-VEGaS video assessment tool

Steering committee members answered the question “This item should be included in the LAP-VEGaS marking sheet”: 1. Strongly disagree, 2. 
Disagree, 3. Neither agree or disagree, 4. Agree, 5. Strongly agree
a Items not reaching ≥ 80% consensus even following the second round of voting were not included
b Following round one, items 6 and 7 were collated into one single item and reached a 4.7 ± 0.2 agreement in round 2 of the Delphi process

Nr Item description Mean score Standard 
deviation

1 Authors and Institution information. Title of the video including name of the procedure and pathology treated 4.8 0.1
2 Formal presentation of the case, including age, sex, American society of Anaesthesiologist Score (ASA), Body 

Mass Index (BMI), indication for surgery, comorbidities and history of previous surgery. Anonymised relevant 
imaging is presented

4.6 0.4

3 Position of patients, access ports, extraction site and surgical team 4.8 0.2
4 The surgical procedure is presented in a standardised step-by-step fashion 4.7 0.3
5 The intraoperative findings are clearly demonstrated, with constant reference to the anatomy 4.8 0.2
6 Relevant outcomes of the procedure are presented, including operating time, length of hospital stay and postopera-

tive morbidityb
4.4 0.5

7 Histopathology assessment of the specimen is presented, supported by pictures of the specimen(s)b 3.5 0.6
8 Additional educational content is included. (Diagrams, photos, snapshots and tables used to demonstrate anatomi-

cal landmarks, relevant or unexpected finding)
4.0 0.7

9 Audio/written commentary in English language is provided 4.4 0.6
10 The image quality is appropriate with constant clear view of the operating field and appropriate camera angle. 

Video speed is appropriate
4.8 0.2

11 The video demonstrates an unusual case or management of intraoperative complicationsa 3.3 0.9
12 The procedure demonstrates competent use of dominant and nondominant hand with appropriate degree of traction 

and safe use of grasping and dissecting instrumentsa
3.2 0.9

13 The procedure demonstrates appropriate speed and economy of movements, finishing one step before starting the 
next and avoiding rough tissue handling and unnecessary movementsa

3.2 0.9

14 The video is recorded full length or with minimal editinga 2.4 0.9
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Validity analysis

The LAP-VEGaS video assessment tool resulted highly 
accurate in identifying and selecting videos for acceptance 
for conference presentation and publication (AUC 0.939, 
95% CI 0.897–0.980, p < 0.001). The Area under the ROC 
curve demonstrated that a total score of 11 or higher at 
the LAP-VEGaS video assessment tool correlated with 
recommended acceptance for publication or podium pres-
entation, with a sensitivity of 94% and specificity of 73%, 
whilst a score of 12 or higher had a sensitivity of 84% and 
a specificity of 84%.

Discussion

We present the LAP-VEGaS video assessment tool, which 
has been developed and validated through consensus of sur-
geons across different specialties to provide a framework for 
peer review of minimally invasive surgery videos submit-
ted for presentation and publication. Peer review of sub-
mitted videos aims to improve the quality and educational 
content of the video outputs and the LAP-VEGaS video 
assessment tool aims to facilitate and standardise this pro-
cess. Interestingly, there is currently no standard accredita-
tion or regulation for medical videos as training resources 
[17]. The HONCode [18] is a code of conduct for medical 
and health websites, but this applies to all online content 
and is not specific for audio–visual material. The EQUA-
TOR (Enhancing the QUAlity and Transparency Of health 
Research) Network (https​://www.equat​or-netwo​rk.org) lists 
reporting guidelines which have been developed, mainly 
driven by the insufficient quality of published reports [19]. 
Some of these are internationally endorsed guidelines such 
as CONSORT Statement for randomised controlled trials 
[20], STROBE for observational studies in epidemiology 
[21] and PRISMA for systematic reviews and meta-analyses 
[22]. The previously published LAP-VEGaS guidelines [7] 
and the hereby presented LAP-VEGaS video assessment 
tool provide reference standards not only for preparation of 
videos for submission, but also for peer assessment prior 
to publication. The LAP-VEGaS video assessment tool has 
been developed according to a rigorous methodology involv-
ing selection of items for inclusion in the marking score 
and agreement on items by an international multispecialty 
committee utilising Delphi methodology. The distribution of 
the newly developed LAP-VEGaS video assessment tool to 

Table 3   LAP-VEGaS video assessment tool

Item description Not pre-
sented 
(0)

Presented, 
partially 
(+ 1)

Presented, 
completely 
(+ 2)

1 Authors and Institution information. Title of the video including name of the procedure and pathol-
ogy treated

☐ ☐ ☐

2 Formal presentation of the case, including patient details and imaging, indication for surgery, 
comorbidities and previous surgery. Patient anonymity is maintained

☐ ☐ ☐

3 Position of patient, access ports, extraction site and surgical team ☐ ☐ ☐
4 The surgical procedure is presented in a standardised step by step fashion ☐ ☐ ☐
5 The intraoperative findings are clearly demonstrated, with constant reference to the anatomy ☐ ☐ ☐
6 Relevant outcomes of the procedure are presented, including operating time, postoperative morbid-

ity and histology when appropriate
☐ ☐ ☐

7 Additional graphic aid is included such as diagrams, snapshots and photos to demonstrate anatomi-
cal landmarks, relevant or unexpected finding, or to present additional educational content

☐ ☐ ☐

8 Audio/written commentary in English language is provided ☐ ☐ ☐
9 The image quality is appropriate with constant clear view of the operating field. The video is fluent 

with appropriate speed
☐ ☐ ☐

Fig. 1   Distribution of scores for each of the 9 items of the video 
assessment tool. Q1–Q9: Items of the assessment tool. 0 Item not pre-
sented. 1 Item partially presented. 2 Item extensively presented

https://www.equator-network.org
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a group of users, completely independent from the steering 
committee, finally validated the score for video evaluation 
and recommendation for publication or conference presen-
tation. The score demonstrated a sensibility of 94% for a 
mark of 11 or higher, with its validity as a screening tool for 
videos submitted for publication confirmed by the ease of 
use reported by the reviewers, who spent an average of 1 to 
2 min to complete the score. Our results support that peer 
review of videos using the LAP-VEGaS video assessment 
tool should be performed by at least two assessors address-
ing all nine items of the marking score. Nevertheless, it 
is important to consider that the acceptability of a video 
submitted for publication still remains a subjective process, 
which also depends on variables that cannot be captured by 
the LAP-VEGaS video assessment tool, such for instance the 
readership or audience, and the current availability of videos 
showing the same procedure.

Reporting guidelines facilitate good research and their 
use is indirectly influencing the quality of future research, 
as being open about the study shortcomings when reporting 
one study can influence the conduct of the next study. Con-
structive criticism based on the LAP-VEGaS video assess-
ment tool could ensure the credibility of the resource and the 
safety of the procedure presented, with an expected resultant 
improvement in the quality of the educational videos avail-
able on the World Wide Web.

The LAP-VEGaS video assessment tool provides a basic 
framework that standardises and facilitates video content 
evaluation when peer-reviewing videos submitted for publi-
cation or presentation, despite recognising that the cognitive 
load of the procedure presented is only one of several key 
elements in video-based learning in surgery [23]. Teamwork 

and communication are paramount for safe and effective per-
formance and have not been explored in this video assess-
ment tool, which focus on surgeon’s technical skills [24]. 
An additional limitation of our assessment tool is that it 
was developed for assessment of video content presenting a 
stepwise procedure, and it does not apply to all educational 
surgical video outputs, such for instance basic skills’ training 
or videos demonstrating a single step of a procedure, which 
may not need such extensive clinical detail.

It is important to acknowledge that there are minimal data 
available in the published literature to base this consensus 
video assessment tool development and validation on high-
quality evidence. Nevertheless, the Delphi process with 
pre-set objectives is an accepted methodology to reduce the 
risk of individual opinions prevailing, and the selected co-
authors of these practice guidelines have previously reported 
on the topic of surgical videos’ availability, quality [4], con-
tent standardisation [7], and use by surgeons in training [6].

Moreover, the LAP-VEGaS video assessment tool may 
generate widespread availability of videos demonstrating an 
uncomplicated procedure [25], resulting in publication bias 
[26] the same way that research with a positive result is more 
likely to be published than inconclusive or negative studies, 
as researchers are often hesitant to submit a report when the 
results do not reach statistical significance [27]. To allow 
wider acceptance of the LAP-VEGaS video assessment tool, 
this should now be evaluated by surgical societies across 
different specialties, conference committees and medical 
journals with the aim to improve and standardise the qual-
ity of the shared content by increasing the number of videos 
undergoing structured peer-review facilitated by the newly 
developed marking score. We propose that peer review in 

Fig. 2   Reliability analysis. 
The D-study showed that test 
reliability was maximised when 
3 assessors scored the video 
(G-coefficient 0.952), although 
scores by 2 assessors ensured 
optimal and similar results 
(G-coefficient 0.929)
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adherence to the LAP-VEGaS video assessment tool could 
help improve the overall quality of published video outputs.
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