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Abstract— Recently, saliency detection has become a research 
hotspot in both the computer-vision and image-processing fields. 
Among the diverse saliency-detection approaches, those based on 
the foreground and background-based model can achieve 
promising performance. Reliable seed selection for the 
foreground and background priors is a critical step for 
successful saliency detection. In this paper, we firstly exploit the 
spatial distribution of the extracted directional patches to predict 
the centroid of each salient object in an image. Then, we adopt 
the located centroids as the visual-attention center of the whole 
image to compute the superpixel-based center prior, which can 
facilitate the subsequent seed selection for the foreground and 
background-prior generation. Finally, the two individual 
foreground-based and background-based saliency maps are 
combined together into a plausible and authentic saliency map. 
Extensive experimental assessments on publicly available 
datasets demonstrate the effectiveness of our proposed model.  

I. INTRODUCTION 

With the exploitation of saliency detection, various models 
have been designed to imitate the visual attention mechanism 
of human beings [4-7]. Basically, saliency-detection 
frameworks can be divided into two categories [8, 9]: one is 
the bottom-up saliency detection model, while the other is the 
top-down saliency detection method. Roughly, the bottom-up 
saliency detection model is based on low-level visual features 
in images, including intensity, colour, contrast, texture, and 
orientation. From the biological point of view, the 
understanding of the visual attention mechanism for the 
bottom-up saliency detection model is unconscious and can be 
regarded as visual cues driven by centroid responding to the 
human visual system (HVS) [5-7]. On the contrary, the top-
down computational model mainly relies on advanced 
understanding of image contents and requires prior 
knowledge of image scenes, which is special task-oriented 
towards actual applications. This commonly leads to the top-
down saliency model lacking in usability and expansibility 

Currently, most of the research work on saliency detection 
is based on the bottom-up modelling mechanism [8, 9]. In the 
early 1990s, Itti et al. [2] proposed a bottom-up saliency 
detection algorithm based on visual attention. In their model, 
an input image is firstly decomposed into three different 
channels, and then the center-surround contrast method is 
implemented to generate multi-scale image features, which 
are fused into a composite saliency map. In [3], Liu et al. 
devised a salient object detection method, which separates 
salient objects from the image background by taking multi-
scale contrast, centered surrounded histogram, and colour 
space distribution into consideration. Based on the colour 
contrast scheme, Achanta et al. [10] proposed a frequency 
tuning (FT) method for salient region detection by 
considering the average colour difference of each pixel. 
According to the strategy of selective comparison, Wang et al. 
[11] devised a supervised Markov random field framework 
for saliency detection based on selective contrast. Later, in 
[12], a saliency detection model based on multi-instance 
learning was effectively designed, which combines the low-
level, middle-level and high-level feature information in the 
process of computing saliency values. Yang et al. [13] 
proposed a graph regularization saliency-detection model, 
which combines contrast, smoothness priori and center priori 
based on convex hull for salient object detection. In [14], 
Tong et al. proposed a salient object detection method based 
on super-pixel and multi-scale analysis. The steering filter is 
optimized by the visual cues of local contrast, integrity and 
center deviation, to produce a final saliency map. Ma et al. 
[16] proposed a contrast-based image attention analysis model 
using a fuzzy growth algorithm for saliency-map generation. 
Based on the brightness information and spatial cues, Zhai 
and Shah [17] exploited global comparison to achieve 
saliency detection in video sequences. Harel et al. [18] 
proposed a graph-based visual saliency method for saliency 
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detection. Hou and Zhang [19] explored a spectral residual 
method based on logarithmic spectral analysis of images for 
saliency detection. In view of the comparison of local features 
in illumination, colour and motion cues, Rahtu [20] et al. 
designed a segmentation model based on conditional random 
field to separate salient objects from the background in 
images and videos. Murray et al. [21] proposed a 
nonparametric low-level saliency-detection method, which 
employs a spatial aggregation mechanism and a proportional 
weighting function to achieve saliency estimation. Goferman 
et al. [22] devised a situational awareness saliency-detection 
model based on a local-contrast method, which utilizes local 
low-level features, visual organization rules and high-level 
features to highlight salient objects in an image. Cheng et al. 
[7, 23] proposed a histogram-based contrast (HC) framework, 
and then combined spatial information to obtain a saliency 
map based on regional contrast (RC) for saliency detection. 
Qin et al. [24] designed a novel saliency detection method 
based on a cellular automated conduction mechanism, which 
combines colour and spatial contrast information in a 
Bayesian framework to produce a robust saliency map. In [25], 
Chen et al. defined two saliency principles: spatial 
compactness and colour contrast. Then, a super-pixel model 
based on homology similarity for saliency detection was 
proposed. Kong et al. [26] proposed a saliency detection 
framework by extending the Random Walk selection 
mechanism to separate the foreground objects from the 
background of the image. Jian et al. [27] introduced a saliency 
detection method by mixing a four-element distance-based 
Weber local descriptor and low-level priors. In [28], Li et al. 
designed a learning ranking method for salient object 
detection, which considers saliency detection as a cost-
sensitive label sorting problem by sequencing saliency values 
in a descending order. To tackle saliency detection of 
underwater images, Jian et al. [29] proposed a saliency-
detection model by combining the Weber descriptor based on 
quaternion distance and principal component analysis for 
underwater vision. Furthermore, a large underwater image 
database [30] was developed for saliency detection of 
underwater images. 

On the other hand, since the top-down saliency detection 
model typically is designed with the focus on a single task 
and is also application-oriented, this requires large-scale 
training data with human labelled ground truths for supervised 
learning. Consequently, relatively few works have been 
designed based on the top-down saliency detection model. 
Oliva et al. [31] proposed a top-down saliency detection 
framework based on global scene configuration for object 
detection. In [32], Tao et al. designed a top-down-based 
saliency detection model for a traffic driving environment by 
imitating a driver's gaze behavior. Cholakkal et al. [33] 
proposed a top-down saliency detection method based on the 
locally constrained context sparse coding. Based on joint 
conditional random fields and dictionary learning, Yang et al. 
[34] devised a top-down saliency computational framework 
by applying a maximum margin algorithm to train the 
detection model based on fast inference algorithms.  

The rest of the paper is organized as follows. In Section II, 
we will introduce the proposed saliency-detection model in 
detail. Experimental results on widely used databases are 
described in Section III. The paper closes with a conclusion 
and discussion in Section IV. 

II. THE PROPOSED FRAMEWORK FOR SALIENCY DETECTION 

A. Selection of the Spatial Center of Salient Objects  
In this subsection, we exploit discrete wavelet frame 

transform (DWFT) for extracting directional patches in an 
image, and then utilize the spatial distribution of these 
directional patches to determine the potential center of salient 
objects. According to the principles of multi-resolution 
analysis (MRA), DWFT [1] is derived from Discrete Wavelet 
Transform (DWT), and both are sensitive to the variations in 
an image, which reflect the multiple directional properties. 
We represent the three decomposed subimages as 𝐿𝐻#$%& 
(the horizontal high-frequency details), 𝐻𝐿#$%&  (the vertical 
high-frequency details), and 𝐻𝐻#$%&  (the diagonal high-
frequency details), respectively, and a low-pass filtered 
approximate sub-image 𝐿𝐿#$%&  of the input image is also 
produced. These sub-images can be exploited to detect the 
directional patches/blocks in an image [35]. Then, the 
horizontal direction map based on each row of the sub-image 

( ), DWFTHL x y  is defined as follows: 
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(1) 
The number of adjacent coefficients, W, to be extracted can be 
set to the wavelet regularity value of orthogonal wavelets with 
compact support.  

Similarly, by considering the columns in the 𝐿𝐻#$%& 𝑥, 𝑦  
and 𝐻𝐻#$%& 𝑥, 𝑦  sub-images, the vertical direction map and 
the diagonal direction map can be defined. Since all these 
multi-directional maps are of the same size as the input image, 
they can be normalized, and then fused to form an integrated 
direction feature map. After that, directional patches can be 
extracted from the integrated direction feature map easily. 
Followed by [35], the K = 15 directional patches (Fig. 1(b)) 
with the largest values are selected from the global direction 
feature map, and the average centroid based on the directional 
patches, is calculated as the center prior estimation, as shown 
in Fig. 1(c). 
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Fig. 1. Estimation of the center of salient objects based on the 
detected directional patches.  
 

B. Center Prior Based on Centroid Superpixel 
Superpixels have been widely used in image 

segmentation, saliency detection, and other related fields, 
because of their computational advantages. In our model, the 
simple linear iterative clustering algorithm (SLIC) [37] is 
applied for superpixel segmentation. According to human 
visual perception, people often look attentively at the central 
region of an object in an image, which means that the spatial 
center of a salient object plays an important role in saliency 
detection. The distance between a pixel position and the 
spatial center of a salient object can be defined as follows: 
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where 2σ  controls the strength of spatial weighting, ( )0 0,x y  
are the coordinates of the spatial center of the salient object, 
and ( ),i ix y  are the coordinates of the pixel i.  

Therefore, we can compute the center priori based on the 
centroid superpixel, in which the spatial center of the salient 
object is located. This can more accurately estimate the center 
of salient objects than directly using the superpixel located at 
the center of the image. 

( )
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= 	                                (3) 

where ( )CenP j  is the sum of the distances from all the 

pixels in the jth superpixel to the spatial center ( )0 0,x y  of the 

salient object, ( )Area j  is the number of pixels in superpixel j, 

and the center prior ( )CenPri j  is the distance of each 
superpixel to the centroid superpixel. 

C. Colour Prior Based on Centroid Superpixel 
Considering the fact that salient objects in an image 

generally have similar colour features, colour potentials are 
explored and utilized in saliency detection. The colour priori 
based on the centroid superpixel is proposed, as follows. 

( )
2
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,            (4) 

where ( )Col j  is the mean colour feature vector of the jth 
superpixel in the RGB colour space, and ( )cenC l troido  is the 
mean colour feature vector of the centroid superpixel, and 

2
 represents the Euclidean distance between the colour 

features of two superpixels.  

D. Background and Foreground Cues 
Most conventional background-based saliency-detection 

methods choose superpixels on the border of an image as 
background seeds [36, 43], Firstly, based on the detected 
directional patches using DWFT with K=15 (see Fig. 1(b)), 
we utilize a convex hull by enclosing all the directional 
patches to label the salient object coarsely, and then prevent 
the background seed from appearing inside the convex hull to 
guarantee the effectiveness. Then, the colour and spatial 
distance between each superpixel and the foreground seed are 
calculated based on the selected background seed to obtain a 
background-cue saliency map [36]. 

Generally, a foreground salient object in an image has a 
visible contrast with the background, so the saliency map 
based on the foreground can highlight salient objects. In [39], 
Harris corner points are computed to form a coarse location of 
salient objects, and the rough region is used to generate the 
foreground seed. Different from the method [39], we use the 
centroid superpixel as an initial foreground seed. Those 
superpixels around this initial foreground seed are chosen as 
the foreground seeds to constitute the foreground seed set FG, 
using an adaptive threshold [5], 

E. Saliency Fusion 
Various types of visual cues are complementary to each 

other and have their own strengths and advantages. Firstly, 
the central priori saliency map and the colour priori saliency 
map are fused by pixel-by-pixel point multiplication: 

.*cen corSalmap CenPri ColPri− = ,                       (5) 

where .*  is the pixel-by-pixel multiplication operator. 
Besides, with an attempt to further enhance the foreground 

cue of salient objects and adequately suppress the image 
background noises, a compounded saliency map is formed by 



blending the foreground-cue and the background-cue saliency 
maps simultaneously, as follows [36]: 

( ).* 1 exp( .* )fore back back foreSalmap Sal Salγ− = − − ,        (6) 

where γ  is the equilibrium factor, which is set to 6 according 
to [36]. Then, the hybrid saliency map based on different 
types of visual cues is generated as follows: 

( ).* 1 exp( .* )final cen cor fore backSalmap Sal Salγ− −= − − .    (7) 

To make the saliency maps more constant and smooth, the 
final saliency map is polished by saliency diffusion and 
Gaussian attenuation between superpixels [36, 39]. 

III. EXPERIMENTS 

In the experiments, a widely used database, the MSRA [6, 
23] data set, was used to evaluate the performance of our 
proposed model, and to compare with other representative 
state-of-the-art saliency-detection methods. For comparison, 
six state-of-the-art saliency-detection models are considered, 
including HC (Histogram-based Contrast) [7], FT (Frequency 
Tuned) [10], MSS (Multi-Scale Superpixels) [14], LC (Local 
spatial saliency Calculation) [17], RC (Region Contrast) [23], 
and FD (Foreground and Background seed selection) [36].  

 

 
Fig. 2. Performance of the proposed model compared with 

state-of-the-art methods on the MSRA data set. 
 

To quantitatively evaluate the effectiveness of the seven 
state-of-the-art saliency-detection methods, the average 
Precision, Recall, and F-measure are computed for objective 
analysis. Fig. 2 compares the performance of the proposed 
model with the other state-of-the-art models. We can see that 
the proposed algorithm achieves higher performance than the 
other methods in terms of precision, recall and F-measure.  

In addition to the performance indices, Fig. 3 shows the 
visual results of the different state-of-the-art models. We can 
observe that our proposed method can generate more accurate 
saliency maps than the other methods. 

 
(a)       (b)      (c)         (d)       (e)        (f)        (g)       (h)        (i)   

Fig. 3. Visual results of the different state-of-the-art models on 
the MSRA data set. (a). Input images; (b). FT[10]; (c). LC[17];       
(d). RC[23]; (e).  HC[7]; (f). MSS[14]; (g). FD[36]; (h).Our method;            
(i). GTs.   

IV. CONCLUSIONS 

In this paper, we propose a saliency-detection model based 
on the centroid of salient objects, two distinct categories of 
visual cues are synthetically integrated into a robust saliency 
map, to achieve the particular goal of accomplishing 
foreground reliability and background efficiency. 
Experimental results on an open-access database have shown 
that the proposed algorithm is efficient. 
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