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#### Abstract

This paper proposes an optimized mathematical model (Snake-ant) for linear feature extraction from satellite images. The model first uses the Ant Colony Optimization (ACO) to establish a pheromone matrix that represents the pheromone information at each pixel position of the image, according to the movements of a number of ants which are sent to move on the image. Next pheromone matrix is used in the snake model as external energy to extract the linear features like roads edges in image. Snake is a parametric curve which is allowed to deform from some arbitrary initial location toward the desired final location by minimizing an energy function based on the internal and external energy. Our approach is validated by a series of tests on satellite images.
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## 1. INTRODUCTION

In the last years, many approaches developed to deal with detecting linear features on satellite images [1]-[10]. Snakes, also called Active Contour Models, were introduced by Kass [11], and are used for extracting linear features in images. Compared with other extraction methods for linear features, the main advantage of snakes is that geometric properties of the features can be embedded constraints and used directly to guide the search. in road extraction, snakes are applied to extraction of road sides and centerlines [12] - [14]. On the one side, geometric constraints corresponding to road properties such as connectivity, low curvature and constant width are incorporated into snakes. This invokes internal forces which force the snake to satisfy defined road properties. On the other side, the photometric constraints are used to specify relations between snakes and images. When snakes are for instance applied to extracting road sides, photometric constraints require image gradient magnitude to assume a local maximum along the curve of the snake. Photometric constraints invoke internal forces which push the snake toward contours of contrast in images. When internal and external forces are defined, road extraction is performed by optimizing the position of the snake. This paper proposes an improved approach based on the ant colony optimization algorithm to detect a matrix pheromone based on the routes formed by the ants sent on the image. Next pheromone matrix is used in the snake model as external energy to extract the roads edges.
At the rest of this paper, section 2 illustrates material and method. The experimental results will be given in section 3 and finally section 4 presents the conclusions and remarks.

## 2. Material and method

## 2. 1 pheromone matrix extraction

The aim of the Ant Colony optimization is iteratively find the best solution of the problem through a guided search over the solution space, by constructing the pheromone information. Suppose totally K ants are applied to find the best solution in a space $x$ that consists of M1 $\times$ M2 nodes. There are two basic issues in the ACO process; that is, the probabilistic transition matrix $p^{(n)}$ and the update of the pheromone matrix $\tau^{(n)}$.

First, at the $n$-th construction-step of ACO, the $k$-th ant moves from the node $i$ to the node $j$ according to a probabilistic action rule, which is determined by [15]

$$
\begin{equation*}
p_{i, j}^{n}=\frac{\left(\tau_{i, j}^{(n-1)}\right)^{\alpha}\left(\eta_{i, j}\right)^{\beta}}{\sum_{j \in \sum_{i}}\left(\tau_{i, j}^{(n-1)}\right)^{\alpha}\left(\eta_{i, j}\right)^{\beta}} \quad \text { if } j \in \Omega_{i} \tag{1}
\end{equation*}
$$

Where $\tau_{i, j}^{n-1}$ is the pheromone information value of the arc linking the node $i$ to the node $j ; \Omega_{i}$ is the neighborhood nodes for the ant $a_{k}$ given that it is on the node $i$; the constants $\alpha$ and $\beta$ represent the influence of pheromone information and heuristic information, respectively; $\eta_{i, j}$ represents the heuristic information for going from node ito node j , which is fixed to be same for each construction-step.

Second, the pheromone matrix needs to be updated twice during the ACO procedure. The first update is performed after the movement of each ant within each construction step. To be more specific, after the move of the $k$-th ant in the $n$-th construction-step, the pheromone matrix is updated as [15]
$\tau_{i, j}^{n-1}= \begin{cases}(1-\rho) \tau_{i, j}^{(n-1)}+\rho \Delta_{i, j}^{(k)} & \text { if }(i, j) \text { belongs to the tour } \\ \tau_{i, j}^{(n-1)} & \text { otherwise }\end{cases}$

Where $\rho$ is the evaporation rate. Furthermore, the determination of best tour is subject to the user-defined criterion, it could be either the best tour found in the current construction-step, or the best solution found since the start of the algorithm, or a combination of both of the above two. The second update is performed after the move of all K ants within each construction-step; and the pheromone matrix is updated as [15]

$$
\begin{equation*}
\tau^{(n)}=(1-\psi) \tau^{(n-1)}+\psi \tau^{(0)} \tag{3}
\end{equation*}
$$

Where $\psi$ is the pheromone decay coefficient.
The matrix pheromone extraction process is started from the initialization process by ants. Then the ants move more on the image to find the edges based on the edge characteristics. From the new locations of each ant, the process runs for N
iterations to construct the pheromone matrix by iteratively performing both the construction process and the update process. Finally, the decision process is performed to determine and identify the road edges.
For this process in detail, assume totally K ants are assigned on the image I with a size of $\mathrm{M} 1 \times \mathrm{M} 2$, each pixel of which can be viewed as a node. The initial value of each component of the pheromone matrix $\tau^{(0)}$ is set to be a constant. $\tau_{\text {init }}$

At the $n$-th construction step, one ant is randomly selected from the above-mentioned total K ants, and this ant will consecutively move on the image for $L$ movement steps. This ant moves from the node ( $I, m$ ) to its neighboring node ( $i, j$ ) according to a transition probability that is defined as

$$
\begin{equation*}
p_{(l, m),(i, j)}^{n}=\frac{\left(\tau_{i, j}^{(n-1)}\right)^{\alpha}\left(\eta_{i, j}\right)^{\beta}}{\sum_{(i, j) \in \sum_{(l, m)} \Omega}\left(\tau_{i, j}^{(n-1)}\right)^{\alpha}\left(\eta_{i, j}\right)^{\beta}} \tag{4}
\end{equation*}
$$

Where $\tau_{i, j}^{n-1}$ is the pheromone value of the node (i, j), $\Omega_{(l, m)}$ is the neighborhood nodes of the node (I, m), $\eta_{i, j}$ represents the heuristic information at the node (i, j).
There are two issues in the construction process. The first issue is determination the heuristic information $\eta_{i, j}$ in (4). In this paper, it is proposed to be determined by the local statistics at the pixel position (i, j) as
$\eta_{i, j}=\left(I(i, j)-I_{m}(i, j)\right)^{2}$

Where $I(i, j)$ is the intensity value of the pixel at the position $(i, j)$ of the image $\mathrm{I} . I_{m}(i, j)$ is the mean value of the intensity values of a window with size of $3 \times 3$ centered on ( $i, \lambda$ ).
The second issue is to determine the permissible range of the ant's movement in (4) at the position (l,m). In this paper, it is proposed to be either the 4 -connectivity neighborhood or the 8 -connectivity neighborhood, both of which are showed in Figure 1.


Figure 1.the ants movement in (a) 4-connectiving and (b) 8-connectiving
The proposed approach performs two updates operations for updating the pheromone matrix.

- The first update is performed after the movement of each ant within each construction-step. Each component of the pheromone matrix is updated according to
$\tau_{i, j}^{n-1}= \begin{cases}(1-\rho) \tau_{i, j}^{(n-1)}+\rho \Delta_{i, j}^{(k)} & \text { if }(i, j) \text { is visited by the current } k-t h \text { ant } \\ \tau_{i, j}^{(n-1)} & \text { otherwise }\end{cases}$
Where $\rho$ is defined in (2), $\Delta_{i, j}^{(k)}$ is determined by the heuristic matrix; that is, $\Delta_{i, j}^{(k)}=\eta_{i, j}$
- The second update is carried out after the movement of all ants within each construction-step according to
$\tau^{(n)}=(1-\psi) \tau^{(n-1)}+\psi \tau^{(0)}$
Where $\psi$ is defined in (3).
Pheromone matrix is used in the snake model as external energy to extract the linear features like roads edges in image.


### 2.2 Road Vectors Extraction

Extraction of road edges is the last stage. The solution to be used is the snake approach .Snake is a parametric curve which is allowed to deform from some arbitrary initial location toward the desired final location by minimizing an energy function. In the continues domain, the snake is defined as a parametric curve, $r(s, t)=(x(s, t), y(s, t))$, Where $s$ is proportional
to arc length, $t$ is the current time, and $x$ and $y$ are the curve's image coordinates [11]. The snake minimizes an energy function based on internal and external constraints at time $t$.
$E_{t o t}(r(s, t))=\eta E_{\mathrm{int}}(r(s, t))+E_{e x t}(r(s, t))$
Where $E_{\mathrm{int}}$ represents the internal energy of the snake due to bending, the external energy $E_{\text {ext }}$ gives rise to the image forces. The position of the snake where all of its forces are compensated corresponds to the local minimum of the snake's total energy $E$. Thus the problem of the optimization of the snake's position is equivalent to the minimization of its energy.

The external energy of the snake can be defined as:
$E_{e x t}(\vec{v})=-\int_{0}^{1} p(\vec{v}(s, t)) d s$
Where $p(\vec{v}(s, t))$ is a function with high values corresponding to the features of interest.
The internal energy makes it possible to introduce geometric constraints on the shape of the snake. It can be defined as:

$$
\begin{equation*}
E_{\text {int }}(\vec{v})=\frac{1}{2} \int_{0}^{1} \alpha(s) \frac{\partial \vec{v}(s, t)^{2}}{\partial s}+\beta(s) \frac{\partial^{2} \vec{v}(s, t)^{2}}{\partial s^{2}} d s \tag{10}
\end{equation*}
$$

where $\alpha(s)$ and $\beta(s)$ are arbitrary functions that regulate the snake's tension and rigidity. The constraint on tension is introduced by the first order term and makes the snake to act like a membrane. The rigidity is constrained by the second order term and makes the snake act like a thin plate.
the substitution of (9) and (10) into the equation of the snake's total energy (8) results in
$\left.E(\vec{v})=-\int_{0}^{1} p \vec{v}(s, t)\right) d s+\frac{1}{2} \int_{0}^{1} \alpha(s) \frac{\partial \vec{v}(s, t)^{2}}{\partial s}+\beta(s) \frac{\partial^{2} \vec{v}(s, t)^{2}}{\partial s^{2}} d s$
As shown in $[16]$ if the snake minimizes the energy $E$, then according to the variational calculus in $[17]$ it must be a solution to the Euler-Lagrange differential equation of motion
$\frac{\partial}{\partial \mathrm{s}}\left(\alpha(s) \frac{\partial \vec{v}(s, t)}{\partial s}\right)+\frac{\partial y^{2}}{\partial s^{2}}\left(\beta(s)\left(\frac{\partial^{2} \vec{v}(s, t)}{\partial s^{2}}\right)\right) d s=-\nabla \mathrm{p}(\overrightarrow{(v}(s, t))$
By choosing a particular deformation energy in (10) the differential equation governing the motion of the snake becomes linear. This facilitates the numerical treatment of the minimization problem since (12) can be separated into two differential equations
$\frac{\partial}{\partial \mathrm{s}}\left(\alpha(s) \frac{\partial x(s, t)}{\partial s}\right)+\frac{\partial y^{2}}{\partial s^{2}}\left(\beta(s)\left(\frac{\partial^{2} \mathrm{x}(s, t)}{\partial s^{2}}\right)\right) d s=-\frac{\partial P}{\partial \mathrm{x}}$
$\frac{\partial}{\partial \mathrm{s}}\left(\alpha(s) \frac{\partial y(s, t)}{\partial s}\right)+\frac{\partial y^{2}}{\partial s^{2}}\left(\beta(s)\left(\frac{\partial^{2} \mathrm{y}(s, t)}{\partial s^{2}}\right)\right) d s=-\frac{\partial P}{\partial \mathrm{y}}$
and solved independently for $x(s, t)$ and $y(s, t)$. However, in order for these equation to have a unique solution one must specify boundary conditions such as the values and derivatives of $x(s, t), y(s, t)$ for $s=0$ and 1 . Since in practice $P$ is a discrete function, the equations (13),(14) cannot be solved analytically and require a numerical. Since the internal energy of the snake can be controlled, the balance can be achieved by the adjustment of functions $\alpha(s)$ and $\beta(s)$ which control the tension and rigidity of the snake.
As shown in $[12]$ the balance between the internal and external energies can be effectively enforced by substitution of functions $\alpha(s)$ and $\beta(s)$ for a constant factor $\mu$ which value can be automatically calculated from

$$
\begin{equation*}
\mu=\left|\frac{\partial E_{\text {img }}(\vec{v})}{\partial E_{\text {int }}(\vec{v})}\right| \tag{15}
\end{equation*}
$$

where $\partial$ is the variational operator. The calculation is based on the assumption that the initial estimate of snake's position is close to the final solution. The optimization of the snake with automatically readjusted $\mu$ results in the stabilization of snake's position close to its previous one independently of the snake's shape and the image function. The substitution of $\alpha(s)$ and $\beta(s)$ with $\mu$ in (13),(14) results in equation

$$
\begin{equation*}
\mu\left(-\frac{\partial^{2} \mathrm{v}(s, t)}{\partial s^{2}}+\frac{\partial^{4} \mathrm{v}(s, t)}{\partial s^{4}}\right)=-\frac{\partial P}{\partial \mathrm{v}} \tag{16}
\end{equation*}
$$

Where $v$ stands either for $x$ or $y$.
Solving equation (16) in a computer system implies that the evolution of the snake can be performed only in discrete time steps denoted further by [ $f$ ]. In order to approximate the position and derivatives of the snake in (16), the discretization of the snake's representation is required, too. This can be achieved by sampling the snake at regular intervals into a polygonal curve with $n$ vertices

$$
\begin{equation*}
\left.\vec{v}^{[\mathrm{t}]}=\left\{\vec{v}_{i}^{[t]}\right\}=\right)\left\{\left(\mathrm{x}_{\mathrm{i}}^{[\mathrm{t}]}, \mathrm{y}_{\mathrm{i}}^{[\mathrm{t}]}\right)=(\mathrm{x}(\mathrm{i}, \mathrm{t}), \mathrm{x}(\mathrm{i}, \mathrm{t})\} \text { for } \mathrm{i}=0,1, \ldots \mathrm{n}-1\right. \tag{17}
\end{equation*}
$$

Then, taking the time step to be 1 the equation (16) can be rewritten in discrete form as

$$
\begin{equation*}
\mu\left(-\left(v_{i}^{[t]}\right)_{s s}+\left(v_{i}^{[t]}\right)_{s s s s}\right)=-p_{v_{i}^{[t-1]}} \tag{18}
\end{equation*}
$$

where $v$ stands either for $x$ or $y$ and $\left(v_{i}^{[t]}\right)_{s s} s\left(v_{i}^{[t]}\right)_{s s s s}$ denote the second and forth order derivatives of $v_{i}^{[t]}$ with respect to $s$. Note, that since (16) is an implicit equation the compromise is made to take the value of $P$ into account at the old rather than at the new snake's position. Using central differences to approximate the derivatives $\left(v_{i}^{[t]}\right)_{s s}$ and $\left(v_{i}^{[t]}\right)_{\text {ssss }}$, the left hand side of $(18)$ for vertices $v_{i}^{[t]},(i=2, \ldots, n-3)$ can be written as

$$
\begin{align*}
& \mu\left(-\left(v_{i}^{[t]}\right)_{s s}+\left(v_{i}^{[t]}\right)_{s s s s}\right) \approx-\mu\left(v_{i-1}^{[t]}-2 v_{i}^{[t]}+v_{i+1}^{[t]}\right)+\mu\left(v_{i-2}^{[t]}-4 v_{i-1}^{[t]}+6 v_{i}^{[t]}-4 v_{i+1}^{[t]}+v_{i+2}^{[t]}\right)=  \tag{19}\\
& \mu\left(v_{i-2}^{[t]}-5 v_{i-1}^{[t]}+8 v_{i}^{[t]}-5 v_{i+1}^{[t]}+v_{i+2}^{[t]}\right)
\end{align*}
$$

The set of equations for all vertices build a system that can be written in matrix form as

$$
\begin{equation*}
K . V^{[t]}=-P_{v^{[t-1]}} \tag{20}
\end{equation*}
$$

Where $V^{[t]}$ stands for either $\left(x_{0}^{[t]}, \ldots, x_{n-1}^{[t]}\right)^{T}$ or $\left(y_{0}^{[t]}, \ldots, y_{n-1}^{[t]}\right)^{T}$ and K is a symmetric $\mathrm{n} \times n \quad$ penta-diagonal matrix

$$
K=\left[\begin{array}{cccccccc}
2 \lambda & -3 \lambda & \lambda & & & & &  \tag{21}\\
-3 \lambda & 7 \lambda & -5 \lambda & \lambda & & & & \\
& \lambda & -5 \lambda & 8 \lambda & -5 \lambda & \lambda & & \\
& \cdot & & & & & \\
& \cdot & & & & & & \\
& \cdot & & & & & & \\
& & \lambda & -5 \lambda & 8 \lambda & -5 \lambda & \lambda & \\
& & & \lambda & -5 \lambda & 8 \lambda & -5 \lambda & \lambda \\
& & & & \lambda & -5 \lambda & 7 \lambda & -3 \lambda \\
& & & & & \lambda & -3 \lambda & 2 \lambda
\end{array}\right]
$$

However, as can be proven, the matrix $K$ is singular and cannot be inverted. Thus, the equation (20) cannot be solved for $V^{[t]}$ directly. This corresponds to the noted above fact that differential equation (13),(14) must be supplied with 4 boundary values in order to have a unique solution. Such boundaries can be obtained for example by fixing two points and their tangent vectors at each end of the snake. However, in the original approach Kass use a friction force in order to constrain the displacement of the snake [11]. This is made by setting the right-hand side of equation

$$
\begin{equation*}
K \cdot V^{[t]}+P_{v^{[t-1]}}=0 \tag{22}
\end{equation*}
$$

to the product of an iteration step (or a viscosity factor) $\gamma$ and the negative time derivatives $\left(V^{[t-1]}-V^{[t]}\right)$.As result, the discrete equation of snake's motion can be written in the form
$(K+\gamma I) \cdot V^{[t]}=\gamma V^{[t-1]}-P_{\nu^{[t-1]}}$

Where $I$ is an $n \times n$ identity matrix and $(K+\gamma I)$ is nonsingular and thus can be inverted. This implies that $V^{[t]}$ can be obtained directly by solving (23) numerically. As shown in Appendix A, the system of equations (23) can be effectively solved in $O(n)$ time with a fast method for inversion of the symmetric penta-diagonal matrix $(K+\gamma I)$. In order to find the position of the snake with local minimum of its energy the equation (23) is solved iteratively for a number of time steps. The iteration starts with the given initial position of the snake $V^{[0]}$. Following the viscosity $\gamma$ can be computed according to [12]
$\gamma=\frac{\sqrt{2 n}}{\Delta}\left|\frac{\partial E(\vec{v})}{\partial \vec{v}}\right|$
Where $\Delta$ is the permitted average displacement of the snake's vertices. The solution of (23) results in the new position of the snake for which its energy sum $E$ is verified. The decrease of the energy in comparison to the previous time step indicates that the snake moves in the right direction toward the energy minima. Otherwise, if the energy has increased, the snake is kept at its previous position and the permitted displacement $\Delta$ is decreased. This continues until $\Delta$ becomes less than some threshold value. A small value for $\Delta$ indicates that the snake has been optimized to a position corresponding to the local minima of its energy.

## 3. Experimental Results

The proposed model applied to some satellite images. In the experiments, the fixed parameters were assigned values that found to produce good results. The parameters of the snake algorithm set as:
$\lambda=5, \alpha=2, \beta=100$. And the parameters of the Ant colony algorithm set as:
$\tau_{\text {init }}=.0001, N=10, L=40, K=512, \alpha=1, \beta=1, \psi=.05, \rho=.1$
The initial snake is generated by inserting nodes $\left\lfloor V^{e}\right\rfloor$ at regular distance intervals along the road segments. In this section, two examples with results will be given. First experimental is a part of image from a city (kish) in Iran as figure 2(a) and Road edges are shows in figure 2(b) after the snake-ant modeling.


Figure2(a) original image (b)extracted road vector
Second experimental is also image taken from same area shown in figure 3(a) and Road edges are shows in figure 3(b) after the snake-Ant modeling.


Figure3(a) original image (b)extracted road vector
For geometric accuracy assessment of the snake-Ant algorithm the road edges are extracted both manually as reference or ground-truth and automatically so that the accuracy of results could be assessed. To measure the impact of the restoration step, the snake localization process is achieved before and after restoration. Since the ground-truth is known, a quantification of the localization
Error is possible for both cases. Indeed, the obtained results are sampled and compared to the ground-truth vectors. This is achieved by measuring the average distance between the ground-truth and the obtained results as follows:
$\bar{D}=\frac{1}{N_{\text {sample }}} \sum_{i=1}^{N_{\text {anple }}} \sqrt{\left(x_{i}-x_{i}^{t}\right)^{2}+\left(y_{i}-y_{i}^{t}\right)^{2}}$
Where $\left(x_{i}, y_{i}\right)$ the coordinates of the obtained solution using the snake-Ant, and $\left(x_{i}^{t}, y_{i}^{t}\right)$ are the coordinates of the ground-truth roads. Table 1 gives the obtained values for two examples.
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Table 1.Average distance between the obtained solution and the ground -truth

|  | Experimental 1 | Experimental 2 |
| :---: | :---: | :---: |
| Width of road (Pixel) | 0.68 | 1.07 |

The results showed that the proposed method is efficient in automatic linear feature extraction in satellite images.

## 4. Conclusions

This paper developed a snake-ant model, for identifying and extracting linear feature such as road edges from the satellite images. The model was based on the improved ant colony model combined with the snake model to identifying and extracting the linear features from satellite images The ACO-based approach was able to establish a pheromone matrix that represents the pheromone information at each pixel position of the image. Next pheromone was used as the external energy in the snake model to extract the linear features like roads edges from images. The accuracy of the extracted road vectors was evaluated both visually and quantitavely. From viewpoint in visually, the extracted roads was close to the roads on the original image. From viewpoint in quantitavely, the statistical results confirmed that the proposed approach is also efficient .
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