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Abstract. Recently the creation matrix, intimately related to the Pas-
cal matrix and its generalizations, has been used to develop matrix rep-
resentations of special polynomials, in particular Appell polynomials. In
this paper we describe a matrix approach to polynomials in several hy-
percomplex variables based on special block matrices whose structures
simulate the creation matrix and the Pascal matrix. We apply the ap-
proach to hypercomplex Laguerre polynomials, although it can be used
for other Appell sequences, too.
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1 Introduction

The matrix representation of univariate polynomials was the focus of the work
([1]) of Aceto and Trigiante. As starting point to achieve that aim, they used
the creation matrix H = [hij ],

hij =

{
i , i = j + 1
0 , otherwise, (i, j = 0, . . . , n),

(1)

closely linked to the well known triangular Pascal matrix P = [Pij ],

Pij =

{(i
j

)
, i ≥ j

0 , otherwise, (i, j = 0, . . . , n).
(2)

In this contribution we use a block version of H with a similar goal, but to
obtain a matrix representation for multivariate hypercomplex polynomials.

The approach which we adopt can be applied to polynomials forming Appell
sequences or, at least, satisfying a binomial theorem ([5]).

Recall that, sequences of polynomials {pn(x)} ≡ {pn(x)}n≥0 having the
properties

i) d
dxpn(x) = npn−1(x), n ≥ 1
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and

ii) p0(x) = c0, c0 6= 0,

are called Appell sequences.
An equivalent characterization of such sequences is based on the concept of

generating functions. In fact, Appell sequences can also be defined by

f(t)ext =

+∞∑
n=0

pn(x)
tn

n!
,

where f(t) =
∑+∞
n=0 cn

tn

n! (c0 6= 0) is a convergent series ([2]). Thus, appropriate
choices of the function f(t) lead to many of the classical polynomials ([15]). For
example, we get

– the Bernoulli polynomials {Bn(x)} when

f(t) =
t

et − 1
,

– the Euler polynomials {En(x)} when

f(t) =
2

et + 1
,

– the Genocchi polynomials {Gn(x)} when

f(t) =
2t

et + 1
,

– the generalized Laguerre polynomials {(−1)nn!L
(α−n)
n (x)}, α > −1, when

f(t) = (1− t)α.

In [16] Bernoulli, Euler and Genocchi polynomials have been considered.
Here we deal with a suitable adapted definition of the sequence of generalized

Laguerre polynomials {(−1)nn!L
(α−n)
n (x)}:

(1− t)αext =

+∞∑
n=0

(−1)nL(α−n)
n (x)tn, α > −1, (3)

(see, [8], [5]).
The paper is organized as follows. In Section 2.1 , we briefly recall some

concepts of Clifford Algebras in higher dimensional Euclidean vector spaces (for
details see [6], [10], [11], [12]). After that, in Section 2.2, generalized multivari-
ate Laguerre polynomials are introduced. In the last section, after introducing
the main tools to the matrix approach (Section 3.1), we present a matrix rep-
resentation of that polynomials. Throughout this work we restrict ourselves to
the 3-dimensional real Euclidean space, i.e., to the use of two hypercomplex
variables. However the results can be extended to the general case.



2 Multivariate Hypercomplex Laguerre Polynomials

2.1 Preliminaries

Let Rn, the Euclidean vector space, with an orthonormal basis {e1, e2, · · · , en}
and a product according to the multiplication rules

ekel + elek = −2δkl, k, l = 1, · · · , n,

where δkl is the Kronecker symbol. The set {eA : A ⊆ {1, · · · , n}} with eA =
eh1

eh2
· · · ehr

, 1 ≤ h1 < · · · < hr ≤ n, e∅ = e0 = 1, forms a basis of the
non-commutative Clifford Algebra Cl0,n over R, whose dimension is 2n. The
real vector space Rn+1 will be embedded in Cl0,n by identifying the element
(x0, x1, · · · , xn) ∈ Rn+1 with the element

z = x0e0 + x1e1 + · · ·+ xnen ∈ A ≡ spanR {e0, . . . , en} ∼= Rn+1,

called para-vector.
A Cl0,n-valued function, i.e., a function of the form f =

∑
A fAeA (fA are real

valued functions) is called a left (right) monogenic function if Df = 0 (fD = 0),
where

D =

n∑
k=0

∂

∂xk
ek

is the natural generalization of the complex Cauchy-Riemann operator

∂

∂z̄
=

1

2

(
∂

∂x
+ i

∂

∂y

)
.

Powers of z, i.e, f(z) = zk, k = 2, . . ., are not monogenic, consequently
they cannot be considered appropriate as hypercomplex generalizations of the
complex power zk, z ∈ C. Even the function f(z) = z is monogenic only if
n = 1, that is, if A = C. These facts justify the use of generalized power series
of a special structure.

We consider a hypercomplex structure for Rn+1 based on an isomorphism
between Rn+1 and

Hn = {z : z = (z1, . . . , zn) , zk = xk − x0ek, x0, xk ∈ R, k = 1, . . . , n} ,

(cf. [10]).
The hypercomplex variables zk themselves are monogenic, but the same is

not true for their ordinary products zizk, i 6= k. However, this problem can be
overcomed by the introduction of their permutational (symmetric) product [10]:

Definition 1. Let V+,· be a commutative or non-commutative ring endowed with
the usual addition and multiplication, ak ∈ V+,· (k = 1, . . . , n). Then the sym-
metric “×”-product in V+,· is defined by

a1 × a2 × · · · × an =
1

n!

∑
π(i1,...,in)

ai1ai2 · · · ain (4)

where the sum runs over all permutations of (i1, . . . , in).



Convention: If the factor aj occurs σj-times in (4), we briefly write

a1 × · · · × a1︸ ︷︷ ︸
σ1

× · · · × an × · · · × an︸ ︷︷ ︸
σn

= a1
σ1 × · · · × anσn = a σ (5)

where σ = (σ1, . . . , σn) ∈ Nn0 and set parentheses if the powers are understood
in the ordinary way (cf. [10]).

The symmetric product and the established convention permit to deal with a
polynomial formula exactly in the same way as in the case of several commutative
variables. It holds the polynomial formula (see [11], [12])

(z1 + · · ·+ zn)
k

=
∑
|σ|=k

(
k

σ

)
zσ1
1 × · · · × zσn

n =
∑
|σ|=k

(
k

σ

)
zσ, k ∈ N (6)

with polynomial coefficients defined as usual by
(
k
σ

)
= k!

σ! where σ! = σ1! · · ·σn!.

The generalized powers f(z) = zσ, are left and right monogenic and Cl0,n −
linear independent. Therefore they can be used as basis for generalized power
series. Following [11] and [12] it has been shown that the multiple power series
of the form

P (z) =

∞∑
k=0

∑
|σ|=k

zσcσ

 , cσ ∈ Cl0,n

generates in the neighborhood of the origin a monogenic function f(z) and
coincides in the interior of its domain of convergence with the Taylor series
of f(z), i.e, in a neighborhood of the origin we have

f(z) =

∞∑
k=0

1

k!

∑
|σ|=k

zσ
(
k

σ

)
∂|σ|f(0)

∂xσ

 ,

where x = (x1, . . . , xn).

In [11] has been shown that the partial derivatives of zσ with respect to xk
are obtained as

∂zσ

∂xk
= σkz

σ−τk (7)

where τk is the multi-index with 1 at place k and zero otherwise.

The symmetric product is permutative but not associative. To somehow over-
come the loss of associativity we also use the recursion formula ([12]):

zσ1
1 × · · · × zσn

n =

=
1

|σ|
[σ1(zσ1−1

1 × · · · × zσn
n )z1 + · · ·+ σn(zσ1

1 × · · · × zσn−1
n )zn] (8)

=
1

|σ|
[σ1z1(zσ1−1

1 × · · · × zσn
n ) + · · ·+ σnzn(zσ1

1 × · · · × zσn−1
n )]. (9)



2.2 Hypercomplex Laguerre Polynomials

Generalizations of Laguerre polynomials in the context of Clifford Analysis have
already been obtained. Cação et al. ([3]) used an operational approach, intro-
ducing a hypercomplex Laguerre derivative operator, to construct monogenic
Laguerre polynomials that generalize the ordinary Laguerre polynomials in the
real and one complex variable cases to the multivariate case.

In this section we construct hypercomplex (monogenic) polynomials that

extend the generalized Laguerre polynomials {(−1)nn!L
(α−n)
n (x)} by using a

generalization of the generating function (3).
A natural extension of the definition of Appell sequences to the hypercomplex

case is:

Definition 2. Let ei, i = 1, 2 be the unit vectors in R2, s = (s1, s2) a multi-
index and z = (z1, z2) ∈ H2. A sequence of polynomials {ps(z)} is called a
hypercomplex Appell sequence in H2 if:
i) ∂

∂xi
ps(z) = sips−ei−1(z), i = 1, 2

and
ii)p0,0(z) = c0,0, c0,0 6= 0.

Let t = (t1, t2) ∈ R2, z = (z1, z2) ∈ H2, and consider a hypercomplex expo-
nential function defined as in [13] by the throughout convergent series

Exp(t, z) := exp (t1z1 + t2z2) =

∞∑
k=0

1

k!
(t1z1 + t2z2)k

.

Definition 3. Let s = (s1, s2) be a multi-index and α > −1. We define hyper-

complex Laguerre polynomials {L(α−s)
s (z)},α = (α, α), as monogenic polynomi-

als generated by the following function:

(1− (t1 + t2))αExp(t, z) =

+∞∑
|s|=0

(−1)|s|L(α−s)
s (z)ts. (10)

Applying the polynomial formula (6), the formula (10) is equivalent to +∞∑
|k|=0

(−1)|k|α(|k|)

k!
tk

 ∞∑
|σ|=0

zσ

σ!
tσ

 =

+∞∑
|s|=0

(−1)|s|L(α−s)
s (z)ts

or
∞∑
|s|=0

( ∑
k+σ=s

(−1)|k|α(|k|)zσ

k!σ!

)
ts =

+∞∑
|s|=0

(−1)|s|L(α−s)
s (z)ts, (11)

where α(n) := α(α − 1) · · · (α − n + 1), α(0) = 1. Comparing both sides of (11),
the hypercomplex Laguerre polynomials are obtained by

(−1)|s|L(α−s)
s (z) =

∑
k+σ=s

(−1)|k|α(|k|)zσ

k!σ!
. (12)



For example, the first hypercomplex Laguerre polynomials are:

L
(α,α)
0,0 (z1, z2) = 1

L
(α−1,α)
1,0 (z1, z2) = −z1 + α

L
(α−2,α)
2,0 (z1, z2) = 1

2z
2
1 − αz1 + 1

2α(α− 1)

L
(α−3,α)
3,0 (z1, z2) = − 1

6z
3
1 + 1

2αz
2
1 − 1

2α(α− 1)z1 + 1
6α(α− 1)(α− 2)

L
(α,α−1)
0,1 (z1, z2) = −z2 + α

L
(α−1,α−1)
1,1 (z1, z2) = z1 × z2 − αz1 − αz2 + α(α− 1)

L
(α−2,α−1)
2,1 (z1, z2) = − 1

2z
2
1 × z2 + 1

2αz
2
1 + αz1 × z2 − α(α− 1)z1

− 1
2α(α− 1)z2 + 1

2α(α− 1)(α− 2)

L
(α−3,α−1)
3,1 (z1, z2) = 1

6z
3
1 × z2 − 1

6αz
3
1 − 1

2αz
2
1 × z2 + 1

2α(α− 1)z21
+ 1

2α(α− 1)z1 × z2 − 1
2α(α− 1)(α− 2)z1

− 1
6α(α− 1)(α− 2)z2 + 1

6α(α− 1)(α− 2)(α− 3)
...

We note that the set {L(α−s)
s (z)} do not form an Appell sequence but, accord-

ing to Definition 2, {l(α−s)s (z)} ≡ {(−1)|s|s!L
(α−s)
s (z)} is already an Appell

sequence.
Setting z1 = z2 = 0 in (12), we have

l(α−s)s (0, 0) = (−1)|s|α(|s|). (13)

Lemma 1.

l(α−s1,α−s2)s1,s2 (z1, z2) =

s1∑
k1=0

s2∑
k2=0

(
s1
k1

)(
s2
k2

)
(−1)k1+k2α(k1+k2)zs1−k11 × zs2−k22 .

(14)

Proof. Using (11) we can write

+∞∑
|s|=0

( ∑
k+σ=s

(−1)k1+k2α(k1+k2)zσ1
1 × z

σ2
2

k1!k2!σ1!σ2!

)
ts11 t

s2
2 =

+∞∑
|s|=0

l
(α−s1,α−s2)
s1,s2 (z1, z2)

s1!s2!
ts11 t

s2
2

which leads to the desired result. ut

3 Pascal Matrices and Special Multivariate Polynomials

3.1 Particular Block Matrices

The matrix representation of multivariate polynomials demands the choice of a
suitable ordering. We will use the monomial order, ≺, defined as follows:

Definition 4. Let zβ and zγ be two monomials, with β = (β1, · · · , βn) and
γ = (γ1, · · · , γn) multi-indices. We say that zβ ≺ zγ if βi < γi for the largest
index such that βi 6= γi.



Considering a polynomial in z1 and z2 of maximal degree n in each variable,
with coefficients in a field K,

qn,n(z) =
∑
σ

cn−σz
σ,

we may write qn,n(z) = cTv, where

c = [cn−i,n|cn−i,n−1| · · · |cn−i,0]T

and
v = [zi1 × z02 |zi1 × z2| · · · |zi1 × z

n2
2 ]T , i = 0, . . . , n,

are block vectors.
The block vector q(z) = [qi,0(z)|qi,1(z)| · · · |qi,n(z)]T can be written in the

form
q(z) = C vec[ξ(z1)� ξ(z2)T ],

where C = [Csrij ] is a block matrix such that

Csrij =

{
ci−j,s−r , i ≥ j ∧ s ≥ r
0 , otherwise,

(i, j, s, r = 0, . . . , n), ξ(zk) = [1 zk · · · znk ]T , k = 1, 2, vec denotes the vectoriza-
tion of matrices (see [7]), and � is the Kronecker product of matrices adapted to
Clifford Analysis in the sense that (ξ(z1)�ξ(z2)T )ij = zi1×z

j
2, i, j = 0, 1, . . . , n.

Remark 1. The notation ( · · · )srij indicates the element of a block matrix at the
(i, j) position of the (s, r) block.

Definition 5. Let I, O and H be the identity matrix, the null matrix of order
n+ 1 and the creation matrix (1), respectively. The matrix H = [Hsr], where

Hsr =

H , s = r
sI , s = r + 1
O , otherwise,

(s, r = 0, . . . , n), is called block creation matrix of order (n+ 1)2.

This matrix is nilpotent of degree 2n + 1, that is, Hk = O, k > 2n (O is the
null block matrix of order (n+ 1)2). We use the convention that H0 = I, where

I = [E0 E1 · · · En] and Es = [O · · · I · · · O]
T

is a block vector of dimension
(n + 1)2 × (n + 1), with I at sth row-block, and Es = O whenever s > n. Such
block vectors satisfy the orthogonality property ETs Er = δsrI.

The matrix H is a block version of the creation matrix H and verifies similar
properties to that matrix [9], namely

(Es)
THEr = Hsr

HEr = (r + 1)Er+1 + ErH

HkEr =

k∑
α=0

(
k

α

)
(r + k − α)!

r!
Er+k−αH

α.



These properties allow to prove that eH = P is the block matrix of order (n+1)2

defined by

Psr =

{(
s
r

)
P , s ≥ r

O , otherwise,
(15)

(s, r = 0, . . . , n), where P is the Pascal matrix of order n+1. This result extends
to the block structure the property that eH = P (see [1]).

The matrix H also allows to achieve the generalized Pascal matrix, P (x), in-
volved in the matrix representation of polynomials, through the relation P (x) =
exH . In order to obtain the corresponding relation in the block matrix con-
text for two hypercomplex variables we introduce the block matrix F (z1, z2) =
[(F (z1, z2))sr] of order (n+ 1)2, where

(F (z1, z2))sr =

 z1H , s = r
sz2I , s = r + 1
O , otherwise,

(s, r = 0, . . . , n). This matrix is also nilpotent of degree 2n + 1, coincides with
H when z1 = z2 = 1, and has the following properties:

ETs F (z1, z2)Er = (F (z1, z2))sr

F (z1, z2)Er = z1ErH + (r + 1)z2Er+1

F k(z1, z2)Er =

k∑
α=0

(
k

α

)
(r + k − α)!

r!
zα1 × zk−α2 Er+k−αH

α.

These properties allow to prove that

eF (z1,z2) = P(z1, z2),

where P(z1, z2) is the hypercomplex Pascal matrix introduced in [13].

3.2 Pascal Matrices and Hypercomplex Laguerre Polynomials

Definition 6. The hypercomplex polynomial Laguerre matrix is the block matrix
of order (n+ 1)2, l(z1, z2) =

[
(l(z1, z2))srij

]
, such that

(l(z1, z2))srij =

{(
i
j

)(
s
r

)
l
(α−i+j,α−s+r)
i−j,s−r (z1, z2) , i ≥ j ∧ s ≥ r

0 , otherwise,

(i, j, s, r = 0, . . . , n) .

Theorem 1. Let z1, z2 hypercomplex variables. Then

l(z1, z2) = P(z1, z2)l(0, 0) = l(0, 0)P(z1, z2). (16)

Proof. Using the matrix multiplication and Lemma 1, the proof is immediate.
ut



Denoting by l(z1, z2) the first column of l(z1, z2) ,i.e.,

l(z1, z2) =

= [l
(α,α)
0,0 (z1, z2) · · · l(α−n,α)n,0 (z1, z2)| · · · |l(α,α−n)0,n (z1, z2) · · · l(α−n,α−n)n,n (z1, z2)]T ,

and by l(0, 0) the first column of l(0, 0), the representation (16) leads to

l(z1, z2) = P(z1, z2)l(0, 0).

For example, in the case of n = 2 we have the block matrix representation

l
(α,α)
0,0 (z1, z2)

l
(α−1,α)
1,0 (z1, z2)

l
(α−2,α)
2,0 (z1, z2)

l
(α,α−1)
0,1 (z1, z2)

l
(α−1,α−1)
1,1 (z1, z2)

l
(α−2,α−1)
2,1 (z1, z2)

l
(α,α−2)
0,2 (z1, z2)

l
(α−1,α−2)
1,2 (z1, z2)

l
(α−2,α−2)
2,2 (z1, z2)


=

=



1 0 0
z1 1 0
z21 2z1 1

z2 0 0
z1 × z2 z2 0
z21 × z2 2z1 × z2 z2
z22 0 0

z1 × z22 z22 0
z21 × z22 2z1 × z22 z

2
2

0 0 0
0 0 0
0 0 0

1 0 0
z1 1 0
z21 2z1 1

2z2 0 0
2z1 × z2 2z2 0
2z21 × z2 4z1 × z2 2z2

0 0 0
0 0 0
0 0 0

0 0 0
0 0 0
0 0 0

1 0 0
z1 1 0
z21 2z1 1





1
−α

α(α− 1)

−α
α(α− 1)

−α(α− 1)(α− 2)

α(α− 1)
−α(α− 1)(α− 2)

α(α− 1)(α− 2)(α− 3)


.

Similarly, denoting the first column of P(z1, z2) by p(z1, z2) ≡ vec(ξ(z1) �
ξ(z2)T ), we also obtain l(z1, z2) = l(0, 0)p(z1, z2), which can be interpreted as a
matrix representation of (14) with s1, s2 = 0, . . . , n.
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