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#### Abstract

In the last two years Frobenius-Euler polynomials have gained renewed interest and were studied by several authors. This paper presents a novel approach to these polynomials by treating them as Appell polynomials. This allows to apply an elementary matrix representation based on a nilpotent creation matrix for proving some of the main properties of Frobenius-Euler polynomials in a straightforward way.
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## 1 Introduction

Frobenius-Euler polynomials are extensions of the well known Euler polynomials. They also belong to the class of Appell sequences [3]. As it is well known, Appell polynomials have remarkable applications in several areas of mathematics, in physics, in chemistry and, in general, in engineering.

Frobenius-Euler polynomials have been discussed by Frobenius ([14]) in the context of number theory and divisibility properties by using their link with Stirling numbers of the second kind. Very recently, the interest on them reemerged as can be seen in the papers [4], [11], [17-19] published in 2012 and 2013 but, surprisingly, besides partially in [18], no use of their Appell polynomial properties have been made.

The aim of this paper is to combine the fact that Frobenius-Euler polynomials belong to the Appell class with the possibility to construct their matrix representation based on the creation matrix defined by

$$
(H)_{i j}=\left\{\begin{array}{ll}
i, & i=j+1  \tag{1}\\
0, & \text { otherwise },
\end{array} \quad i, j=0,1, \ldots, m .\right.
$$

[^0]
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The simplicity of the structure of the creation matrix and, particularly, its relation to matrices of Pascal type show new insights in Frobenius-Euler polynomials. Moreover, the matrix approach allows to simplify the proof of several of their main properties.

The outline of the paper is as follows. In Sect. 2 the fundamentals of Appell polynomials and their matrix representation are presented. Sect. 3 is devoted to basic concepts of Frobenius-Euler polynomials and the corresponding matrix representation. In Sect. 4 some identities of Frobenius-Euler polynomials in matrix form are derived as well as a relationship of those polynomials and generalized Apostol-Euler polynomials is established. Finally, some conclusions are presented.

## 2 Preliminaries

Polynomial sequences $\left\{p_{n}(x)\right\}_{n \geq 0}$ whose elements verify the conditions

$$
\begin{equation*}
\frac{d}{d x} p_{n}(x)=n p_{n-1}(x), \quad n=1,2, \ldots, \tag{2}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{0}(x)=c_{0}, \quad c_{0} \in \mathbb{R} \backslash\{0\} \tag{3}
\end{equation*}
$$

are called Appell sequences (cf. [3]).
The use of generating functions to characterize sequences is a common resource for transforming problems about sequences into problems involving functions formal power series. Following [6], Appell polynomials are characterized by a generating function of the form

$$
\begin{equation*}
f(t) e^{x t}=\sum_{n=0}^{+\infty} p_{n}(x) \frac{t^{n}}{n!}, \tag{4}
\end{equation*}
$$

where $f(t)$ is a real entire function.
Making use of the Cauchy product rule, the Taylor expansion of $f(t)$,

$$
\begin{equation*}
f(t)=\sum_{n=0}^{+\infty} c_{n} \frac{t^{n}}{n!}, \quad f(0) \neq 0 \tag{5}
\end{equation*}
$$

together with (4) allows to write Appell polynomials in the form

$$
\begin{equation*}
p_{n}(x)=\sum_{k=0}^{n}\binom{n}{k} c_{n-k} x^{k}, \quad n=0,1, \ldots, \quad c_{0} \neq 0 \tag{6}
\end{equation*}
$$

Remark 1. We observe that $c_{n}=p_{n}(0)$ and (5) is the exponential generating function of the number sequence $\left\{p_{n}(0)\right\}_{n \geq 0}$.

Formula (4) shows that different polynomial sequences belonging to the Appell class correspond to different suitable choices of the function $f(t)$.

It is well known that Appell polynomials and corresponding number sequences have remarkable applications in several areas of mathematics (see, for instance, [5], [12]) but also in physics, chemistry and engineering (see, for instance, [13], [15]). This fact justifies the development of a matrix approach as an easy and comprehensible tool, also for non-mathematicians.

In [2] the authors have used the matrix $H$, of order $m+1$, (see (1)) which is nilpotent of degree $(m+1)$, i.e.

$$
H^{k}=0, \quad \forall k \geq m+1,
$$

in order to study some special types of polynomials of one real variable and to derive their properties.

This idea has been further developed in [23] into a unified matrix approach to Appell polynomials of one and several real variables. The general approach in the case of one real variable can briefly be described as follows.

Consider the vector of Appell polynomials

$$
\mathbf{p}(x)=\left[\begin{array}{llll}
p_{0}(x) & p_{1}(x) & \cdots & p_{m}(x) \tag{7}
\end{array}\right]^{T}
$$

and the vector of monomial powers

$$
\xi(x)=\left[\begin{array}{llll}
1 & x & \cdots & x^{m}
\end{array}\right]^{T} .
$$

By statement (2), $\mathbf{p}(x)$ satisfies the differential equation

$$
\begin{equation*}
\frac{d}{d x} \mathbf{p}(x)=H \mathbf{p}(x) \tag{8}
\end{equation*}
$$

whose general solution is

$$
\begin{equation*}
\mathbf{p}(x)=e^{x H} \mathbf{p}(0) . \tag{9}
\end{equation*}
$$

Remark 2. We recall that, $e^{x H}=P(x)$, where $P(x)$ is the $(m+1) \times(m+1)$ generalized Pascal matrix:

$$
\left[\begin{array}{cccccc}
1 & 0 & \cdots & \cdots & \cdots & \cdots \\
x & 1 & 0 & \cdots & \cdots & \cdots \\
x^{2} & 2 x & 1 & 0 & \cdots & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\binom{m}{0} x^{m} & \binom{m}{1} x^{m-1} & \binom{m}{2} x^{m-2} & \cdots & \cdots & \binom{m}{m}
\end{array}\right]
$$

since $P(1)=P$ is the ordinary lower triangular Pascal matrix. It is easy to verify that $P(-1)=P^{-1}$ is the inverse of $P$ (see [7]).

The relation (6) permits to represent (7) in the form

$$
\begin{equation*}
\mathbf{p}(x)=M \xi(x) \tag{10}
\end{equation*}
$$

where $M$ is the $(m+1) \times(m+1)$ matrix defined by

$$
(M)_{i j}= \begin{cases}\binom{i}{j} c_{i-j}, & i \geq j  \tag{11}\\ 0, & \text { otherwise, } \quad i, j=0,1, \ldots, m\end{cases}
$$

Thus, the goal of achieving the matrix representation of the different types of Appell sequences implies to know $M$, the matrix that converts the vector $\xi(x)$ into a vector of Appell polynomials. It can be proved that such matrix $M$ coincides with the matrix

$$
\begin{equation*}
f(H)=\sum_{n=0}^{m} c_{n} \frac{H^{n}}{n!}, \quad c_{0} \neq 0 \tag{12}
\end{equation*}
$$

obtained as matrix polynomial from the corresponding Taylor polynomial of degree $(m+1)$ of $f(t)$ in (4) (see [23]).

## 3 Frobenius-Euler Polynomials and Special Matrices

The general term of the Frobenius-Euler polynomial sequence $\left\{F_{n}(x ; \lambda)\right\}_{n \geq 0}$ is defined by the generating function

$$
\begin{equation*}
\frac{1-\lambda}{e^{t}-\lambda} e^{x t}=\sum_{n=0}^{+\infty} F_{n}(x ; \lambda) \frac{t^{n}}{n!} \tag{13}
\end{equation*}
$$

where $\lambda \in \mathbb{C} \backslash\{1\}^{3}$.
This sequence is clearly an Appell sequence with

$$
\begin{equation*}
f(t)=\frac{1-\lambda}{e^{t}-\lambda} \tag{14}
\end{equation*}
$$

Special values of $x$ and $\lambda$ lead to the following examples.
(i) For $x=0, F_{n}(0 ; \lambda):=F_{n}(\lambda)$ are called Frobenius-Euler numbers (see [11]).
(ii) For $\lambda=-1, F_{n}(x ;-1)=E_{n}(x)$, which denotes the Euler polynomials.
(iii) For $\lambda=-1$ and $x=\frac{1}{2}, 2^{n} F_{n}\left(\frac{1}{2} ;-1\right)=E_{n}$, which denotes the Euler numbers.

Remark 3. Some authors (see [11]) call $F_{n}(0 ;-1)=E_{n}(0)$ Euler numbers. Here we refer to the common definition of Euler numbers, i.e., the numbers defined by the generating function

$$
\begin{equation*}
\frac{2 e^{t}}{e^{2 t}+1}=\sum_{n=0}^{\infty} E_{n} \frac{t^{n}}{n!} \tag{15}
\end{equation*}
$$

[^1]which implies
$$
E_{n}=2^{n} E_{n}\left(\frac{1}{2}\right)
$$
(cf. [1]).
According to (6) it is obvious that
$$
F_{n}(x ; \lambda)=\sum_{k=0}^{n}\binom{n}{k} F_{n-k}(\lambda) x^{k}
$$

Likewise, from (13), using power series expansions and the Cauchy product, the following recurrence formula can be derived

$$
\begin{equation*}
\sum_{k=0}^{n}\binom{n}{k} F_{k}(x ; \lambda)-\lambda F_{n}(x ; \lambda)=(1-\lambda) x^{n}, \quad n=0,1, \ldots \tag{16}
\end{equation*}
$$

The Frobenius-Euler polynomials up to $n=3$ are:

$$
\begin{aligned}
& F_{0}(x ; \lambda)=1 \\
& F_{1}(x ; \lambda)=x-\frac{1}{1-\lambda} \\
& F_{2}(x ; \lambda)=x^{2}-\frac{2}{1-\lambda} x+\frac{1+\lambda}{(1-\lambda)^{2}} \\
& F_{3}(x ; \lambda)=x^{3}-\frac{3}{1-\lambda} x^{2}+\frac{3(1+\lambda)}{(1-\lambda)^{2}} x-\frac{\lambda^{2}+4 \lambda+1}{(1-\lambda)^{3}}
\end{aligned}
$$

In the very recent papers $[17,18]$ sequences $\left\{F_{n}^{(\alpha)}(x ; \lambda)\right\}_{n \geq 0}$ of FrobeniusEuler polynomials of order $\alpha, \alpha \in \mathbb{N}_{0}$, are considered. Those generalized sequences are defined by

$$
\begin{equation*}
\left(\frac{1-\lambda}{e^{t}-\lambda}\right)^{\alpha} e^{x t}=\sum_{n=0}^{+\infty} F_{n}^{(\alpha)}(x ; \lambda) \frac{t^{n}}{n!} \tag{17}
\end{equation*}
$$

where $\lambda \in \mathbb{C} \backslash\{1\}$.
We can easily recognize that (17) includes the following special cases.
(i) When $\alpha=0$ the sequence $\left\{F_{n}^{(0)}(x ; \lambda)\right\}_{n \geq 0}$ corresponds to the monomials $\left\{x^{n}\right\}_{n \geq 0}$.
(ii) The case $\alpha=1$ corresponds to the Frobenius-Euler polynomials (13).
(iii) The case $\lambda=-1$ corresponds to the generalized Euler polynomials ([10])
(iv) The case $\alpha=2$ corresponds to the 2-iterated Euler polynomials, $E_{n}^{[2]}(x)$,

$$
\left(\frac{2}{e^{t}+1}\right)^{2}=\sum_{n=0}^{+\infty} E_{n}^{[2]}(x) \frac{t^{n}}{n!}
$$

introduced in [16].

According to (12) and (17), the corresponding matrix for the Frobenius-Euler polynomials of order $\alpha$ is

$$
\begin{align*}
M_{\alpha} & =(1-\lambda)^{\alpha}\left(\left(e^{H}-\lambda I\right)^{\alpha}\right)^{-1} \\
& =(1-\lambda)^{\alpha}\left((P-\lambda I)^{\alpha}\right)^{-1} \tag{18}
\end{align*}
$$

Remark 4. When $\alpha=1, M \equiv M_{1}=(1-\lambda)(P-\lambda I)^{-1}$ is the corresponding matrix for the Frobenius-Euler polynomials, $F_{n}(x ; \lambda)$. Additionally, if $\lambda=-1$, then $M=2(P+I)^{-1}$ is the matrix referred in [2] for the Euler polynomials. For example, if $m=4$ one has

$$
M=\left[\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
-\frac{1}{2} & 1 & 0 & 0 & 0 \\
0 & -1 & 1 & 0 & 0 \\
\frac{1}{4} & 0 & -\frac{3}{2} & 1 & 0 \\
0 & 1 & 0 & -2 & 1
\end{array}\right]
$$

From (10) and (18), the vector whose entries are Frobenius-Euler polynomials of order $\alpha$

$$
\mathbf{F}^{(\alpha)}(x ; \lambda)=\left[\begin{array}{lll}
F_{0}^{(\alpha)} & x ; \lambda) & F_{1}^{(\alpha)}(x ; \lambda)
\end{array} \cdots F_{m}^{(\alpha)}(x ; \lambda)\right]^{T},
$$

is readily obtained by

$$
\begin{align*}
\mathbf{F}^{(\alpha)}(x ; \lambda) & =M_{\alpha} \xi(x) \\
& =(1-\lambda)^{\alpha}\left((P-\lambda I)^{\alpha}\right)^{-1} \xi(x) . \tag{19}
\end{align*}
$$

Since (19),

$$
\begin{equation*}
M_{\alpha}^{-1} \mathbf{F}^{(\alpha)}(x ; \lambda)=\xi(x) \tag{20}
\end{equation*}
$$

equivalent to

$$
(P-\lambda I)^{\alpha} \mathbf{F}^{(\alpha)}(x ; \lambda)=(1-\lambda)^{\alpha} \xi(x)
$$

which, for $\alpha=1$, represents (16) in matrix form.
Setting for the inverse matrix of $M_{\alpha}$

$$
\begin{equation*}
M_{\alpha}^{-1}=\sum_{n=0}^{m} d_{n}^{(\alpha)} \frac{H^{n}}{n!} \tag{21}
\end{equation*}
$$

and taking into account (18), we have for the Frobenius-Euler polynomials of order $\alpha$

$$
d_{0}^{(\alpha)}=1, \quad d_{k}^{(\alpha)} \equiv \frac{1}{(1-\lambda)^{\alpha}}, \quad k=1, \ldots, m
$$

From (20) and (21) it follows

$$
\sum_{k=0}^{n}\binom{n}{k} d_{n-k}^{(\alpha)} F_{k}^{(\alpha)}(x ; \lambda)=x^{n} \quad n=0,1, \ldots
$$

which permits to derive the recurrence relation

$$
\left\{\begin{array}{l}
F_{0}^{(\alpha)}(x ; \lambda)=1 \\
F_{n}^{(\alpha)}(x ; \lambda)=\frac{1}{d_{0}^{(\alpha)}}\left(x^{n}-\sum_{k=0}^{n-1}\binom{n}{k} d_{n-k}^{(\alpha)} F_{k}^{(\alpha)}(x ; \lambda)\right), \quad n=1, \ldots, m
\end{array}\right.
$$

## 4 Some Identities of Frobenius-Euler Polynomials

The approach presented in the previous section allows to derive several new identities involving Frobenius-Euler polynomials. Some of these identities are reported in [11] and [18] but not using the matrix representation of the polynomials.

Let us introduce the diagonal matrix

$$
D[-1]=\operatorname{diag}\left[1,-1,1, \ldots,(-1)^{m}\right]
$$

Supposing $\alpha=1, \lambda \neq-1$ and $\lambda \neq 0$, from (19) we can derive the following:

$$
\begin{aligned}
\mathbf{F}\left(1-x ;-\frac{1}{\lambda}\right) & =\left(1+\frac{1}{\lambda}\right)\left(P+\frac{1}{\lambda} I\right)^{-1} \xi(1-x) \\
& =(1+\lambda)(\lambda P+I)^{-1} D[-1] P^{-1} \xi(x) \\
& =(1+\lambda)(D[-1](\lambda P+I))^{-1} P^{-1} \xi(x) .
\end{aligned}
$$

Further simplifications on the right side result in

$$
(1+\lambda) D[-1](P+\lambda I)^{-1} \xi(x)=D[-1] \mathbf{F}(x ;-\lambda) .
$$

Therefore, we obtain the following proposition.
Proposition 1 For $\lambda \neq-1$ and $\lambda \neq 0$, one has

$$
\begin{equation*}
\mathbf{F}\left(1-x ;-\frac{1}{\lambda}\right)=D[-1] \mathbf{F}(x ;-\lambda) . \tag{22}
\end{equation*}
$$

Identity (22) is the matrix form of the symmetry property

$$
F_{n}\left(1-x ;-\frac{1}{\lambda}\right)=(-1)^{n} F_{n}(x ;-\lambda), \quad n=0,1, \ldots
$$

shown in [11] using a different method.
From (17) and (18) follows easily that

$$
\begin{aligned}
\mathbf{F}^{(\alpha+\beta)}(x+y ; \lambda) & =(1-\lambda)^{\alpha+\beta}\left((P-\lambda I)^{\alpha+\beta}\right)^{-1} \xi(x+y) \\
& =M_{\alpha} M_{\beta} \xi(x+y)
\end{aligned}
$$

Since $\xi(x+y)=P(y) \xi(x)($ see $[2])$,

$$
\begin{aligned}
\mathbf{F}^{(\alpha+\beta)}(x+y ; \lambda) & =M_{\alpha} M_{\beta} P(y) \xi(x) \\
& =P(y) M_{\alpha} M_{\beta} \xi(x) \\
& =P(y) M_{\beta} \mathbf{F}^{(\alpha)}(x ; \lambda)
\end{aligned}
$$

( $M_{\alpha}, M_{\beta}, P(y)$ commute because they are functions of $H$.)
Therefore we obtain the following proposition.
Proposition 2 Let $\left\{F_{n}^{(\alpha)}(x ; \lambda)\right\}_{n \geq 0},\left\{F_{n}^{(\beta)}(x ; \lambda)\right\}_{n \geq 0}$ be two Frobenius-Euler polynomial sequences and $P(x)$ the generalized Pascal matrix. Then

$$
\begin{equation*}
\mathbf{F}^{(\alpha+\beta)}(x+y ; \lambda)=P(y) M_{\beta} \mathbf{F}^{(\alpha)}(x ; \lambda) . \tag{23}
\end{equation*}
$$

Setting $\beta=0$ in (23) we obtain the following corollary.
Corollary 1 Let $\left\{F_{n}^{(\alpha)}(x ; \lambda)\right\}_{n \geq 0}$ be a Frobenius-Euler polynomial sequence and $P(x)$ the generalized Pascal matrix. Then

$$
\begin{equation*}
\mathbf{F}^{(\alpha)}(x+y ; \lambda)=P(y) \mathbf{F}^{(\alpha)}(x ; \lambda) \tag{24}
\end{equation*}
$$

The formula (24) is nothing else than the matrix representation of the identity

$$
\begin{equation*}
F_{n}^{(\alpha)}(x+y ; \lambda)=\sum_{k=0}^{n}\binom{n}{k} F_{k}^{(\alpha)}(x ; \lambda) y^{n-k}, \quad n=0,1, \ldots \tag{25}
\end{equation*}
$$

reported in [18]. Such identity is an immediate consequence of the result which states that all Appell sequences $\left\{p_{n}(x)\right\}_{n \geq 0}$ fulfill a binomial theorem of the form

$$
p_{n}(x+y)=\sum_{k=0}^{n}\binom{n}{k} p_{k}(x) y^{n-k}, \quad n=0,1, \ldots
$$

(see [9]).
Furthermore, if $\lambda=-1$ then the identity (25) corresponds to the well known binomial expansion

$$
E_{n}^{(\alpha)}(x+y)=\sum_{k=0}^{n}\binom{n}{k} E_{k}^{(\alpha)}(x) y^{n-k}, \quad n=0,1, \ldots
$$

involving generalized Euler polynomials (cf. [21]).
It is worth noting that, setting $y=1$ and $y=(c-1) x$ in (24) and using the fact that $P(1)=P$, one get

$$
\begin{gather*}
\mathbf{F}^{(\alpha)}(x+1 ; \lambda)=P \mathbf{F}^{(\alpha)}(x ; \lambda),  \tag{26}\\
\mathbf{F}^{(\alpha)}(c x ; \lambda)=P((c-1) x) \mathbf{F}^{(\alpha)}(x ; \lambda), \tag{27}
\end{gather*}
$$

respectively.
Identity (27) corresponds to a multiplication theorem of the form

$$
F_{n}^{(\alpha)}(c x ; \lambda)=\sum_{k=0}^{n}\binom{n}{k} F_{k}^{(\alpha)}(x ; \lambda)(c-1)^{n-k} x^{n-k}, \quad n=0,1, \ldots
$$

Moreover, from (18) and (26), one get successively

$$
\begin{aligned}
\mathbf{F}^{(\alpha)}(x+1 ; \lambda)-\lambda \mathbf{F}^{(\alpha)}(x ; \lambda) & =(P-\lambda I) \mathbf{F}^{(\alpha)}(x ; \lambda) \\
& =(1-\lambda)^{\alpha}(P-\lambda I)\left((P-\lambda I)^{\alpha}\right)^{-1} \xi(x) \\
& =(1-\lambda)^{\alpha}(P-\lambda I)\left((P-\lambda I)^{\alpha-1}(P-\lambda I)\right)^{-1} \xi(x) \\
& =(1-\lambda)(1-\lambda)^{\alpha-1}(P-\lambda I)(P-\lambda I)^{-1}\left((P-\lambda I)^{\alpha-1}\right)^{-1} \xi(x) \\
& =(1-\lambda) \mathbf{F}^{(\alpha-1)}(x ; \lambda) .
\end{aligned}
$$

Therefore, we have established the following result.
Proposition 3 For $\alpha \in \mathbb{N}$, the following recurrence relation is true

$$
\begin{equation*}
\mathbf{F}^{(\alpha-1)}(x ; \lambda)=\frac{1}{(1-\lambda)}\left\{\mathbf{F}^{(\alpha)}(x+1 ; \lambda)-\lambda \mathbf{F}^{(\alpha)}(x ; \lambda)\right\} . \tag{28}
\end{equation*}
$$

Considering $\alpha=1$ in (28) and recalling that $\mathbf{F}^{(0)}(x ; \lambda)=\xi(x)$, we have

$$
\mathbf{F}(x+1 ; \lambda)-\lambda \mathbf{F}(x ; \lambda)=(1-\lambda) \xi(x) .
$$

Formula (28) in Proposition 3 allows to prove another recurrence relation.
Proposition 4 For $\alpha \in \mathbb{N}$, the following recurrence relation is true

$$
\mathbf{F}^{(\alpha-1)}(x ; \lambda)=\frac{1}{1-\lambda}(P-\lambda I) \mathbf{F}^{(\alpha)}(x ; \lambda) .
$$

Proof. From (24), with $x=1$ and $y \rightarrow x$, yields

$$
\begin{aligned}
\mathbf{F}^{(\alpha)}(x+1 ; \lambda) & =P(x) \mathbf{F}^{(\alpha)}(1 ; \lambda) \\
& =P(x) M_{\alpha} \xi(1) \\
& =P(x) M_{\alpha} P \xi(0),
\end{aligned}
$$

and because $P(x), M_{\alpha}, P$ commute,

$$
\begin{aligned}
\mathbf{F}^{(\alpha)}(x+1 ; \lambda) & =M_{\alpha} P P(x) \xi(0) \\
& =M_{\alpha} P \xi(x) \\
& =P \mathbf{F}^{(\alpha)}(x ; \lambda) .
\end{aligned}
$$

Then, together with (28), we get

$$
\begin{equation*}
(1-\lambda) \mathbf{F}^{(\alpha-1)}(x ; \lambda)=(P-\lambda I) \mathbf{F}^{(\alpha)}(x ; \lambda) \tag{29}
\end{equation*}
$$

which completes the proof.
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The case $\lambda=-1$ leads to the relation between vectors of generalized Euler polynomials

$$
\mathbf{E}^{(\alpha-1)}(x ;-1)=\frac{1}{2}(P+I) \mathbf{E}^{(\alpha)}(x ;-1)
$$

which corresponds to the well known idendity

$$
E_{n}^{(\alpha-1)}(x)=\frac{1}{2}\left[E_{n}^{(\alpha)}(x)+\sum_{k=0}^{n}\binom{n}{k} E_{k}^{(\alpha)}(x)\right], \quad n=0,1, \ldots,
$$

referred in [10].
When $\alpha=1$, from (29), follows

$$
\xi(x)=\frac{1}{1-\lambda}(P-\lambda I) \mathbf{F}(x ; \lambda)
$$

which corresponds, when $\lambda=-1$, to

$$
x^{n}=\frac{1}{2}\left[E_{n}(x)+\sum_{k=0}^{n}\binom{n}{k} E_{k}(x)\right], \quad n=0,1, \ldots,
$$

referred in [21].
The above approach allows the matrix treatment of some extensions of FrobeniusEuler polynomials. For instance, of the generalized Apostol-Euler polynomials of order $\alpha, \mathfrak{E}_{n}^{(\alpha)}(x ; \lambda)$, defined by the generating function

$$
\left(\frac{2}{\lambda e^{t}+1}\right)^{\alpha} e^{x t}=\sum_{n=0}^{+\infty} \mathfrak{E}_{n}^{(\alpha)}(x ; \lambda) \frac{t^{n}}{n!}
$$

(see [10]).
In fact, considering the vector of generalized Apostol-Euler polynomials of order $\alpha$,

$$
\mathfrak{E}^{(\alpha)}(x ; \lambda)=\left[\mathfrak{E}_{0}^{(\alpha)}(x ; \lambda) \mathfrak{E}_{1}^{(\alpha)}(x ; \lambda) \cdots \mathfrak{E}_{m}^{(\alpha)}(x ; \lambda)\right]^{T},
$$

we recognize their relationship with the Frobenius-Euler polynomials in the following form:

Proposition 5 For $\alpha \in \mathbb{N}_{0}, \lambda \neq 0$ and $\lambda \neq-1$, Apostol-Euler polynomials $\mathfrak{E}_{n}^{(\alpha)}(x ; \lambda)$ and Frobenius-Euler polynomials $\mathbf{F}^{(\alpha)}\left(x ;-\frac{1}{\lambda}\right)$ of degree $\alpha$ satisfy

$$
\mathfrak{E}^{(\alpha)}(x ; \lambda)=\left(\frac{2}{1+\lambda}\right)^{\alpha} \mathbf{F}^{(\alpha)}\left(x ;-\frac{1}{\lambda}\right) .
$$

Proof. Taking into account that

$$
\mathbf{F}^{(\alpha)}\left(x ;-\frac{1}{\lambda}\right)=(1+\lambda)^{\alpha}\left((\lambda P+I)^{\alpha}\right)^{-1} \xi(x)
$$

and

$$
\mathfrak{E}^{(\alpha)}(x ; \lambda)=2^{\alpha}\left((\lambda P+I)^{\alpha}\right)^{-1} \xi(x),
$$

we get immediately the result.

## 5 Conclusion

The approach here exposed permits to obtain a matrix representation of FrobeniusEuler polynomials, not used so far and, - without being exhaustive - to prove in a straightforward manner some of their main properties. Moreover, due to the matrix representation, all results can be generalized in order to obtain also Frobenius-Euler polynomials in several variables. The main tool in this direction would be a block version of the matrix $H$ as used in [20], [22, 23].
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