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Abstract. In this article we study atomic and molecular decompositions in 2-microlocal
Besov and Triebel�Lizorkin spaces with variable integrability. We show that, in most
cases, the convergence implied in such decompositions holds not only in the distributions
sense, but also in the function spaces themselves. As an application, we give a simple
proof for the denseness of the Schwartz class in such spaces. Some other properties, like
Sobolev embeddings, are also obtained via atomic representations.

1. Introduction

In this paper we deal with atomic and molecular decompositions for 2-microlocal spaces
of Besov and Triebel-Lizorkin type with all exponents variable, including applications,
for example, to Sobolev type embeddings. This work can be viewed as a continuation of
our paper [2], where key properties like characterizations by Peetre maximal functions,
liftings and Fourier multipliers were studied.
We also refer to [2] (and the references therein) for a review on the scales Bw

p(·),q(·) and
Fw

p(·),q(·) helping to contextualize our study. We recall that the investigation of function
spaces with variable exponents has been partially motivated by applications to �uid
dynamics [34], image processing [7, 18, 36], PDE and the calculus of variations [1, 13, 30];
see also the monographs [8, 9] and the survey [19] for further details.
Atomic and molecular representations for the spaces Bw

p(·),q and F
w

p(·),q(·) (so with con-

stant q in the B case) were already obtained by Kempka in [25]. In the present article we
give characterizations in terms of atoms and molecules for the full scales above including
the di�cult case of variable q in the Besov space Bw

p(·),q(·) (see Section 4) which, as we
can see later, is far from being a mere extension. In fact, the mixed sequences spaces
`q(·)(Lp(·)) behind do not share some fundamental properties as in the constant exponent
situation (like the boundedness of the Hardy-Littlewood maximal operator), and they
are hard to deal with particularly when the exponent q is unbounded.
We would like to emphasize that even in the cases studied in [25] our statements have

di�erent formulations. The idea is to improve and clarify some points and also to give ad-
ditional information which is hard to �nd in the standard literature on atomic/molecular
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representations. By this reason we give some proofs and comments in a separate part
(see Section 7).
Another of the main results (see Section 5) asserts that in most cases the convergence

implied in the atomic/molecular decompositions holds in the spaces themselves (see The-
orem 5.1). We show that this remarkable e�ect, not usually referred in the literature
(but see [6] for an exception in the framework of classical spaces), may have interesting
consequences (for example, to immediately get the denseness of the Schwartz class in the
spaces Bw

p(·),q(·) and Fw
p(·),q(·) when p and q are bounded). Sobolev type embeddings are

also established as application of the atomic decompositions obtained (see Section 6).
In Sections 2 and 3 we review some background material and derive some preliminary

results needed in the sequel.

2. Preliminaries

As usual, we denote by Rn the n-dimensional real Euclidean space, by N the collection
of all natural numbers and N0 = N∪{0}. By Zn we denote the lattice of all points in Rn

with integer components. If r is a real number then r+ := max{r, 0}. We write B(x, r)
for the open ball in Rn centered at x ∈ Rn with radius r > 0. We use c as a generic
positive constant, i.e. a constant whose value may change with each appearance. The
expression f . g means that f ≤ c g for some independent constant c, and f ≈ g means
f . g . f .
The notation X ↪→ Y stands for continuous embeddings from X into Y , where X

and Y are quasi-normed spaces. If E ⊂ Rn is a measurable set, then |E| stands for its
(Lebesgue) measure and χE denotes its characteristic function. By supp f we denote the
support of the function f .
The set S denotes the usual Schwartz class of in�nitely di�erentiable rapidly decreasing

complex-valued functions and S ′ denotes the dual space of tempered distributions. The
Fourier transform of a tempered distribution f is denoted by f̂ while its inverse transform
is denoted by f∨.

2.1. Variable exponents. By P(Rn) we denote the set of all measurable functions
p : Rn → (0,∞] (called variable exponents) which are essentially bounded away from
zero. For E ⊂ Rn and p ∈ P(Rn) we denote p+

E = ess supE p(x) and p−E = ess infE p(x).
For simplicity we use the abbreviations p+ = p+

Rn and p− = p−Rn .
The variable exponent Lebesgue space Lp(·) = Lp(·)(Rn) is the class of all (complex or

extended real-valued) measurable functions f (on Rn) such that

%p(·)(f/λ) :=

∫
Rn
φp(x)

(
|f(x)|
λ

)
dx

is �nite for some λ > 0, where

φp(t) :=


tp if p ∈ (0,∞),

0 if p =∞ and t ∈ [0, 1],

∞ if p =∞ and t ∈ (1,∞].

It is known that %p(·) de�nes a semimodular (on the vector space consisting of all
measurable functions on Rn which are �nite a.e.), and that Lp(·) becomes a quasi-Banach
space with respect to the quasi-norm

‖f |Lp(·)‖ := inf
{
λ > 0 : %p(·) (f/λ) ≤ 1

}
.
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This functional de�nes a norm when p− ≥ 1. If p(x) ≡ p is constant, then Lp(·) = Lp is
the classical Lebesgue space.
It is worth noting that Lp(·) has the lattice property and that the assertions f ∈ Lp(·)

and ‖f |Lp(·)‖ <∞ are equivalent for any (complex or extended real-valued) measurable
function f (assuming the usual convention inf ∅ = ∞). The fundamental properties
of the spaces Lp(·), at least in the case p− ≥ 1, can be found in [28] and in the recent
monographs [9], [8]. The de�nition above of Lp(·) using the semimodular %p(·) is taken
from [9].
For any p ∈ P(Rn) we have

‖f |Lp(·)‖r =
∥∥∥|f |r|L p(·)

r

∥∥∥ , r ∈ (0,∞),

and

‖f + g |Lp(·)‖ ≤ max
{

1, 2
1
p−−1

}(
‖f |Lp(·)‖+ ‖g |Lp(·)‖

)
.

A useful property (that we shall call the unit ball property) is that ρp(·)(f) ≤ 1 if and
only if ‖f |Lp(·)‖ ≤ 1 ([9, Lemma 3.2.4]). An interesting variant of this is the following
estimate

(2.1) min
{
%p(·)(f)

1
p− , %p(·)(f)

1
p+

}
≤ ‖f |Lp(·)‖ ≤ max

{
%p(·)(f)

1
p− , %p(·)(f)

1
p+

}
for p ∈ P(Rn) with p− <∞, and %p(·)(f) > 0 or p+ <∞. It is proved in [9, Lemma 3.2.5]
for the case p− ≥ 1, but it is not hard to check that this property remains valid in the
case p− < 1. This property is clear for constant exponents due to the obvious relation
between the quasi-norm and the semimodular in that case.
For variable exponents, Hölder's inequality holds in the form

‖f g |L1‖ ≤ 2 ‖f |Lp(·)‖‖g |Lp′(·)‖
for p ∈ P(Rn) with p− ≥ 1, where p′ denotes the conjugate exponent of p de�ned
pointwisely by 1

p(x)
+ 1

p′(x)
= 1, x ∈ Rn.

From the spaces Lp(·) we can also de�ne variable exponent Sobolev spaces W k,p(·) in the
usual way (see [9], [8] and the references therein).
In general we need to assume some regularity on the exponents in order to develop

a consistent theory of variable function spaces. We recall here some classes which are
nowadays standard in this setting.
We say that a continuous function g : Rn → R is locally log-Hölder continuous,

abbreviated g ∈ C log
loc , if there exists clog > 0 such that

|g(x)− g(y)| ≤ clog

log(e+ 1/|x− y|)
for all x, y ∈ Rn. The function g is said to be globally log-Hölder continuous, abbreviated
g ∈ C log, if it is locally log-Hölder continuous and there exist g∞ ∈ R and Clog > 0 such
that

|g(x)− g∞| ≤
Clog

log(e+ |x|)
for all x ∈ Rn. The notation P log(Rn) is used for those variable exponents p ∈ P(Rn)
with 1

p
∈ C log. We shall write clog(g) when we need to use explicitly the constant involved

in the local log-Hölder continuity of g. Note that all (exponent) functions in C log
loc are

bounded.
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As regards the (quasi)norm of characteristic functions on cubes Q (or balls) in Rn, for
exponents p ∈ P log(Rn) we have

(2.2) ‖χQ |Lp(·)‖ ≈ |Q|
1

p(x) if |Q| ≤ 1 and x ∈ Q,
and

‖χQ |Lp(·)‖ ≈ |Q|
1
p∞ if |Q| ≥ 1

(see [9, Corollary 4.5.9]).

2.2. Variable exponent mixed sequence spaces. To deal with variable exponent
Besov and Triebel�Lizorkin scales we need to consider appropriate mixed sequences
spaces. For p, q ∈ P(Rn) the mixed Lebesgue-sequence space Lp(·)(`q(·)) ([10]) can be
easily de�ned through the quasi-norm

(2.3) ‖(fν)ν |Lp(·)(`q(·))‖ :=
∥∥‖(fν(x))ν |`q(x)‖ |Lp(·)

∥∥
on sequences (fν)ν∈N0 of complex or extended real-valued measurable functions on Rn.
This is a norm if min{p−, q−} ≥ 1. Note that `q(x) is a standard discrete Lebesgue space
(for each x ∈ Rn), and that (2.3) is well de�ned since q(x) does not depend on ν and the
function x→ ‖(fν(x))ν |`q(x)‖ is always measurable when q ∈ P(Rn).
The �opposite� case `q(·)(Lp(·)) is not so easy to handle. For p, q ∈ P(Rn), the mixed

sequence-Lebesgue space `q(·)(Lp(·)) consists of all sequences (fν)ν∈N0 of (complex or ex-

tended real-valued) measurable functions (on Rn) such that %`q(·)(Lp(·))
(

1
µ
(fν)ν

)
< ∞ for

some µ > 0, where

(2.4) %`q(·)(Lp(·))
(
(fν)ν

)
:=
∑
ν≥0

inf
{
λν > 0 : %p(·)

(
fν/λ

1
q(·)
ν

)
≤ 1
}
.

Note that if q+ <∞ then (2.4) equals the more simple form

(2.5) %`q(·)(Lp(·))
(
(fν)ν

)
=
∑
ν≥0

∥∥∥|fν |q(·)|L p(·)
q(·)

∥∥∥.
The space `q(·)(Lp(·)) was introduced in [3, De�nition 3.1] within the framework of the
so-called semimodular spaces. It is known ([3]) that

‖(fν)ν |`q(·)(Lp(·))‖ := inf
{
µ > 0 : %`q(·)(Lp(·))

(
1
µ
(fν)ν

)
≤ 1
}

de�nes a quasi-norm in `q(·)(Lp(·)) for every p, q ∈ P(Rn) and that ‖ · |`q(·)(Lp(·))‖ is a
norm when q ≥ 1 is constant and p− ≥ 1, or when 1

p(x)
+ 1

q(x)
≤ 1 for all x ∈ Rn. More

recently, it was shown in [27] that it also becomes a norm if 1 ≤ q(x) ≤ p(x) ≤ ∞.
Contrarily to the situation when q is constant, the expression above is not necessarily a
norm when min{p−, q−} ≥ 1 (see [27] for an example showing that the triangle inequality
may fail in this case).
It is worth noting that `q(·)(Lp(·)) is a really iterated space when q ∈ (0,∞] is constant

([3, Proposition 3.3]), with

(2.6) ‖(fν)ν |`q(Lp(·))‖ =
∥∥(‖fν |Lp(·)‖)ν |`q∥∥.

We note also that the values of q have no in�uence on ‖(fν)ν |`q(·)(Lp(·))‖ when we consider
sequences having just one non-zero entry. In fact, as in the constant exponent case, we
have ‖(fν)ν | `q(·)(Lp(·))‖ = ‖f |Lp(·)‖ whenever there exists ν0 ∈ N0 such that fν0 = f and
fν ≡ 0 for all ν 6= ν0 (cf. [3, Example 3.4]).
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Simple calculations show that given any sequence (fν)ν of measurable functions, �nite-
ness of ‖(fν)ν |`q(·)(Lp(·))‖ implies (fν)ν ∈ `q(·)(Lp(·)), which in turn implies fν ∈ Lp(·) for
each ν ∈ N0. Moreover,

‖(fν)ν |`q(·)(Lp(·))‖ ≤ 1 if and only if %`q(·)(Lp(·))
(
(fν)ν

)
≤ 1 (unit ball property)

(see [3]). From the latter, we can derive the following inequality on the estimation of the
quasi-norm by the semimodular:

Lemma 2.1. Let p, q ∈ P(Rn) with q− <∞. If %`q(·)(Lp(·))
(
(fν)ν

)
> 0 or q+ <∞, then

‖(fν)ν | `q(·)(Lp(·))‖ ≤ max
{
%`q(·)(Lp(·))

(
(fν)ν

) 1
q− , %`q(·)(Lp(·))

(
(fν)ν

) 1
q+

}
.

The next result will be very useful below when checking the convergence implied in the
atomic representations.

Lemma 2.2. Let p, q ∈ P(Rn) with q+ <∞. If (fν)ν∈N0 ∈ `q(·)(Lp(·)), then∥∥(fν)ν≥T |`q(·)(Lp(·))
∥∥→ 0 as T →∞.

Proof. From the previous lemma, the claim follows if we show that %`q(·)(Lp(·))
(
(fν)ν≥T

)
→

0 as T → ∞. Since (fν)ν∈N0 ∈ `q(·)(Lp(·)), by de�nition there exists µ0 > 0 such that

%`q(·)(Lp(·))
(
µ0(fν)ν∈N0

)
<∞. We have

%`q(·)(Lp(·))
(
(fν)ν∈N0

)
=
∞∑
ν=0

∥∥∥|fν |q(·)|L p(·)
q(·)

∥∥∥ ≤ max
{(

1
µ0

)q+

,
(

1
µ0

)q−} ∞∑
ν=0

∥∥∥|µ0 fν |q(·)|L p(·)
q(·)

∥∥∥
using the fact that q is bounded, and therefore the semimodular %`q(·)(Lp(·)) takes the more

simple form (2.5) in that case. Since the right-hand side of this inequality is �nite, we
conclude that the numerical series

∞∑
ν=0

∥∥∥|fν |q(·)|L p(·)
q(·)

∥∥∥
converges. Consequently

%`q(·)(Lp(·))
(
(fν)ν≥T

)
=
∞∑
ν=T

∥∥∥|fν |q(·)|L p(·)
q(·)

∥∥∥→ 0 as T →∞.

�

Both mixed sequence spaces Lp(·)(`q(·)) and `q(·)(Lp(·)) also satisfy the lattice property.
Some basic embeddings involving these spaces are the following (cf. [2, Lemma 2.1] and
[3, Theorem 6.1]):

Lemma 2.3. Let p, q, q0, q1 ∈ P(Rn). If q0 ≤ q1 then we have

Lp(·)(`q0(·)) ↪→ Lp(·)(`q1(·)) and `q0(·)(Lp(·)) ↪→ `q1(·)(Lp(·)).

Moreover, if p+, q+ <∞ then it also holds

`min{p(·),q(·)}(Lp(·)) ↪→ Lp(·)(`q(·)) ↪→ `max{p(·),q(·)}(Lp(·)).

Since the maximal operator does not behave well on the mixed spaces Lp(·)(`q(·)) and
`q(·)(Lp(·)) (cf. [3, 10]), a key tool in this framework are the convolution inequalities below
involving the functions

ην,R(x) :=
2nν

(1 + 2ν |x|)R
, ν ∈ N0, R > 0.
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Lemma 2.4. Let p, q ∈ P log(Rn) and (fν)ν be a sequence of non-negative measurable
functions on Rn.

(i) If 1 < p− ≤ p+ <∞ and 1 < q− ≤ q+ <∞, then for R > n there holds

‖(ην,R ∗ fν)ν |Lp(·)(`q(·))‖ . ‖(fν)ν |Lp(·)(`q(·))‖.

(ii) If p− ≥ 1 and R > n+ clog(1/q), then

‖(ην,R ∗ fν)ν |`q(·)(Lp(·))‖ . ‖(fν)ν |`q(·)(Lp(·))‖.

The convolution inequality in (i) above was given in [10, Theorem 3.2], while the
statement (ii) was established in [3, Lemma 4.7] and [26, Lemma 10].

3. 2-microlocal spaces with variable integrability

Let α, α1, α2 ∈ R with α ≥ 0 and α1 ≤ α2. We say that a sequence of positive
measurable functions w = (wj)j∈N0 belongs to class Wα

α1,α2
if

(i) there exists c > 0 such that

(3.1) 0 < wj(x) ≤ cwj(y)
(
1 + 2j|x− y|

)α
for all j ∈ N0 and x, y ∈ Rn;

(ii) there holds

2α1 wj(x) ≤ wj+1(x) ≤ 2α2 wj(x)

for all j ∈ N0 and x ∈ Rn.

Such a sequence will be called an admissible weight sequence. When we write w ∈ Wα
α1,α2

without any restrictions it means that α ≥ 0 and α1, α2 ∈ R (with α1 ≤ α2) are arbitrary
but �xed numbers. We refer to [23, Remark 2.4] for some useful properties of class
Wα

α1,α2
, and to [2, Examples 2.4�2.7] for a compilation of basic examples of admissible

weight sequences.
We now recall the Fourier analytical approach to function spaces of Besov and Triebel-

Lizorkin type. Let (ϕ,Φ) be a pair of functions in S such that

• supp ϕ̂ ⊂ {ξ ∈ Rn : 1
2
≤ |ξ| ≤ 2} and |ϕ̂(ξ)| ≥ c > 0 when 3

5
≤ |ξ| ≤ 5

3
;

• supp Φ̂ ⊂ {ξ ∈ Rn : |ξ| ≤ 2} and |Φ̂(ξ)| ≥ c > 0 when |ξ| ≤ 5
3
.

Set ϕ0 := Φ and ϕj := 2jnϕ(2j·) for j ∈ N. Then ϕj ∈ S for all j ∈ N0 and

supp ϕ̂j ⊂ {ξ ∈ Rn : 2j−1 ≤ |ξ| ≤ 2j+1} , j ∈ N.

Sometimes we call admissible to a system {ϕj} constructed in this way.
Given such a system, we de�ne 2-microlocal Besov and Triebel-Lizorkin spaces with

variable integrability in the following way:

De�nition 3.1. Let w = (wj)j ∈ Wα
α1,α2

and p, q ∈ P(Rn).

(i) Bw

p(·),q(·) is the set of all f ∈ S ′ such that

(3.2) ‖f |Bw

p(·),q(·)‖ :=
∥∥(wj(ϕj ∗ f))j | `q(·)(Lp(·))

∥∥ <∞.
(ii) Restricting to p+, q+ <∞, Fw

p(·),q(·) is the set of all f ∈ S ′ such that

(3.3) ‖f |Fw

p(·),q(·)‖ :=
∥∥(wj(ϕj ∗ f))j |Lp(·)(`q(·))

∥∥ <∞.



ATOMIC AND MOLECULAR DECOMPOSITIONS 7

The sets Bw

p(·),q(·) and Fw

p(·),q(·) become quasi-normed spaces equipped with the quasi-

norms (3.2) and (3.3), respectively. Moreover, they are independent of the admissible pair
(ϕ,Φ) taken in its de�nition, at least when p and q satisfy some regularity assumptions.
Indeed, if w ∈ Wα

α1,α2
and p, q ∈ P log(Rn) (with max{p+, q+} < ∞ in the F -case), then

di�erent such pairs produce equivalent quasi-norms in the corresponding spaces. This
fact can be obtained as a consequence of the Peetre maximal functions characterization.
We refer to the papers [26, Theorem 6], [24, Corollary 4.7], and also to [2, Theorem 3.1
and Corollary 3.2] where some clari�cation and additional information is given. Notice
that the �unnatural� restriction q+ <∞ appearing in the F space comes essentially from
the application of Lemma 2.4(i) (cf. [10]).
For simplicity we will omit the reference to the admissible pair (ϕ,Φ) used to de�ne

the quasi-norms (3.2) and (3.3). Moreover, we often write Awp(·),q(·) for short when there
is no need to distinguish between Besov and Triebel-Lizorkin spaces.
The uni�ed treatment given by the two scales above relies on [24]. The spaces Awp(·),q(·)

include, as particular cases, the Besov and Triebel-Lizorkin spaces with variable smooth-

ness and integrability, B
s(·)
p(·),q(·) and F

s(·)
p(·),q(·), introduced in [3] and [10], respectively, which

in turn contain variable order Hölder-Zygmund spaces ([3, Section 7]), and variable ex-
ponent Sobolev spaces and Bessel potential spaces ([4, 17]). Moreover, weighted function
spaces (see [12, Chapter 4]) and spaces with generalized smoothness ([14, 22, 31]) are also
included in the scales Awp(·),q(·). Classically, a fundamental example of 2-microlocal spaces

(from which the terminology seems to come from) are the spaces constructed from the
special weight sequence given by wj(x) = 2js(1 + 2j |x − x0|)s

′
(s, s′ ∈ R), in connection

with the study of regularity properties of functions (see [33, 5, 20, 21]). We refer to [2, 24]
for further references and details.
One of the objectives of this paper is to derive Sobolev type embeddings using appro-

priate atomic representations. At a more basic level, in [2, Section 5] we have shown that,
for p, q, q0, q1 ∈ P(Rn) and w ∈ Wα

α1,α2
, we have

Awp(·),q0(·) ↪→ Awp(·),q1(·)

when q0 ≤ q1 (with p+, q+
0 , q

+
1 <∞ when A = F ) and

Bw

p(·),min{p(·),q(·)} ↪→ Fw

p(·),q(·) ↪→ Bw

p(·),max{p(·),q(·)}

if p+, q+ <∞. In particular, Bw

p(·),p(·) = Fw

p(·),p(·). In [2] we have also obtained the following
embeddings which will be useful later on:

Proposition 3.2. Let w ∈ Wα
α1,α2

, v ∈ Wβ
β1,β2

, p, q0, q1 ∈ P(Rn) and 1
q∗

:=
(

1
q−1
− 1

q+
0

)
+
.

If
( vj
wj

)
j
∈ `q∗(L∞) when A = B or

( vj
wj

)
j
∈ L∞(`q∗) and p+, q+

0 , q
+
1 < ∞ when A = F ,

then

(3.4) Awp(·),q0(·) ↪→ Avp(·),q1(·).

Although we are interested to work with function spaces independent of the starting
system {ϕj}, the fact is that we do not need the log-Hölder conditions on the exponents
to derive the previous embeddings. This means that the conditions assumed above are
those actually needed in the proofs, and that the results should then be understood to
hold when the same �xed system is used for the de�nition of all spaces involved.
We also have

S ↪→ Awp(·),q(·) ↪→ S ′
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for p, q ∈ P log(Rn) and w ∈ Wα
α1,α2

(with p+, q+ < ∞ in the F case). We refer to [2,
Theorem 5.4] for a proof using liftings. An alternative proof could also be derived using
Sobolev type embeddings (see Corollary 6.4) and the above embeddings, following the
scheme used in [32, Theorem 2.11] for constant q.

4. Atomic and molecular decompositions

We use the notation Qjm, with j ∈ N0 and m ∈ Zn, for the closed cube with sides
parallel to the coordinate axes, centered at 2−jm and with side length 2−j. By χjm we
denote the corresponding characteristic function. The notation dQjm, d > 0, will stand
for the closed cube concentric with Qjm and of side length d2−j.

De�nition 4.1 (Atoms). Let K,L ∈ N0 and d > 1. For each j ∈ N0 and m ∈ Zn, a
CK-function ajm on Rn is called a (K,L, d)-atom (supported near Qjm) if

supp ajm ⊂ dQjm ,

(4.1) sup
x∈Rn
|Dγajm(x)| ≤ 2|γ|j , 0 ≤ |γ| ≤ K,

and

(4.2)

∫
Rn
xγ ajm(x) dx = 0 , 0 ≤ |γ| < L.

A (K, 0, d)-atom is an atom for which the requirement (4.2) is void, that is, for which
the so-calledmoment conditions are not required. The a0,m atoms we are going to consider
are always (K, 0, d)-atoms.

De�nition 4.2 (Molecules). Let K,L ∈ N0 and M > 0. For each j ∈ N0 and m ∈ Zn,
a CK-function [aa]jm on Rn is called a (K,L,M)-molecule (concentrated near Qjm) if

(4.3) |Dγ[aa]jm(x)| ≤ 2|γ|j(1 + 2j|x− 2−jm|)−M , x ∈ Rn, 0 ≤ |γ| ≤ K,

and

(4.4)

∫
Rn
xγ [aa]jm(x) dx = 0 , 0 ≤ |γ| < L.

A (K, 0,M)-molecule is a molecule for which the requirement (4.4) is void (i.e., moment
conditions are not required). The [aa]0,m molecules we will consider are always (K, 0,M)-
molecules.

Remark 4.3. It is easy to check that if ajm is a (K,L, d)-atom (so supported near Qjm),

then, given any M > 0,
(
1 + d

√
n

2

)−M
ajm is a (K,L,M)-molecule concentrated near Qjm.

De�nition 4.4. Let w ∈ Wα
α1,α2

and p, q ∈ P(Rn). The sets bwp(·),q(·) and f
w

p(·),q(·) consist

of all (complex-valued) sequences λ = (λjm) j∈N0
m∈Zn

such that

‖λ |bwp(·),q(·)‖ :=

∥∥∥∥∥∥
(∑
m∈Zn

λjmwj(2
−jm)χjm

)
j

|`q(·)(Lp(·))

∥∥∥∥∥∥ <∞
and

‖λ |fwp(·),q(·)‖ :=

∥∥∥∥∥∥
(∑
m∈Zn

λjmwj(2
−jm)χjm

)
j

|Lp(·)(`q(·))

∥∥∥∥∥∥ <∞,
respectively.
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Using standard arguments, it is easy to see that the sets bwp(·),q(·) and f
w

p(·),q(·) become
quasi-normed spaces equipped with the functionals above. Furthermore, taking into
account the properties of class Wα

α1,α2
, we can use wj(x) in place of wj(2

−jm) in the
expressions above, up to equivalent quasi-norms.
For short we will write (λjm) instead of (λjm) j∈N0

m∈Zn
when it is clear we are working with

the exhibited set of indices. Similarly as before, we shall write awp(·),q(·) to refer to both
spaces without distinction.
From Lemma 2.3 we immediately get the following result:

Corollary 4.5. Let w ∈ Wα
α1,α2

and p, q, q0, q1 ∈ P log(Rn). If q0 ≤ q1, then

awp(·),q0(·) ↪→ awp(·),q1(·).

Moreover, if p+, q+ <∞, then

bwp(·),min{p(·),q(·)} ↪→ fwp(·),q(·) ↪→ bwp(·),max{p(·),q(·)}.

For r, t ∈ (0,∞] we use the notation

σr,t := n
(

1
min{1,r,t} − 1

)
and σr := σr,r.

Before passing to the main atomic and molecular representation statements, we would
like to take the opportunity to clarify some convergence issues that typically are not so
clearly mentioned in the literature.

Proposition 4.6. Let w ∈ Wα
α1,α2

, p ∈ P log(Rn). Let also K,L ∈ N0 and M > 0 be such
that

(4.5) L > σp− − α1 and M > L+ 2n+ 2α + 2 clog(1/p)σp− .

Let [aa]0m, m ∈ Zn, be (K, 0,M)-molecules and, for j ∈ N and m ∈ Zn, [aa]jm be
(K,L,M)-molecules. If λ ∈ bwp(·),∞, then

(4.6)
∞∑
j=0

∑
m∈Zn

λjm [aa]jm

converges in S ′ and the convergence in S ′ of the inner sum gives the regular distribution
obtained by taking the corresponding pointwise convergence. Moreover, the sum

(4.7)
∑

(j,m)∈N0×Zn
λjm [aa]jm

converges also in S ′ (to the same distribution to which the iterated series in (4.6) con-
verges).

Remark 4.7. Although in [25, Lemma 3.11] we can see an e�ort to clarify the convergence
implied in (4.6), only the proof of the convergence of the outer sum is outlined, see [25,
Appendix]. So, in order to complete the picture, we refer the reader to Subsection 7.1
below, where the missing parts are proved.

Remark 4.8. By Corollary 4.5 we see that the convergence results remain valid whenever
λ ∈ awp(·),q(·) (with p+, q+ < ∞ in the case a = f). Moreover, a corresponding result
also holds when we replace molecules by atoms since the latter are essentially special
cases of the former up to multiplicative constants. Indeed, given (K,L, d)-atoms ajm,

for any M > 0,
(
1 + d

√
n

2

)−M
ajm are (K,L,M)-molecules of a corresponding type (cf.
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Remark 4.3 above). As long as we choose M satisfying the second assumption in (4.5)
and take λ ∈ awp(·),q(·), we guarantee the convergence of

∞∑
j=0

∑
m∈Zn

λjm
(
1 + d

√
n

2

)−M
ajm and

∑
(j,m)∈N0×Zn

λjm
(
1 + d

√
n

2

)−M
ajm

in S ′, where clearly the extra constant
(
1 + d

√
n

2

)−M
can be taken out of the sums.

In the sequel we present atomic and molecular decompositions statements for the gen-
eral spaces Awp(·),q(·). Our statements introduce several improvements to the usual way
of presenting corresponding results in the related literature when dealing with di�erent
particular cases. By these reasons, we give detailed formulations below.
Coming back to Proposition 4.6, one can show that if λ = (λjm) belongs to suitable

sequence spaces and one makes appropriate stronger assumptions on K, L and M , then
the distribution represented by (4.6) belongs indeed to a certain corresponding function
space and its quasi-norm is controlled from above by the corresponding quasi-norm of λ:

Theorem 4.9. Let w ∈ Wα
α1,α2

, p, q ∈ P log(Rn), K,L ∈ N0 and M > 0 be such that
(4.8)
K > α2 , L > σp−−α1+clog(1/q) , M > L+2n+2α+max{1, 2 clog(1/p)}σp−+clog(1/q)

when a = b and A = B, or

(4.9) K > α2 , L > σp−,q− − α1 , M > L+ 2n+ 2α + max{1, 2 clog(1/p)}σp−,q− ,
when a = f and A = F (with the additional restriction p+, q+ < ∞ in this case). Let
also [aa]0m, m ∈ Zn, be (K, 0,M)-molecules and, for j ∈ N and m ∈ Zn, [aa]jm be
(K,L,M)-molecules. If λ = (λjm) ∈ awp(·),q(·) then

(4.10) g :=
∞∑
j=0

∑
m∈Zn

λjm [aa]jm ∈ Awp(·),q(·).

Moreover, there exists c > 0 such that

(4.11) ‖g |Awp(·),q(·)‖ ≤ c ‖λ |awp(·),q(·)‖
for all such molecules and all such λ.

Comments to the proof, including auxiliary results, are given in Subsection 7.2 below.

Remark 4.10. The reader may note that the su�cient conditions on the size ofM in (4.8)
and (4.9) slightly di�er from the corresponding assumptions given in [25, Remark 3.14].
It seems (private communication from the author) the latter contains some misprints in
the calculations mentioned there. Arguing as in Remark 4.8, we can see that a similar
result to the previous theorem holds with atoms instead of molecules, under the same
assumptions (except those on M , since it plays no role then). Note that we recover stan-
dard assumptions when we deal with the classical spaces Asp,q with constant exponents,
since in that situation we have α = 0, α1 = α2 = s and clog(1/p) = clog(1/q) = 0.

The next result shows that compactly supported functions with continuous and bounded
derivatives up to a given order belong to the spaces Awp(·),q(·) if that order is large enough.

Corollary 4.11. Let K ∈ N0 and ψ be a CK-function on Rn with compact support. Then
ψ ∈ Awp(·),q(·) for any w ∈ Wα

α1,α2
with α2 < K and p, q ∈ P log(Rn) (with p+, q+ <∞ also

in the case A = F ).
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Proof. Let M̄ := max
|γ|≤K

sup
x∈Rn
|Dγψ(x)|. Then M̄ is �nite by the hypotheses on ψ. There is

nothing to prove if ψ ≡ 0, therefore we assume ψ 6≡ 0, in which case M̄ > 0. Since

sup
x∈Rn

∣∣∣∣Dγ ψ

M̄
(x)

∣∣∣∣ ≤ 1 = 2|γ| 0 , 0 ≤ |γ| ≤ K, and supp
ψ

M̄
⊂ dQ00

for d > 1 chosen large enough, we see that ψ
M̄

is a (K, 0, d)-atom a00. Consider the
remaining ajm, j ∈ N0,m ∈ Zn, identically zero, so that they are (K,L, d)-atoms whatever
the L ∈ N0 we choose. De�ne the sequence λ = (λjm) by taking λjm = M̄ for j = 0 and
m = 0, and λjm = 0 otherwise. It is not hard to see that λ ∈ awp(·),q(·). Indeed, we have,
with hj =

∑
m∈Zn λjmwj(2

−jm)χjm,

‖λ | bwp(·),q(·)‖ = ‖(hj)j | `q(·)(Lp(·))‖ = M̄ w0(0) ‖χ00 |Lp(·)‖ = M̄ w0(0) <∞,

since the sequence (hj)j has only one non-zero entry, namely h0 = M̄ w0(0)χ00. The case
a = f is similar. Using the fact that K > α2, from Theorem 4.9 and Remark 4.10 we
conclude that

ψ =
∞∑
j=0

∑
m∈Zn

λjm ajm ∈ Awp(·),q(·) ,

which proves the claim. �

In particular, the previous corollary shows that (K,L, d)-atoms belong to the space
Awp(·),q(·) for any p, q ∈ P log(Rn) (with p+, q+ < ∞ in the case A = F ) and w ∈ Wα

α1,α2

such that α2 < K. Arguing as in the last part of the preceding proof, it is clear that the
molecules in Theorem 4.9 belong also themselves to the Awp(·),q(·) considered there.
The next theorem is a kind of reciprocal to Theorem 4.9, now for atoms.

Theorem 4.12. Let K,L ∈ N0 and d > 1.

(a) For any f ∈ S ′, there exist λ(f) := (λjm) ⊂ C and (K, 0, d)-atoms a0m ∈ S,
m ∈ Zn, and (K,L, d)-atoms ajm ∈ S, j ∈ N, m ∈ Zn, such that

(4.12) f =
∞∑
j=0

∑
m∈Zn

λjm ajm

where the inner sum is taken pointwisely and the outer sum converges in S ′.
(b) If, moreover, f belongs to some space Awp(·),q(·), for some w ∈ Wα

α1,α2
and p, q ∈

P log(Rn) (with the additional restriction p+, q+ < ∞ in the case A = F ), then
both sums above converge in S ′ and

‖λ(f) |awp(·),q(·)‖ . ‖f |Awp(·),q(·)‖.

Remark 4.13.

(i) The choice of K,L and d above is completely independent of the parameters p, q
and w . We are claiming that any f ∈ S ′ can be represented by atoms as in (4.12)
for whatever K,L ∈ N0 and d > 1 we choose. In particular, we can take L = 0
and consequently no moment conditions are required for the atoms. As far as
we can check, this interesting fact is never mentioned in the literature. It is also
worth pointing out that the atomic representation (4.12) we built is the same for
each given f ∈ S ′, independently of the space Awp(·),q(·) where f might belong to.
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(ii) By comparison with (4.11) (and noting that a similar estimate holds for atoms,
as mentioned above), we see that when all the hypotheses are met, our choice of
atoms and coe�cients in the previous theorem indeed satis�es

‖λ |awp(·),q(·)‖ ≈ ‖f |Awp(·),q(·)‖

and we then say we have an optimal atomic decomposition in Awp(·),q(·) for f .

(iii) Even for the cases covered by former results in [25, Theorem 3.12, Corollary 5.6],
and even when restricting to constant exponents (see, e.g., [37, Step 4 on pp. 80�
81]), Theorem 4.12 above contains more information and better assumptions. In
particular, the convergence of the outer sum follows directly from the convenient
reproducing formula used in the proof given in Subsection 7.3, and does not require
the consideration of big values for K nor L.

Taking into account all the comments made in the previous remark, we �nd it conve-
nient to write down a complete proof for Theorem 4.12 (cf. Subsection 7.3).

It is easy to see that the previous theorem can also be read with (K,L,M)-molecules
(for given K,L ∈ N0 and M > 0) instead of the corresponding atoms. Indeed, from
(4.12) we have

f =
∞∑
j=0

∑
m∈Zn

λjm
(
1 + d

√
n

2

)M (
1 + d

√
n

2

)−M
ajm

where
(
1+d

√
n

2

)−M
ajm are (K, 0,M)-molecules if j = 0 and (K,L,M)-molecules if j ∈ N.

Moreover, one has ∥∥(λjm(1 + d
√
n

2

)M)
j,m
|awp(·),q(·)

∥∥ . ‖f |Awp(·),q(·)‖
with the implicit constant still independent of f .
Combining the previous results and remarks we get the following representations.

Corollary 4.14 (atomic decomposition). Let w ∈ Wα
α1,α2

and p, q ∈ P log(Rn) (with
p+, q+ <∞ in the F -case). Let K,L ∈ N0 and d > 1 be such that

K > α2 and L > σp− − α1 + clog(1/q)

in the B-case, or

K > α2 and L > σp−,q− − α1

in the F -case. Then f ∈ S ′ belongs to Awp(·),q(·) if and only if there exist λ = (λjm) ∈
awp(·),q(·) and (K, 0, d)-atoms a0m, m ∈ Zn, and (K,L, d)-atoms ajm, j ∈ N, m ∈ Zn, such
that

(4.13) f =
∞∑
j=0

∑
m∈Zn

λjm ajm (convergence in S ′).

Moreover,

inf ‖λ | awp(·),q(·)‖
de�nes a quasi-norm in Awp(·),q(·) which is equivalent to ‖ · |Awp(·),q(·)‖, where the in�mum

runs over all λ ∈ awp(·),q(·) that can be used in (4.13) (for �xed f ∈ Awp(·),q(·)) for all possible
atoms with the properties described above.
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Corollary 4.15 (molecular decomposition). Let w ∈ Wα
α1,α2

and p, q ∈ P log(Rn) (with
p+, q+ <∞ in the F -case). Let K,L ∈ N0 and M > 0 satisfying (4.8) in the B-case, or
(4.9) in the F -case. Then f ∈ S ′ belongs to Awp(·),q(·) if and only if there exist λ ∈ awp(·),q(·)
and (K, 0,M)-molecules [aa]0m, m ∈ Zn, and (K,L,M)-molecules [aa]jm, j ∈ N, m ∈ Zn,
such that

(4.14) f =
∞∑
j=0

∑
m∈Zn

λjm [aa]jm (convergence in S ′).

Moreover,
inf ‖λ | awp(·),q(·)‖

de�nes a quasi-norm in Awp(·),q(·) which is equivalent to ‖ · |Awp(·),q(·)‖, where the in�mum

runs over all λ ∈ awp(·),q(·) that can be used in (4.14) (for �xed f ∈ Awp(·),q(·)) for all possible
molecules of the type described above.

Remark 4.16. We note that atomic representations for the particular spaces B
s(·)
p(·),q(·) were

derived in [11]. Furthermore, during the very �nal part of the preparation of this article,
we became aware of the quite recent papers [40, 41] where the corresponding authors
have obtained smooth molecular and atomic characterizations for generalized spaces of

Triebel-Lizorkin and Besov type denoted by F
s(·),φ
p(·),q(·) and B

s(·),φ
p(·),q(·), respectively. However,

although quite general, such scales do not include all the cases covered by the scales we
are dealing with in our paper.

5. On the type of convergence and applications

This section aims to complement the results given in the previous one. In this part we
discuss the type of convergence involving the atomic and molecular decompositions above.
The main result, Theorem 5.1, shows that the convergence implied in Theorem 4.9 holds
not only in S ′ but also in the spaces Awp(·),q(·) themselves when the integrability parameters
are bounded. As we can see below, this is an important fact having relevant implications
and typically it is not mentioned in the standard literature even for classical spaces with
constant exponents. We note that this problem was �rst explicitly studied for the classical
Besov and Triebel-Lizorkin spaces in [6].
We formulate the theorem below in terms of molecules, but clearly a corresponding

result in terms of atoms holds as well.

Theorem 5.1. Under the hypotheses of Theorem 4.9, if q+ < ∞ then the convergence
of the outer sum in (4.10) holds also in the spaces Awp(·),q(·). Additionally, if also p

+ <∞
then the overall convergence in (4.10) to g holds in Awp(·),q(·). In fact, if both exponents p
and q are bounded we even have

(5.1) g =
∑

(j,m)∈N0×Zn
λjm [aa]jm

with summability in Awp(·),q(·).

Proof. We give the proof for the B space only. The F counterpart can be done using
similar arguments (with the necessary modi�cations).
Step 1 : We assume that q+ <∞ and prove the convergence of the outer sum in (4.10)

in Bw

p(·),q(·). For each T ∈ N, let λT be the sequence formed from λ by replacing the

terms where j ∈ {0, 1, . . . , T} by zero, and λT be the sequence formed also from λ but
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by replacing the terms where j > T by zero. Then we still have λT , λ
T ∈ bwp(·),q(·). By

Theorem 4.9 we have

Bw

p(·),q(·) 3 gT :=
T∑
j=0

∑
m∈Zn

λjm [aa]jm

and

Bw

p(·),q(·) 3 gT :=
∞∑

j=T+1

∑
m∈Zn

λjm [aa]jm

(with convergence in S ′). Moreover, the same theorem yields

‖g − gT |Bw

p(·),q(·)‖ = ‖gT |Bw

p(·),q(·)‖ . ‖λT |bwp(·),q(·)‖.

Since q+ <∞ and λ ∈ bwp(·),q(·), from Lemma 2.2 we conclude that the quasi-norm of the
right-hand side tends to zero as T →∞. We have then shown that

g =
∞∑
j=0

∑
m∈Zn

λjm [aa]jm

with convergence of the outer sum in Bw

p(·),q(·) (and where the inner sum can either be

interpreted pointwisely or in S ′).
Step 2 : In this step we assume that both p and q are bounded and then prove the

summability of (5.1) in Bw

p(·),q(·). Let ε > 0 be arbitrary small. We want to show that
there exists a �nite part P0 of N0 × Zn such that∥∥∥∥∥∥g −

∑
(j,m)∈P

λjm [aa]jm
∣∣Bw

p(·),q(·)

∥∥∥∥∥∥ ≤ ε,

for all �nite parts P of N0 × Zn containing P0. Consider

P0 := {(j,m) ∈ N0 × Zn : j ≤ j0, |m| ≤ m0}

with j0 ∈ N0 and m0 ∈ Zn to be chosen (depending on ε). For �nite P ⊂ N0×Zn, let λP
be the sequence given by λPjm = λjm if (j,m) ∈ P and λPjm = 0 otherwise. We can write∥∥∥∥∥∥g −

∑
(j,m)∈P

λjm [aa]jm
∣∣Bw

p(·),q(·)

∥∥∥∥∥∥ =

∥∥∥∥∥∥
∑

(j,m)/∈P

λjm [aa]jm
∣∣Bw

p(·),q(·)

∥∥∥∥∥∥
=

∥∥∥∥∥
∞∑
j=0

∑
m∈Zn

λPjm [aa]jm
∣∣Bw

p(·),q(·)

∥∥∥∥∥
≤ c

∥∥λP | bwp(·),q(·)∥∥ ,
naturally taking λPjm = λjm if (j,m) /∈ P and λPjm = 0 otherwise, with the inequality fol-
lowing from Theorem 4.9. Note that the sums above converge in S ′ (cf. Proposition 4.6).
By homogeneity, showing that the last quasi-norm above is at most ε it is equivalent

to show that
∥∥∥ cελP | bwp(·),q(·)∥∥∥ ≤ 1. On the other hand, by the unit ball property, this is
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equivalent to prove that the corresponding semimodular is less than or equal to one. We
may assume ε ≤ c in the sequel. We have

%`q(·)(Lp(·))

c
ε

(∑
m∈Zn

λPjmwj(2
−jm)χjm

)
j

 =
(
ε
c

)−q+
∞∑
j=0

∥∥∥∥∥∥
∣∣∣∣∣∑
m∈Zn

λPjmwj(2
−jm)χjm

∣∣∣∣∣
q(·)∣∣L p(·)

q(·)

∥∥∥∥∥∥
≤
(
ε
c

)−q+

[
j0∑
j=0

∥∥∥∥· · · ∣∣L p(·)
q(·)

∥∥∥∥+
∞∑

j=j0+1

∥∥∥∥· · · ∣∣L p(·)
q(·)

∥∥∥∥
]
.(5.2)

As in the �rst step we can see that the second sum goes to zero when j0 → ∞. Hence

we can �nd j0 ∈ N such that this sum is smaller than 1
2

(
ε
c

)q+

. As regards the �rst sum,
we have

j0∑
j=0

∥∥∥∣∣∣ ∑
m∈Zn

λPjmwj(2
−jm)χjm

∣∣∣q(·) ∣∣L p(·)
q(·)

∥∥∥ ≤ j0∑
j=0

∥∥∥∥∥∥
∑
|m|>m0

|hjm|q(·)
∣∣L p(·)

q(·)

∥∥∥∥∥∥
≤

j0∑
j=0

max

% p(·)q(·)

 ∑
|m|>m0

|hjm|q(·)


q−

p+

, % p(·)
q(·)

 ∑
|m|>m0

|hjm|q(·)


q+

p−


using the notation hjm := λjmwj(2

−jm)χjm and estimate (2.1) in the last inequality
(note that p

q
is bounded). Observe that

% p(·)
q(·)

 ∑
|m|>m0

|hjm|q(·)
 =

∫
Rn

[ ∑
|m|>m0

|hjm(x)|
]p(x)

dx.

Let

gj,J(x) :=
J∑
i=0

∑
i≤|m|<i+1

|hjm(x)| , J ∈ N0, and gj(x) :=
∑
m∈Zn

|hjm(x)|.

Then 0 ≤ gj,J ≤ gj and gj,J → gj pointwisely as J → ∞. Moreover, the hypothesis
λ ∈ bwp(·),q(·) implies, in particular, that gj ∈ Lp(·). Since p+ < ∞ we can apply the

Lebesgue dominated convergence theorem (cf. [8, Theorem 2.62]) and conclude that
gj,J → gj in Lp(·) as J →∞. This implies∫

Rn
|gj,J(x)− gj(x)|p(x)dx→ 0 as J →∞,

so that ∫
Rn

[ ∑
|m|>J

|hjm(x)|
]p(x)

dx→ 0 as J →∞.

Therefore, for each j ∈ {0, 1, . . . , j0}, there exists m(j) ∈ N such that

max

% p(·)q(·)

 ∑
|m|>m(j)

|hjm|q(·)


q−

p+

, % p(·)
q(·)

 ∑
|m|>m(j)

|hjm|q(·)


q+

p−

 < 1
2(j0+1)

(
ε
c

)q+

.
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Taking m0 := max{m(0),m(1), . . . ,m(j0)}, we conclude that the �rst sum in (5.2) is

dominated by
∑j0

j=0
1

2(j0+1)

(
ε
c

)q+

= 1
2

(
ε
c

)q+

. Putting everything together, we have proved

our claim. �

An interesting application of the previous theorem is the denseness of nice classes in
the general 2-microlocal spaces with variable integrability. We can derive simple proofs
of such properties by taking advantage of the convergence in the spaces themselves. We
explore this in the next corollary and remark.

Corollary 5.2. If w ∈ Wα
α1,α2

and p, q ∈ P log(Rn) with max{p+, q+} < ∞, then S is
dense in Awp(·),q(·).

Proof. For �xed p, q and w , consider f ∈ Awp(·),q(·) and apply Theorem 4.12 to decompose
f into a linear combination of Schwartz atoms as

f =
∞∑
ν=0

∑
m∈Zn

λνm aνm (convergence in S ′).

So here a0m ∈ S, m ∈ Zn, and aνm ∈ S, ν ∈ N, m ∈ Zn, are (K, 0, d)-atoms and (K,L, d)-
atoms, respectively, and λ = (λνm)ν,m ∈ awp(·),q(·). Moreover, K,L ∈ N0 and d > 1 are
at our disposal. If we have been careful enough to consider K and L according to the
conditions (4.8) in the case A = B, or according to (4.9) in the case A = F , then from
Theorem 5.1 (and the comments preceding it) we see that not only the convergence of
the double sum above holds in Awp(·),q(·), but we even have

f =
∑

(ν,m)∈N0×Zn
λνm aνm with summability in Awp(·),q(·).

Since N0 × Zn is in�nitely countable, we can write

f =
∞∑
j=1

λj aj (convergence in Awp(·),q(·))

after reindexing λνm and aνm. This means that

f = lim
J→∞

J∑
j=1

λj aj in Awp(·),q(·).

Since the partial sums belong to S the proof is complete. �

We note that the denseness of S in Awp(·),q(·) (for bounded p, q, and constant q in the B

case) was recently referred in [16] and [32], with the suggestion that the proof be done
following classical arguments as in [38, Theorem 2.3.3].

Remark 5.3. We can also say, in the case q+ <∞ and p+ =∞ (then we are dealing with
B spaces), that each f ∈ Bw

p(·),q(·) can be approximated in Bw

p(·),q(·) by the sequence (fν)ν
of quite regular functions given by fν =

∑
m∈Zn λνm aνm, with atoms and coe�cients as

in the proof of Corollary 5.2, for suitable large K,L ∈ N0. It is easy to see that such
functions fν have bounded and uniformly continuous derivatives of all orders (see the
speci�c construction given in Subsection 7.3).

Another useful application of Theorem 5.1, again combined with Theorem 4.12, is
the following result concerning the possibility of the atomic representations to converge
pointwisely:
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Corollary 5.4. Let w ∈ Wα
α1,α2

, p, q ∈ P log(Rn), K,L ∈ N0 and d > 1 be such that
K > max{α2, 0} and

L > σp− − α1 + clog(1/q) in the B case or L > σp−,q− − α1 in the F case.

Then, given any f ∈ S, the atoms ajm and coe�cients λjm given in Theorem 4.12 for
such f give an optimal representation

f =
∑

(j,m)∈N0×Zn
λjm ajm

in Awp(·),q(·) with the convergence holding pointwisely (and even in a uniform way).

Proof. Step 1 : By Theorem 5.1 and the comment preceding it, any sum

(5.3)
∑

(j,m)∈N0×Zn
λjm ajm

with (K, 0, d)-atoms a0m, m ∈ Zn, (K,L, d)-atoms ajm, j ∈ N, m ∈ Zn, and coe�cients
(λjm) ∈ bst,1, with 0 < t < ∞, K > s, L > σt − s, d > 1, holds with convergence in
Bs
t,1. By classical Sobolev embeddings for Besov spaces (see, e.g., [38, Theorem 2.7.1(i)]),

Bs
t,1 ↪→ B0

∞,1 if s = n
t
, where B0

∞,1 ↪→ C (see [38, Proposition 2.5.7]), the C standing for
the space of all (complex-valued) bounded and uniformly continuous functions on Rn,
endowed with the sup-norm. Putting everything together, if s = n

t
then the convergence

in (5.3) is not only pointwise but even uniform. Noticing that σt = 0 if t ≥ 1 and
that we can take, in the framework above, t �nite as big as one wants and s positive
correspondingly close to 0 (by the relation s = n

t
), we see that given K > 0, L ≥ 0,

d > 1, it is always possible to choose s and t so that the requirements above are satis�ed.
Assume that such a choice has been made.
Step 2 : Since S is contained in any Besov space, using Theorem 4.12 with Bs

t,1 instead
of Awp(·),q(·), we can say, given f ∈ S, that the construction in (4.12) indeed satis�es

(λjm) ∈ bst,1, and therefore the convergence implied there holds also in the sense of (5.3),
in particular in a pointwise and even uniform way. On the other hand, if one wants to
think about f as an element of Awp(·),q(·), then the same coe�cients (λjm) also belong to
awp(·),q(·) and, in case we have been careful enough to have chosen previously K > α2, and

L > σp− − α1 + clog(1/q) in the B case or L > σp−,q− − α1 in the F case, we have, by
Theorem 4.9, that the obtained (4.12) is indeed an optimal atomic representation of f in
Awp(·),q(·) � see also Remark 4.13 (ii). �

6. Applications to Sobolev type embeddings

We have already observed that the proof of Proposition 4.6 (given in Subsection 7.1)
takes advantage of a Sobolev type embedding for the sequence spaces bwp(·),q(·). Although
the particular case q = ∞ is enough in that part, we take the opportunity to give a
general result for arbitrary q. In this way, we will be able to obtain a Sobolev embedding
for the 2-microlocal Besov spaces Bw

p(·),q(·) later on.

Theorem 6.1. Let w1 ∈ Wα
α1,α2

, p0, p1 ∈ P log(Rn) and 1
q
be locally log-Hölder continuous.

If p0 ≤ p1 and
w0
j (x)

w1
j (x)

= 2
j
(

n
p0(x)

− n
p1(x)

)
, x ∈ Rn, j ∈ N0,
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then

bw
0

p0(·),q(·) ↪→ bw
1

p1(·),q(·).

Notice that the assumptions in the theorem imply that w0 is also an admissible weight
sequence.
If q is constant (situation already discussed in [25, Proposition 3.9]), we can easily see

that the embedding above follows from the Nikolskii type inequality

(6.1)

∥∥∥∥∥∑
m∈Zn

λjmwj(·)χjm
∣∣Lp1(·)

∥∥∥∥∥ ≤ c

∥∥∥∥∥∑
m∈Zn

λjmwj(·) 2
j( n
p0(·)−

n
p1(·) )

χjm
∣∣Lp0(·)

∥∥∥∥∥ ,
where c > 0 does not depend on j ∈ N0 nor on λ = (λjm).
The proof of (6.1) can be done by adapting the arguments from [3, Lemma 6.3] (see

also [32, Lemma 2.9]).
When q is variable the situation is more complicated since an additional error term

appears in the inequality. In the sequel we will see how to deal with the general case.
Note that we can assume here q− <∞ since otherwise it can be treated as the constant
exponent q =∞.

Proposition 6.2. Let p0, p1 ∈ P log(Rn) with p0 ≤ p1, and
1
q
be locally log-Hölder contin-

uous with q− < ∞. Let also (wj)j be a sequence satisfying (3.1) for some α ≥ 0. Then
there exists c0 ∈ (0, 1] such that

inf

µj > 0 : %p1(·)

c0

∑
m∈Zn λjmwj χjm

µ
1
q(·)
j

 ≤ 1


≤ inf

µj > 0 : %p0(·)

∑m∈Zn λjmwj 2
j( n
p0(·)−

n
p1(·) )

χjm

µ
1
q(·)
j

 ≤ 1

 + 2−j ,

for all j ∈ N0 and all (λjm) ⊂ C, provided the in�mum on the right-hand side is at most
one.

Using the unit ball property, the above generalized Nikolskii's inequality and the es-
timate from Lemma 2.1 combined with scaling arguments, it is not hard to get the
inequality

‖λ | bw1

p1(·),q(·)‖ ≤ 31/q−c−1
0 ‖λ | bw

0

p0(·),q(·)‖
(c0 is the constant from Proposition 6.2), from which the embedding in Theorem 6.1
follows.
For the proof of the above proposition we need the following technical lemma. It is

very easy to prove, so that we omit details.

Lemma 6.3. For any R > 0 we have

(6.2) χjm(x) . (ηj,R ∗ χjm) (x)

with the implicit constant independent of x ∈ Rn, j ∈ N0 and m ∈ Zn.

Proof of Proposition 6.2. Technically the case q+ =∞ is more complicated to deal with,
but it can be handled by using similar arguments to the case q+ < ∞. We give details
for the latter only. The proof below is based on ideas from [3, Lemma 6.3].
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If q+ <∞ then we want to show that
(6.3)∥∥∥∥∥∣∣∣c0

∑
m∈Zn

λjmwj χjm

∣∣∣q(·) ∣∣L p1(·)
q(·)

∥∥∥∥∥ ≤
∥∥∥∥∥∣∣∣ ∑

m∈Zn
λjmwj 2

j( n
p0(·)−

n
p1(·) )

χjm

∣∣∣q(·) ∣∣L p0(·)
q(·)

∥∥∥∥∥+ 2−j

when the quasi-norm of the right-hand side is less than or equal to one. Let vj(x) :=

wj(x) 2
−j n

p1(x) , x ∈ Rn, j ∈ N0, and let δj denote the right-hand side of (6.3). For any
r > 0, j ∈ N0, and almost every x ∈ Rn, we have

δ
− r
q(x)

j

∣∣∣ ∑
m∈Zn

λjm vj(x)χjm(x)
∣∣∣r = δ

− r
q(x)

j

∑
m∈Zn

|λjm|r vj(x)r χjm(x)χjm(x)

≤ c1 δ
− r
q(x)

j

∑
m∈Zn

|λjm|r vj(x)r χjm(x)
(
ηj,R ∗ χjm

)
(x)

≤ c1 c2

∫
Rn

∑
m∈Zn

|λjm|r δ
− r
q(y)

j vj(y)r ηj,R(x− y)χjm(y) dy

where R > 0 is arbitrary, c1 > 0 is the constant from (6.2) and c2 > 0 comes from moving

the quantity δ
− r
q(x)

j vj(x)r inside the convolution. We show brie�y how this can be done.
Clearly, it is enough to prove that

δ
− 1
q(x)

j vj(x) ≈ δ
− 1
q(y)

j vj(y) , x, y ∈ Qjm,

with the implicit constants independent of x, y, j,m and (λjm). The problematic part here
is the �rst factor in the product. However, this can be dealt with using the assumption
on the quasi-norm on the right-hand side of (6.3), which implies δj ∈ [2−j, 1 + 2−j], so

that −1 ≤ log2 δj
j
≤ 1 for j ∈ N, together with the local log-Hölder continuity of 1

q
.

Taking r ∈ (0, p−0 ) we can dominate the right-hand side of the previous inequality by

2c1 c2 c3

∥∥∥∥∥∣∣∣ ∑
m∈Zn

λjm δ
− 1
q(·)

j vj(·) 2
j n
p0(·) χjm

∣∣∣r ∣∣L p0(·)
r

∥∥∥∥∥
after applying Hölder's inequality with exponent p0/r > 1, with∥∥∥2

−j nr
p0(·) ηj,R(x− ·)

∣∣L
(
p0(·)
r

)′

∥∥∥ ≤ c3.

Note that we have c3 ∈ (0,∞), independent of x and j, if we choose R such that

R
(
(p0(·)

r
)′
)−

> n. To see this just calculate the semimodular and use (2.1) to estimate
the corresponding norm. Taking c−r0 := 2c1 c2 c3 (which can always be assumed to be at
least one and independent of j, x and (λjm)), from the de�nition of δj we get

c0 δ
− 1
q(x)

j

∣∣∣ ∑
m∈Zn

λjm vj(x)χjm(x)
∣∣∣ ≤ ∥∥∥∥∥∑

m∈Zn
λjm δ

− 1
q(·)

j vj(·) 2
j n
p0(·) χjm

∣∣Lp0(·)

∥∥∥∥∥ ≤ 1.

Using the fact that c0 ∈ (0, 1] and that p1(x) ≥ p0(x), we can conclude that

% p1(·)
q(·)

(
δ−1
j

∣∣∣c0

∑
m∈Zn

λjmwj(·)χjm
∣∣∣q(·)) ≤ % p0(·)

q(·)

(
δ−1
j

∣∣∣ ∑
m∈Zn

λjmvj(·) 2
j n
p0(·) χjm

∣∣∣q(·)) ≤ 1
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where the last inequality follows from the unit ball property, observing that the corre-
sponding quasi-norm is at most one by the de�nition of δ and vj. By the same property,
we have ∥∥∥∥∥δ−1

j

∣∣∣c0

∑
m∈Zn

λjmwj(·)χjm
∣∣∣q(·) ∣∣L p1(·)

q(·)

∥∥∥∥∥ ≤ 1,

from which the inequality (6.3) follows by homogeneity. �

Corollary 6.4. Let w1 ∈ Wα
α1,α2

and p0, p1, q ∈ P log(Rn). If p0 ≤ p1 and

w0
j (x)

w1
j (x)

= 2
j
(

n
p0(x)

− n
p1(x)

)
, x ∈ Rn, j ∈ N0,

then
Bw0

p0(·),q(·) ↪→ Bw1

p1(·),q(·).

Proof. The idea is to transfer the embedding given in Theorem 6.1 to the Besov spaces
via atomic decompositions. Consider K,L ∈ N0 such that K > α2 and L > σp−1 − α1 +

clog(1/q). Let d > 1. By Theorem 4.12, for each f ∈ Bw0

p0(·),q(·) we can write

f =
∞∑
j=0

∑
m∈Zn

λjm ajm (convergence in S ′)

with

(6.4) ‖λ(f) | bw0

p0(·),q(·)‖ ≤ c ‖f |Bw0

p0(·),q(·)‖,
where c > 0 is independent of f , and a0m, m ∈ Zn, are (K, 0, d)-atoms and ajm, j ∈ N,
m ∈ Zn, are (K,L, d)-atoms. From Theorem 6.1 we have that

(6.5) ‖λ(f) | bw1

p1(·),q(·)‖ ≤ c′ ‖λ(f) | bw0

p0(·),q(·)‖
with c′ > 0 not depending on λ(f). Due to our choice of K and L, Theorem 4.9 and
Remark 4.10 guarantee then the given f belongs also to Bw1

p1(·),q(·) and

(6.6) ‖f |Bw1

p1(·),q(·)‖ ≤ c′′ ‖λ(f) | bw1

p1(·),q(·)‖,
with c′′ > 0 independent of f . Combining (6.4)-(6.6) we get the required inequality. �

Remark 6.5. For constant q (and even more when p is also constant) there is a real
advantage in proving Sobolev type embeddings for Besov spaces via atomic representa-
tions, since a corresponding discrete version is easy to obtain. This is not exactly the
case when we deal with variable exponents q. In fact, the proof of Theorem 6.1 above
already required a complicated result playing the role of classical Nikolskii's inequalities.
An alternative approach to the embedding in Corollary 6.4 would be to show it directly
from an adapted version of Proposition 6.2 (cf. [3, Lemma 6.3] in the case of variable
smoothness).

The previous corollary can be seen as an extension of [3, Theorem 6.4] to the 2-
microlocal setting.

Corollary 6.6. Let w0 ∈ Wα
α1,α2

, w1 ∈ Wβ
β1,β2

and p0, p1, q0, q1 ∈ P log(Rn) with

1 ≤
w0
j (x)

w1
j (x)

= 2
j
(

n
p0(x)

− n
p1(x)

+ε(x)
)
, x ∈ Rn, j ∈ N0.
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If ε− > 0 then

Bw0

p0(·),q0(·) ↪→ Bw1

p1(·),q1(·).

Proof. Let wεj(x) := w1
j (x) 2jε(x), j ∈ N0, x ∈ Rn. By Corollary 6.4 and Proposition 3.2,

Bw0

p0(·),q0(·) ↪→ Bw0

p0(·),∞ ↪→ Bwε

p1(·),∞ ↪→ Bw1

p1(·),q1(·).

In the last embedding we used the fact that
(w1

j

wεj

)
j

= (2−jε(·))j ∈ `q∗(L∞) with 1
q∗

=(
1
q−1
− 1
∞

)
+

= 1
q−1
, which is ensured by the hypotheses ε− > 0. �

Remark 6.7. As regards the assumptions on q's in the above corollary, we can just assume
q0, q1 ∈ P(Rn) when the �xed admissible system is the same for all the spaces.

Sobolev type embeddings for spaces with variable smoothness and integrability were
already studied in [3] and in [39]. Embeddings dealing with the more general spaces
Awp(·),q(·) were recently studied in the papers [16], [32] (for constant q in the B case).

7. Proofs and comments on atomic and molecular results

7.1. Proof of Proposition 4.6.

Step 1 : Convergence of the inner sum in (4.6) (both pointwisely and in S ′). By the
properties of the class Wα

α1,α2
we have

2−jα1wj(2
−jm) (1 + 2j|x− 2−jm|)α (1 + |x|)α & 2−jα1wj(x) (1 + |x|)α & 1

(with the implicit constants independent of x ∈ Rn, j ∈ N0, m ∈ Zn). On the other
hand, the inequality

(7.1) |λjm|wj(2−jm) ‖χjm |Lp(·)‖ ≤ ‖λ |bwp(·),∞‖
holds for every j ∈ N0 and m ∈ Zn. Hence, for any φ ∈ S, we have∫

Rn

∑
m∈Zn

|λjm| |[aa]jm(x)| |φ(x)| dx

.
∫
Rn

∑
m∈Zn

|λjm|2−jα1wj(2
−jm) (1 + 2j|x− 2−jm|)α−M (1 + |x|)α|φ(x)| dx

. 2
−j
(
α1− n

p−

)
‖λ |bwp(·),∞‖

∫
Rn

∑
m∈Zn

(1 + 2j|x− 2−jm|)α−M (1 + |x|)α|φ(x)| dx

. 2
−j
(
α1− n

p−

)
‖λ |bwp(·),∞‖

∫
Rn

(1 + |x|)α|φ(x)| dx

where in the second step we used that 2
j n
p− ‖χjm |Lp(·)‖ & 1 (by (2.2)) combined with

inequality (7.1), and in the third we observed that∑
m∈Zn

(1 + 2j|x− 2−jm|)α−M .
∑
m∈Zn

(1 + |[2jx]−m|)α−M =
∑
m′∈Zn

(1 + |m′|)α−M <∞

since M − α > n (so the sum is bounded from above by a constant not depending on x
nor j). Therefore, there exists c > 0 such that

(7.2)

∫
Rn

∑
m∈Zn

|λjm| |[aa]jm(x)| |φ(x)| dx ≤ c 2
−j
(
α1− n

p−

)
‖λ |bwp(·),∞‖ pn+2+[α](φ)
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for all j ∈ N0, λ ∈ bwp(·),∞ and φ ∈ S, where

pN(φ) := sup
x∈Rn

(1 + |x|)N
∑
|γ|≤N

|Dγφ(x)|.

Since the right-hand side in (7.2) is �nite, we conclude that the inner sum in (4.6) is
absolutely convergent almost everywhere (a.e.), and consequently convergent a.e..
It remains to show that this sum converges also in S ′ to the regular distribution given by

(7.3) fj(x) :=
∑
m∈Zn

λjm [aa]jm(x), x− a.e. in Rn.

The idea here is to reduce the convergence problem in S ′ to the study of convergence of
appropriate families in C. Observing that Zn is (in�nitely) countable and that the sum
is absolutely convergent, as mentioned above, after re-indexing the terms we can write

fj =
∑
k∈N0

λjk [aa]jk =
∞∑
k=0

λjk [aa]jk, a.e. in Rn.

Given any φ ∈ S, by (7.2) the Lebesgue dominated convergence theorem can be applied
to yield

lim
κ→∞

∫
Rn

κ∑
k=0

λjk [aa]jk(x)φ(x) dx =

∫
Rn
fj(x)φ(x) dx ,

that is,
∞∑
k=0

〈λjk [aa]jk, φ〉 = 〈fj, φ〉 in C.

Clearly we can use the same arguments above whatever the order we choose in N0 to
construct a standard series, so

∞∑
k=0

〈λjk [aa]jk, φ〉 is unconditionally convergent to 〈fj, φ〉 in C

(for each �xed j ∈ N0) and therefore∑
m∈Zn
〈λjm [aa]jm, φ〉 = 〈fj, φ〉 in C.

Since φ is arbitrary in S, for any j ∈ N0 we �nally conclude that the inner sum in (4.6)
converges indeed in S ′ (to the regular distribution fj de�ned in (7.3)).
Step 2 : Convergence of the outer sum in (4.6). This convergence follows if we show

that there exist N ∈ N and c > 0 such that
∞∑
j=0

∣∣〈fj, φ〉∣∣ ≤ c pN(φ)

for all φ ∈ S, where fj are the regular distributions given by (7.3). Such inequality can
be derived following the arguments from [25, Appendix] (the choice of N being possible
essentially due to the requirements in (4.5)), provided one uses the convergence of the
inner sum not only in the pointwise sense but also in the sense of distributions (cf. Step
1 above). That approach leads us to the explicit su�cient condition on the size of M
given in (4.5).
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We note that a key tool used in the proof over there is the discrete Sobolev embedding

bw
0

p0(·),∞ ↪→ bw
1

p1(·),∞ for
w0
j (x)

w1
j (x)

= 2
j
(

n
p0(x)

− n
p1(x)

)
, x ∈ Rn, j ∈ N0,

where w1 ∈ Wα
α1,α2

and p0, p1 ∈ P log(Rn) with p0 ≤ p1.
Step 3 : We show the convergence of the double series in (4.7). Arguing as before, there

exist N ∈ N and c > 0 such that
∞∑
j=0

∑
m∈Zn

|〈λjm [aa]jm, φ〉| ≤ c pN(φ)

for all φ ∈ S . On the other hand, the Fubini's theorem for sums yields∑
(j,m)∈N0×Zn

|〈λjm [aa]jm, φ〉| =
∞∑
n=0

∑
m∈Zn

|〈λjm [aa]jm, φ〉| ≤ c pN(φ)

with c > 0 independent of φ. Therefore, arguing as in Step 2, we can show that the sum
(4.7) converges in S ′ to the same distribution given by (4.6), namely∑

(j,m)∈N0×Zn
λjm [aa]jm =

∞∑
j=0

fj

with the distributions fj de�ned by (7.3). �

7.2. On the proof of Theorem 4.9.

The proof can be carried out using the general scheme given in [25], so we are not going
to repeat the arguments. However, since modi�cations to the usual auxiliary results are
needed in order to include the more complicated case of variable q, mainly in the B case
which was not studied in [25], we make some comments here.
The �rst point has to do with the bad behavior of the Hardy-Littlewood maximal op-

erator in the mixed spaces Lp(·)(`q(·)) and `q(·)(Lp(·)) when q is variable. Instead of the
usual technical estimates (as in [25, Lemma 3.7], [29, Lemma 7.1]), convolution inequal-
ities involving η-functions are used in combination with Lemma 2.4. This approach was
already suggested in [25, Section 5] when dealing with the space Fw

p(·),q(·), but we �nd the
next formulation, which slightly di�ers from Lemma 5.5 in that paper, more appropriate
in general.

Lemma 7.1. Let j, ν ∈ N0, x ∈ Rn, 0 < t ≤ 1, R > n/t and (hνm)m∈Zn ⊂ C. Then

∑
m∈Zn

|hνm|(1 + 2min{ν,j}|x− 2−νm|)−R . max{1, 2(ν−j)R}

(
ην,Rt ∗

∣∣∣ ∑
m∈Zn

hνm χνm

∣∣∣t)1/t

(x),

with the implicit constant independent of j, ν, x and (hνm).

Another important tool used in the proof of Theorem 4.9 is the discrete convolution
inequality [26, Lemma 9], which is not so easy to prove in the B case and when q is
variable. In this respect, we refer the reader to [2, Lemma 3.4] for a detailed proof of it,
generalizing the arguments from [35].
Finally we point out a further statement needed, now for dealing with convolutions

between molecules and functions from an admissible system {ϕj}. It is similar to [15,
Lemma 3.3]:
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Lemma 7.2. Let {ϕj} be an admissible system and
(
[aa]jm

)
be a system of (K,L,M)-

molecules if j ∈ N, and (K, 0,M)-molecules if j = 0, for given K,L ∈ N0 and M > L+n.
Let also N ≥ 0 be such that M > N + L+ n. Then∣∣(ϕj ∗ [aa]νm)(x)

∣∣ . 2−(ν−j)(L+n)(1 + 2j|x− 2−νm|)−N , for j ≤ ν,

and ∣∣(ϕj ∗ [aa]νm)(x)
∣∣ . 2−(j−ν)K(1 + 2ν |x− 2−νm|)−M , for j ≥ ν,

with the implicit constants independent of x ∈ Rn, m ∈ Zn and j, ν ∈ N0, and even
independent of the particular system of molecules taken (as long as K,L,M are kept
�xed).

This is partly used to show that, for each j ∈ N0, both sums in
∞∑
ν=0

∑
m∈Zn

λνm (ϕj ∗ [aa]νm)

converge both pointwisely and in S ′ (to the same regular distribution). Although we
are skipping many details here, we would like to stress that both types of convergence
are important in a proof of a result like Theorem 4.9 following the mentioned scheme,
something which is not always clearly stated in the literature.

7.3. Proof of Theorem 4.12.

Let us �rst formulate an auxiliary result, which is a re�nement of [25, Lemma 3.6] (see
also the proof of [15, Theorem 2.6.ii)]):

Lemma 7.3. Given L ∈ N0 and σ > 0, there are δ > 0 and φ0, φ, ψ0, ψ ∈ S such that

suppφ0, suppφ ⊂ B(0, σ),

∫
Rn
xβφ(x) dx = 0 for 0 ≤ |β| < L,

|φ̂0(x)| > 0 for |x| ≤ 2δ, |φ̂(x)| > 0 for δ/2 ≤ |x| ≤ 2δ,

|ψ̂0(x)| > 0 i� |x| < 2δ, |ψ̂(x)| > 0 i� δ/2 < |x| < 2δ,

and, for any f ∈ S ′, there holds

φ̂0ψ̂0f +
∞∑
j=1

φ̂(2−j·) ψ̂(2−j·)f = f (convergence in S ′).

Step 1 : Proof of assertion (a). Let f ∈ S ′. For the given L and σ := 1
2
(d − 1) > 0,

consider δ, φ0, φ, ψ0, ψ according to the previous lemma and apply the corresponding
formula to f̂ ∈ S ′. Then

(7.4) (2π)nf = φ0 ∗ ψ0 ∗ f +
∞∑
j=1

φj ∗ ψj ∗ f (convergence in S ′),

with φj = 2jnφ(2j·) and ψj = 2jnψ(2j·), j ∈ N. Simple calculations show that, for �xed
j ∈ N0 and x ∈ Rn, we get

(φj ∗ ψj ∗ f)(x) =
∑
m∈Zn

∫
Qjm

φj(x− y)(ψj ∗ f)(y) dy = (2π)n
∑
m∈Zn

λjm ajm(x)

where

λjm := CK,Φ sup
y∈Qjm

|(ψj ∗ f)(y)| with CK,Φ := max
Φ∈{φ0,φ}
|β|≤K

sup
y∈Rn
|DβΦ(y)|
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and

ajm(x) :=
(2π)−n

λjm

∫
Qjm

φj(x− y)(ψj ∗ f)(y) dy if λjm 6= 0,

otherwise we take ajm(x) ≡ 0.
After some calculations with the auxiliary functions from Lemma 7.3 we conclude that
a0m and ajm, j ∈ N, are indeed (K, 0, d)-atoms and (K,L, d)-atoms, respectively, and,
moreover, they are Schwartz functions (note that they have continuous derivatives of all
orders).
Finally we note that from (7.4) and the calculations above we have

f =
∞∑
j=0

∑
m∈Zn

λjmajm

with the outer sum converging in S ′ and the inner sum taken in the pointwise sense.
Step 2 : Proof of assertion (b). Let f ∈ Awp(·),q(·). We show that the resulting λ(f) :=

(λjm) as de�ned above is in the corresponding sequence space awp(·),q(·) and its quasi-norm

is controlled from above by a constant times ‖f |Awp(·),q(·)‖.
For each j ∈ N0 and x ∈ ∪m∈ZnQ̊jm, we have∣∣ ∑

m∈Zn
λjmχjm(x)

∣∣ ≤ CK,Φ sup
y∈Qjm

|(ψj ∗ f)(y)|,

where the m on the right-hand side is the only m ∈ Zn such that x ∈ Qjm. Multiplying
both sides of the inequality above by wj(x) and noting that 2j|x− y| ≤

√
n when x and

y belong to the same cube Qjm, we get∣∣ ∑
m∈Zn

wj(x)λjmχjm(x)
∣∣ ≤ (1 + nτ/2)CK,Φ wj(x)

(
ψ∗j f

)
τ
(x),

almost everywhere, where (
ψ∗j f

)
τ
(x) := sup

y∈Rn

|ψj ∗ f(y)|
1 + |2j(x− y)|τ

stands for the usual Peetre maximal functions (here τ > 0 is arbitrary). It is easy to
check that the functions ψ0, ψ above �t in the requirements of [2, Theorem 3.1] if we pick
a positive ε there appropriate to the previously �xed δ > 0, namely taking ε ∈ (δ, 2δ). If
we are careful in choosing τ > 0 large enough according to the same theorem, then we
obtain

‖λ(f) |bwp(·),q(·)‖ . ‖
(
wj (ψ∗j f)τ

)
j
|`q(·)(Lp(·))‖ ≈ ‖f |Bw

p(·),q(·)‖ <∞

in the B case, and similarly in the F case. By an argument similar to the one used in
Step 1 of the proof of Proposition 4.6 (see Subsection 7.1), now adapted to our situation
dealing with atoms, we can show that, with no further assumptions, the inner sum above
also converges in S ′ to the regular distribution given by the corresponding pointwise sum.
The proof is then complete. �
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