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Chapter

Development of Ellipsoidal
Analysis and Filtering Methods for
Nonlinear Control Stochastic
Systems
Igor N. Sinitsyn, Vladimir I. Sinitsyn

and Edward R. Korepanov

Abstract

The methods of the control stochastic systems (CStS) research based on the
parametrization of the distributions permit to design practically simple software
tools. These methods give the rapid increase of the number of equations for the
moments, the semiinvariants, coefficients of the truncated orthogonal expansions
of the state vector Y, and the maximal order of the moments involved. For struc-
tural parametrization of the probability (normalized and nonnormalized) densities,
we shall apply the ellipsoidal densities. A normal distribution has an ellipsoidal
structure. The distinctive characteristics of such distributions consist in the fact that
their densities are the functions of positively determined quadratic form of the
centered state vector. Ellipsoidal approximation method (EAM) cardinally reduces
the number of parameters. For ellipsoidal linearization method (ELM), the number
of equations coincides with normal approximation method (NAM). The develop-
ment of EAM (ELM) for CStS analysis and CStS filtering are considered. Based on
nonnormalized densities, new types of filters are designed. The theory of ellipsoidal
Pugachev conditionally optimal control is presented. Basic applications are
considered.

Keywords: conditionally optimal filtering and control, control stochastic system,
ellipsoidal approximation method (EAM), ellipsoidal linearization method (ELM)

1. Introduction

The methods for the control stochastic systems (CStS) research based on the
parametrization of the distributions permit to design practically simple software
tools [1–6]. These methods give the rapid increase of the number of equations for
the moments, the semiinvariants, and coefficients of the truncated orthogonal
expansions of the state vector Y for the maximal order of the moments involved.
For structural parametrization of the probability (normalized and nonnormalized)
densities, we shall apply the ellipsoidal densities. A normal distribution has an
ellipsoidal structure. The distinctive characteristics of such distributions consist in
the fact that their densities are the functions of positively determined quadratic
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form u ¼ u yð Þ ¼ yT �mT
� �

C y�mð Þ where m is an expectation of Y, C is some
positively determined matrix. Ellipsoidal approximation method (EAM) cardinally

reduces the number of parameters till QEAM ¼ QNAM þ nm � 1 and QNAM ¼
r rþ 3ð Þ=2 where 2nm being the number of probabilistic moments. For ellipsoidal

linearization method (ELM), we get QELM ¼ QNAM:
The theory of conditionally optimal filters (COF) is described in [7, 8] on the

basis of methods of normal approximation (NAM), methods of statistical lineariza-
tion (SLM), and methods of orthogonal expansions (OEM) for the differential
stochastic systems on smooth manifolds with Wiener noise in the equations of
observation and Wiener and Poisson noises in the state equations. The COF theory
relies on the exact nonlinear equations for the normalized one-dimensional a
posteriori distribution. The paper [9] considers extension of [7, 8] to the case where
the a posteriori one-dimensional distribution of the filtration error admits the ellip-
soidal approximation [4]. The exact filtration equations are obtained, as well as the
OEM-based equation of accuracy and sensitivity, the elements of ellipsoidal analysis
of distributions are given, and the equations of ellipsoidal COF (ECOF) using EAM
and ELM are derived. The theory of analytical design of the modified ellipsoidal
suboptimal filters was developed in [10, 11] on the basis of the approximate solution
by EAM (ELM) of the filtration equation for the nonnormalized a posteriori char-
acteristic function. The modified ellipsoidal conditionally optimal filters (MECOF)
were constructed in [12] on the basis of the equations for nonnormalized distribu-
tions. It is assumed that there exist the Wiener and Poisson noises in the state
equations and only Wiener noise being in the observation equations. At that, the
observation noise can be non-Gaussian.

Special attention is paid to the conditional generalization of Pugachev optimal
control [13] based on EAM (ELM).

Let us consider the development of EAM (ELM) for solving problems of
ellipsoidal analysis and optimal, suboptimal, and conditionally optimal filtering
and control in continuous CStS with non-Gaussian noises and stochastic factors.

2. Ellipsoidal approximation method

This method was worked out in [1–4] for analytical modeling of stochastic
process (StP) in multidimensional nonlinear continuous, discrete and continuous-
discrete (CStS). Let us consider elements of EAM.

Following [1–4] let us find ellipsoidal approximation (EA) for the density of r-
dimensional random vector by means of the truncated expansion based on

biorthogonal polynomials pr,ν u yð Þð Þ, qr,ν u yð Þð Þ
n o

, depending only on the quadratic

form u ¼ u yð Þ u ¼ u yð Þ for which some probability density of the ellipsoidal struc-
ture w u yð Þð Þ serves as the weight:

ð

∞

�∞

w u yð Þð Þpr, ν u yð Þð Þqr,μ u yð Þð Þdy ¼ δνμ: (1)

The indexes ν and μ at the polynomials mean their degrees relative to the
variable u. The concrete form and the properties of the polynomials are determined
further. But without the loss of generality, we may assume that qr,0 uð Þ ¼ pr,0 uð Þ ¼ 1.

Then the probability density of the vector Y may be approximately presented by the
expression of the form:

2
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f yð Þ≈ f ∗ uð Þ ¼ w uð Þ 1þ
X

N

ν¼2

cr,νpr,ν uð Þ

" #

: (2)

Here the coefficients cr,ν are determined by the formula:

cr,ν ¼

ð

∞

�∞

f yð Þqr,ν uð Þdy ¼ Eqr,ν Uð Þ, ν ¼ 1, … ,Nð Þ: (3)

As pr,0 uð Þ and qr,0 uð Þ are reciprocal constants (the polynomials of zero degree),

then always cr,0pr,0 ¼ 1 and we come to the following results.

Statement 1. Formulae (2) and (3) express the essence of the EA of the proba-
bility density of the random vectorY.

For the control problems, the case when the normal distribution is chosen as the
distribution w uð Þ is of great importance

w uð Þ ¼ w xTCx
� �

¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2πð Þr∣K∣
p exp �xTK�1x=2

� �

; (4)

accounting that C ¼ K�1, we reduce the condition of the biorthonormality (1) to
the form

1

2r=2Γ r=2ð Þ

ð

∞

0

pr,ν uð Þqr,μ uð Þur=2�1e�u=2du ¼ δνμ, (5)

where Γ �ð Þ is gamma function [5].
Statement 2. The problem of the choosing of the polynomial system

pr,ν uð Þqr,μ uð Þ
n o

which is used at the EA of the densities (4) and (5) is reduced to

finding a biorthonormal system of the polynomials for which the χ2-distribution
with r degrees of the freedom serves as the weigh.

A system of the polynomials which are relatively orthogonal to χ2-distribution
with r degrees of the freedom is described by series:

Sr,ν uð Þ ¼
X

ν

μ¼0

�1ð ÞνþμCμ
ν

rþ 2ν� 2ð Þ!!

rþ 2μ� 2ð Þ!!
uμ: (6)

The main properties of polynomials Sr,ν are given in [2–4]. Between the poly-

nomials Sr,ν uð Þ and the system of the polynomials pr,ν uð Þ, qr,μ uð Þ
n o

, the following

relations exist:

pr,ν uð Þ ¼ Sr,ν uð Þ, qr,ν uð Þ ¼
r� 2ð Þ!!

rþ 2ν� 2ð Þ!! 2νð Þ!!
Sr,ν uð Þ, r≥ 2: (7)

Example 1. Formulae for polynomials pr,ν uð Þ and qr,ν uð Þ and its derivatives for

some r and ν are as follows [4]:

• At r ¼ 2, ν≥ 2,

p2,ν uð Þ ¼ uν, q2,ν uð Þ � 0, q02,ν uð Þ � 0, q002,ν uð Þ � 0;

3
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• At r≥ 2, ν ¼ 2

pr,2 uð Þ ¼ u2, qr,2 uð Þ ¼
1

8
u2, q0r,2 uð Þ ¼

1

4
u, q00r,2 uð Þ ¼

1

4
:

For r ¼ 2 at ν ¼ 3 we have

p2,3 uð Þ ¼ u3, q2,3 uð Þ � 0, q02,3 uð Þ � 0, q002,3 uð Þ � 0;

at r ¼ 3

p3,3 uð Þ ¼ S3,3 uð Þ, q3,3 uð Þ ¼
1

5040
S3,3 uð Þ,

q03,3 uð Þ ¼
1

5040
S03,3 uð Þ, q003,3 uð Þ ¼

1

5040
S003,3 uð Þ,

S3,3 uð Þ ¼ �105þ 105u� 21u2 þ u3,

S03,3 uð Þ ¼ 105� 42uþ 3u2, S003,3 uð Þ ¼ �42þ 6u;

9

>

>

>

>

>

>

>

=

>

>

>

>

>

>

>

;

at r ¼ 4:

p4,3 uð Þ ¼ S4,3 uð Þ, q4,3 uð Þ ¼
1

9216
S4,3 uð Þ,

q04,3 uð Þ ¼
1

9216
S04,3 uð Þ, q004,3 uð Þ ¼

1

9216
S04,3 uð Þ,

S4,3 uð Þ ¼ �197 þ 144u� 24u2 þ u3,

S04,3 uð Þ ¼ 144� 48uþ 3u2, S004,3 uð Þ ¼ �48þ 6u:

9

>

>

>

>

>

>

>

=

>

>

>

>

>

>

>

;

Following [5] we consider the H-space L2 Rrð Þ and the orthogonal system of the
functions in them where the polynomials Sr,ν uð Þ are given by Formula (6), and w uð Þ
is a normal distribution of the r-dimensional random vector (4). This system is not
complete in L2 Rrð Þ. But the expansion of the probability density f uð Þ ¼

f yT �mT
� �

C y�mð Þ
� �

of the random vector Y which has an ellipsoidal structure
over the polynomials pr,ν uð Þ ¼ Sr,ν uð Þ, m.s. converges to the function f uð Þ itself. The

coefficients of the expansion in this case are determined by relation:

cr,ν ¼

ð

∞

�∞

f uð Þpr,ν uð Þdy=
2νð Þ!! rþ 2ν� 2ð Þ!!

r� 2ð Þ!!
: (8)

Statement 3. The system of the functions
ffiffiffiffiffiffiffiffiffiffi

w uð Þ
p

Sr,ν uð Þ
� �

forms the basis in the
subspace of the space L2 Rrð Þ generated by the functions f uð Þ of the quadratic form

u ¼ y�mð ÞTC y�mð Þ.
At the probability density expansion over the polynomial Sr,ν uð Þ, the probability

densities of the random vector Y and all its possible projections are consistent. In
other words, at integrating the expansions over the polynomials Shþl,ν uð Þ and
hþ l ¼ r, of the probability densities of the r-dimensional vector Y,

f yð Þ ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2πð Þhþl
∣K∣

q e�u=2 1þ
X

N

ν¼2

chþl,νShþl,ν uð Þ

" #

, u ¼ y�mð ÞTK�1 y�mð Þ,

y ¼ y0Ty00T
h iT

,

(9)

4

Automation and Control



on all the components of the l-dimensional vector y00, we obtain the expansion
over the polynomials Sh,ν u1ð Þ of the probability density of the h-dimensional vector
Y 0 with the same coefficients

f y0ð Þ ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2πð Þh∣K11∣

q e�u1=2 1þ
X

N

ν¼2

ch,νSh,ν u1ð Þ

" #

, u1 ¼ y0 �m0ð Þ
T
K�1

11 y0 �m0ð Þ,

ch,ν ¼ chþl,ν,

(10)

where K11 is a covariance matrix of the vector Y 0.
But in approximation (10) the probability density of h-dimensional random

vector Y 0 obtained by the integration of expansion (9) the density of hþ lð Þ-
dimensional vector is not optimal EA of the density.

For the random r-dimensional vector with an arbitrary distribution, the EA (2)

of its distribution determines exactly the moments till the Nth order inclusively of

the quadratic form U ¼ Y �mð ÞTK�1 Y �mð Þ, i.e.,

EUμ ¼ EEAUμ, μ≤N: (11)

(EEA stands for expectation relative to EA distribution).
In this case the initial moments of the order s and s ¼ s1 þ⋯þ sr of the random

vector Y at the approximation (4) are determined by the formula:

αs1,… ,sr ¼ αs ¼ EY s1
1 …Y sr

r ≈

ð

∞

�∞

ys11 … ysrr w uð Þdyþ
X

N

v¼2

cr,v

ð

∞

�∞

ys11 … ysrr pr,v uð Þw uð Þdy

(12)

Statement 4. At the EA of the distribution of the random vector, its moments are
combined as the sums of the correspondent moments of the normal distribution and
the expectations of the products of the polynomials pr,ν uð Þ by the degrees of the

components of the vector Y at the normal density w uð Þ.

3. EAM accuracy

For control problems the weak convergence of the probability measures gener-
ated by the segments of the density expansion to the probability measure generated
by the density itself is more important than m.s. convergence of the segments of the
density expansion over the polynomials Sr,ν uð Þ to the density, namely,

ð

A

w uð Þ 1þ
X

N

ν¼2

cr,νpr,ν uð Þ

" #

!

ð

A

f uð Þdy

uniformly relative to A at N ! ∞ on the σ-algebra of Borel sets of the space Rr.
Thus the partial sums of series (2) give the approximation of the distribution, i.e.,
the probability of any event A determined by the density f uð Þ with any degree of
the accuracy. The finite segment of this expansion may be practically used for an
approximate presentation of f uð Þ with any degree of the accuracy even in those

cases when f uð Þ=
ffiffiffiffiffiffiffiffiffiffi

w uð Þ
p

does not belong to L2 Rrð Þ. In this case it is sufficient to
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substitute f uð Þ by the truncated density. Expansion (2) is valid only for the densities
which have the ellipsoidal structure. It is impossible in principal to approximate
with any degree of the accuracy by means of the EA (2) the densities which
arbitrarily depend on the vector y.

One is the way of the estimate of the accuracy of the distribution approximation
in the comparison of the probability characteristics calculated by means of the
known density and its approximate expression. The most complete estimate of the
accuracy of the approximation may be obtained by the comparison of the probabil-
ity occurrence on the sets of some given class. Besides that taking into consideration
that the probability density is usually approximated by a finite segment of its
orthogonal expansion for instance, over Hermite polynomials or by a finite segment
of the Edgeworth series [1–5] which contain the moments till the fourth order, the
accuracy may be characterized by the accuracy of the definition of the moments of
the random vector or its separate components, in particular, of the fourth order
moments.

Corresponding estimates for these two ways of approximation are given in
[2, 3].

4. Ellipsoidal linearization method

Now we consider ellipsoidal linearization of nonlinear transforms of random
vectors Y using mean square error (m.s.e.) criterion optimal m.s.e. regression of
vector Z ¼ φ Yð Þ on vector Y is determined by the formula [4, 6]:

mz Yð Þ ¼ h2Y, h2 ¼ ΓzyΓ
�1
y (13)

or

mz Yð Þ ¼ h1Y þ a, h1 ¼ KzyK
�1
y , a ¼ mz � h1my: (14)

where h1 and h2 are equivalent linearization matrices and my and Ky are

mathematical expectation and covariance matrix detj Kyj6¼ 0
� �

. In case (14) coef-
ficient h1 is equal to

h1 ¼ KzyK
�1
y ¼

ð

∞

�∞

ð

∞

�∞

z�mzð Þ y�my

� �T
K�1

y f z, yð Þdzdy

¼

ð

∞

�∞

mz yð Þ �mz½ � y�my

� �T
K�1

y f 1 yð Þdy (15)

where f 1 yð Þ is the density of random vector Y.
For ellipsoidal density f 1 yð Þ in (15) is defined by

f 1 yð Þ ¼ f EL1 yð Þ ¼ ~f
EL

1 u yð Þ,my,Ky, c
� �

: (16)

In case (14) we get Statement 5 for ELM:

mz Yð Þ≈mEL
1z þ hEL1 my,Ky, c

� �

Y0, (17)

6
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where

hEL1 ¼ hEL1 my,Ky, c
� �

¼

ð

∞

�∞

mz yð Þ �mz½ � y�my

� �T
K�1

y f EL1 yð Þdy

¼

ð

∞

�∞

mz yð Þ �mz½ � y�my

� �T
K�1

y
~f
EL

1 u yð Þ,my,Ky, c
� �

dy: (18)

In case (13) we have Statement 6 for ELM:

mz Yð Þ≈ hEL2 Γy, c
� �

Y, (19)

hEL2 Γy, c
� �

¼

ð

∞

�∞

mz yð ÞyTΓ�1
y f EL1 yð Þdy ¼

ð

∞

�∞

mz yð ÞyTΓ�1
y
~f 1 u yð Þ,my,Γy, c
� �

dy: (20)

For control problems the following ELM new generalizations are useful:

1.Let us consider for fixed dimension p ¼ dimy and N in (2) with normal w uð Þ

distinguish modifications of various orders ELM
p,2
w , ELM

p,3
w , … , ELM

p,N
w . In

this case c ¼ cp,v
� �

characterizes partial deviations from normal distributions
of various orders v jointly for all p components of vector Y (be part of
quadratic form U Yð Þ.

2.At decomposition of vector Y on l1, l2, … , lr random subvectors, Y ¼

YT
l1
YT
l2
…YT

lr

h iT
, we distinguish ELMl1,… ,lr,N

w . Coefficients cl1,v, … , cl2,v

characterize partial deviations of subvectors from normal distribution.

3.For matrix transforms Z ¼ φ Yð Þ ¼ φ1 Yð Þ…φq Yð Þ
h iT

, φi Yð Þ ¼

φi1 Yð Þ…φip Yð Þ
h iT

i ¼ 1, qÞ,
�

dimφ ¼ p� q, we have the following formulae

for ELM:

mz Yð Þ≈mEL
1z þHEL

1 my,Ky, c
� �

Y �mð Þ; (21)

mz Yð Þ≈HEL
2 Y: (22)

where

HEL
1 my,Ky, c
� �

¼ hEL11 my,Ky, c
� �

… hEL1q my,Ky, c
� �

h i

(23)

HEL
2 Γy, c
� �

¼ hEL21 Γy, c
� �

… hEL2q Γy, c
� �

h i

, (24)

(hEL1i and hEL2i i ¼ 1, qÞ
�

are determined by formulae (18) and (19)).

4.For transforms depending on time process t, it is useful to work with overage

ELM coefficients mizh i and hELi
� 	

for time intervals.
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5. EAM and ELM for nonlinear CStS analysis

Let us consider nonlinear CStS defined by the following Ito vector stochastic
differential equation:

dY t ¼ a Y t, tð Þdtþ b Y t, tð ÞdW0 þ

ð

R
q
0

c Y t, t, υð ÞP0 dt, dυð Þ, Y t0ð Þ ¼ Y0: (25)

Here Y t ∈Δ
y is (Δy is a smooth state manifold)W0 ¼ W0 tð Þ is an r – dimensional

Wiener StP of intensity v0 ¼ v0 tð Þ, P Δ,ð A ) is simple Poisson StP for any set A ,

Δ ¼ t1, t2ð �, P0
Δ,Að Þ ¼ P0

Δ,Að Þ � μP Δ,Að Þ, μP Δ,Að Þ ¼ EP0
Δ,Að Þ ¼

Ð

Δ

vP τ,Að Þdτ. Integration by υ extends to the entire space Rq with deleted origin, a

and b are certain functions mapping Rp � R, respectively, into Rp, Rpr, and c is for
Rp � Rq into Rp.

Following [4] we use for finding the one-dimensional probability density f 1 y; tð Þ of
the r-dimensional Y tð Þ which is determined by Eq. (25). Suppose that we know a
distribution of the initial value Y0 ¼ Y t0ð Þ of the StP Y tð Þ. Following the idea of EAM,
we present the one-dimensional density in the form of a segment of the orthogonal
expansion in terms of the polynomials dependent on the quadratic form u ¼

yT �mT
� �

C y�mð Þ wherem and K ¼ C�1 are the expectation and the covariance
matrix of the StPY tð Þ:

f 1 y; tð Þ ffi f EAM1 uð Þ ¼ w1 uð Þ 1þ
X

N

ν¼2

cp,vpp,ν uð Þ

" #

: (26)

Here w1 uð Þ is the normal density of the p-dimensional random vector which is
chosen in correspondence with the requirement cp,1 ¼ 0. The optimal coefficients of
the expansion cp,v are determined by the relation

cp,v ¼

ð

∞

�∞

f 1 y; tð Þqp,v uð Þdy ¼ Eqp,v Uð Þ, ν ¼ 1, … ,Nð Þ: (27)

The set of the polynomials pp,v uð Þ, qp,v uð Þ
n o

is constructed on the base of the

orthogonal set of the polynomials Sp,v uð Þ
� �

according to the following rule which
provides the biorthonormality of system at p≥ 2 given by (5). Thus the solution of
the problem of finding the one-dimensional probability density by EAM is reduced
to finding the expectation m, the covariance matrix K of the state vector, and the
coefficients of the correspondent expansion cp,v also.

So we get the equations

_m ¼ φ10 m,K, tð Þ þ
X

N

ν¼2

cp,vφ1ν m,K, tð Þ, (28)

_K ¼ φ20 m,K, tð Þ þ
X

N

ν¼2

cp,vφ2ν m,K, tð Þ, (29)

_cp,κ ¼ �
cp,κ�1

2p
�
κcp,κ
p


 �

� tr K�1φ20 m;K; tð Þ þ K�1
X

N

ν¼2

cp,vφ2ν m;K; tð Þ

( )

þ ψ κ0 m;K; tð Þ þ
X

N

ν¼2

cp,vψ κν m;K; tð Þ, κ ¼ 2, … ,N, (30)

8
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where the following indications are introduced:

φ10 m,K, tð Þ ¼
Ð

∞

�∞

a y, tð Þw1 uð Þdy,φ1ν m,K, tð Þ ¼
Ð

∞

�∞

a y, tð Þpp,v uð Þw1 uð Þdy,

φ20 m,K, tð Þ ¼

ð

∞

�∞

a y, tð Þ yT �mT
� �

þ y�mð Þa y, tð ÞT þ σ y, tð Þ
h i

w1 uð Þdy,

φ2v m,K, tð Þ ¼

ð

∞

�∞

a y, tð Þ yT �mT
� �

þ y�mð Þa y, tð ÞT þ σ y, tð Þ
h i

pp,v uð Þw1 uð Þdy,

σ y, tð Þ ¼ σ y, tð Þ þ

ð

R
q
0

c y, t, υð Þc y, t, υð ÞTvP t, dυð Þ, σ y, tð Þ ¼ b y, tð Þν0 tð Þb y, tð ÞT,

(31)

ψ κ0 m;K; tð Þ ¼

ð

∞

�∞

q0p,κ uð Þ 2 y�mð ÞTK�1a y; tð Þ þ tr K�1σ y; tð Þ
� �h

þ 2q00κ uð Þ y�mð ÞTK�1σ y; tð Þ y�mð Þ
i

w1 uð Þdy

ψ κv m;K; tð Þ ¼

ð

∞

�∞

q0p,κ uð Þ 2 y�mð ÞTK�1a y; tð Þ þ tr K�1σ y; tð Þ
h i

þ 2q00κ uð Þ y�mð ÞTK�1σ y; tð Þ y�mð Þ
o

pp,v uð Þw1 uð Þdy:

(32)

Eqs. (28)–(30) at the initial conditions

m t0ð Þ ¼ m0, K t0ð Þ ¼ K0, cp,κ t0ð Þ ¼ c0p,κ κ ¼ 2, … ,Nð Þ (33)

determine m,K, cp,2, … , cp,N as time functions. For finding the variables c0p,κ, the

density of the initial value Y0 of the state vector should be approximated by
Formula (26).

So we get the following result.
Statement 7. At sufficient conditions of existence and uniqueness of StP in

Eq. (25), Eqs. (28)–(33) define EAM.
For stationary CStS we get the corresponding EAM equations putting in

Eqs. (28)–(30) right-hand equal to zero.
Example 2. Following [4, 14, 15] in case of vibroprotection Duffing StS:

€X þ δ _X þ ω2X þ μX3 ¼ U þ V, X t0ð Þ ¼ X0, _X t0ð Þ ¼ _X0,

(δ,ω2, μ,U are constants, V is the white noise with intensity v) with accuracy till
4th probabilistic moments, ellipsoidal approximation of one-dimensional density is
described by the set of parameters:

m1 ¼ EX, m2 ¼ _X, K11 ¼ EX02, K12 ¼ EX0 _X
0
, K22 ¼ E _X

02
and c2,2:

These parameters satisfy the following ordinary differential equations:

_m1 ¼ m2, m1 t0ð Þ ¼ m0
1 , _m2 ¼ U � ω2m1 þ μ m3

1 þ 3m1K11

� �

� δm2,

m2 t0ð Þ ¼ m0
2 ;

9

Development of Ellipsoidal Analysis and Filtering Methods for Nonlinear Control Stochastic…
DOI: http://dx.doi.org/10.5772/intechopen.90732



_K11 ¼ 2K12,

_K12 ¼ K22 � ω2K11 þ 3μK11 K11 þm2
1

� �

� δK12 þ 24μc2,2K
2
11,

_K22 ¼ ν� 2 ω2K12 � 3μK12 K11 þm2
1

� �

þ δK22

� �

þ 48μc2,2K11K12,

K11 t0ð Þ ¼ K0
11, K12 t0ð Þ ¼ K0

12, K22 t0ð Þ ¼ K0
22;

_c2,2 ¼ c2,2
K11ν

∣K∣
� 5δ


 �

jKj¼ K11K22 � K2
12

� �

, c2,2 t0ð Þ ¼ c02,2:

At U ¼ 0 stationary values are as follows:

m1 ¼ 0, m2 ¼ 0, K11 ¼
ω2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ω4 � 6μν=δ
p

6μ
, K12 ¼ 0, K22 ¼

ν

2δ
, c2,2 ¼ 0:

Figure 1.
K11 graphs for at 0,1 (a); 0,5 (b); 1,0 (c).
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At conditions

1: U ¼ 0; μ ¼ 0:1; ω ¼ 3; δ ¼ 1; ν ¼ 0:5;

2: U ¼ 0; μ ¼ 0:5; ω ¼ 3; δ ¼ 1; ν ¼ 0:5;

3: U ¼ 0; μ ¼ 1; ω ¼ 3; δ ¼ 1; ν ¼ 0:5

And at zero initial conditions, the results of analytical modeling for K11, K12, K22

are given in Figures 1–3. Mathematical expectations m1 and mn are equal to zero.
Graphs (1) are the results of integration of NAM equations at initial stage. Then

for nongenerated covariance matrix K integration of EAM equations (2). Graphs are
the results of EAM equation integration at the whole stage.

The results of investigations for c2,2 are given in Figure 4 for the following sets
of conditions:

Figure 2.
K12 graphs for at 0,1 (a); 0,5 (b); 1,0 (c).
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1: U ¼ 0; μ ¼ 1; ω ¼ 3; δ ¼ 0, 5; ν ¼ 0, 5; T ¼ 0, 20½ � zero initial conditions;

2: U ¼ 0; μ ¼ 1; ω ¼ 3; δ ¼ 0, 5; ν ¼ 1; T ¼ 0, 20½ � zero initial conditions;

3: U ¼ 0; μ ¼ 1; ω ¼ 3; δ ¼ 0, 5; ν ¼ 1; T ¼ 0, 20½ � zero initial conditions except m1 0ð Þ ¼ 0, 2;

4: U ¼ 0; μ ¼ 1; ω ¼ 3; δ ¼ 1; ν ¼ 1; T ¼ 0, 20½ � zero initial conditions:

For the stationary CStS regimes, EAM gives the same results as NAM (MSL).
EAM describes non-Gaussian transient vibro StP at initial stage.

Figure 3.
K22 graphs for at 0,1 (a); 0,5 (b); 1,0 (c).
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Figure 4.
C22 graphs for at sets № 1 (a); 2 (b); 3 (c); 4 (d).
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Methodological and software support for analysis and filtering problem CStS for
shock and vibroprotection is given in [4, 14].

6. Exact filtering equations for continuous a posteriori distribution

Following [7–9, 15], let the vector StP XT
t Y

T
t


 �T
be defined by a system on vector

stochastic differential Ito equations:

dXt ¼ φ Xt;Y t;Θ; tð Þdtþ ψ 0 Xt;Y t;Θ; tð ÞdW0

þ

ð

R
q
0

ψ″ Xt;Y t;Θ; t; vð ÞP0 dt; dvð Þ, X t0ð Þ ¼ X0, (34)

dY t ¼ φ1 Xt,Y t,Θ, tð Þdtþ ψ 0
1 Xt,Y t,Θ, tð ÞdW0

þ

ð

R
q
0

ψ 00
1 Xt,Y t,Θ, t, vð ÞP0 dt, dvð Þ, Y t0ð Þ ¼ Y0: (35)

where Y t ¼ Y tð Þ is an ny-dimensional observed StP Y t ∈Δ
y

Δ
yð is a smooth

manifold of observations); Xt ∈Δ
x

Δ
xð is a smooth state manifold), W0 ¼ W0 tð Þ is

an nw-dimensional Wiener StP nw ≥ ny
� �

of intensity ν0 ¼ ν0 Θ, tð Þ; P0
Δ,Að Þ ¼

P Δ,Að Þ � μP Δ,Að Þ, P Δ,Að Þ for any set A represents a simple Poisson StP, and
μP Δ,Að Þ is its expectation,

μP Δ,Að Þ ¼ EP Δ,Að Þ ¼

ð

Δ

νP τ,Að Þdτ;

vP Δ,Að Þ is the intensity of the corresponding Poisson flow of events, Δ ¼ t1, t2ð �;
integration by υ extends to the entire space Rq with deleted origin; Θ is the
vector of random parameters of size nΘ; φ ¼ φ Xt,Y t,Θ, tð Þ, φ1 ¼ φ1 Xt,Y t,Θ, tð Þ,
ψ 0 ¼ ψ 0 Xt,Y t,Θ, tð Þ, and ψ 0

1 ¼ ψ 0
1 Xt,Y t,Θ, tð Þ are certain functions mapping Rnx �

Rny � R, respectively, into Rnx ,Rny ,Rnxnw ,  Rnynw ; ψ 00 ¼ ψ 00 Xt,Y t,Θ, t, vð Þ, and ψ 00
1 ¼

ψ 00
1 Xt,Y t,Θ, t, vð Þ are certain functions mapping Rnx � Rny � Rq into Rnx ,Rny .

Determine the estimate X̂t StP Xt at each time instant t from the results
of observation of StP Y τð Þ until the instant t,Y t

t0
¼ Y τð Þ : t0 ≤ τ< tf g.

Let us assume that the state equation has the form (34); the observation
Eq. (35), first, contains no Poisson noise ψ}1 � 0ð Þ; and, second, the coefficient at
the Wiener noise ψ 0

1 in the observation equations is independent of the state

ψ 0
1 Xt,Y t,Θ, tð Þ ¼ ψ 0

1 Y t,Θ, tð Þ
� �

, and then the equations of the problem of nonlinear
filtration are given by

dXt ¼ φ Xt,Y t,Θ, tð Þdtþ ψ 0 Xt,Y t,Θ, tð ÞdW0

þ

ð

R
q
0

ψ 00 Xt,Y t,Θ, t, vð ÞP0 dt, dvð Þ, X t0ð Þ ¼ X0, (36)

dY t ¼ φ1 Xt,Y t,Θ, tð Þdtþ ψ1 Y t,Θ, tð ÞdW0, Y t0ð Þ ¼ Y0: (37)

The known sufficient conditions for the existence and uniqueness of StP defined
by (36) and (37) under the corresponding initial conditions [1, 3, 16] are satisfied.

The optimal estimate X̂t minimizing the mean square of the error at each time
instant t is known [10–14] to represent for any StP Xt and Y t.
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An a posteriori expectation StP Xt: X̂t ¼ E Xt∣Y
t
t0

h i

. To determine this conditional

expectation, one needs to know pt ¼ pt xð Þ and gt ¼ gt λð Þ, the a
posteriori one-dimensional density, and the characteristic function of the
distribution StP Xt.

Introduce the nonnormalized one-dimensional a posteriori density ~pt x,Θð Þ and a
characteristic function ~gt λ,Θð Þ according to

~pt x,Θð Þ ¼ μtpt x,Θð Þ, ~gt λ,Θð Þ ¼ E
pt
Δ

x eiλ
TXtμt

h i

¼ μtgt λ,Θð Þ, (38)

where μt is a normalizing function and E
pt
Δ

x is the symbol of expectation on the
manifold Δ

x on the basis of density pt xð Þ. Then, by generalizing [11] to the case of
Eqs. (36) and (37), we get the following exact equation of the rms optimal nonlinear
filtration:

d~gt λ;Θð Þ ¼ E
~p t

Δ
x iλTφ X;Y t;Θ; tð Þ �

1

2
ψ 0ν0ψ

0T
� �

ðX;Y t;Θ; tÞ

��

þ
Ð

R
q
0
eiλ

Tψ ″ X;Y t;Θ;t;vð Þ � 1� iλTψ ″ X;Y t;Θ; t; vð Þ
h i

νP Θ; t; dvð Þ
i

eiλ
TX
o

dt

þ E
~p t

Δ
x φ1 X;Y t;Θ; tð ÞT þ iλT ψ 0ν0ψ

0T
� �

ðX;Y t;Θ; tÞ
h i

eiλ
TX

n o

ψ 0ν0ψ
0T

� ��1
Y t;Θ; tð ÞdY t:

(39)

If by following [15, 17] the function ψ 00 in (36) admits the representation

ψ 00 ¼ ψ 0ω Θ, vð Þ, (40)

where P0
Δ,Að Þ ¼ P0 0, t�, dvð Þð , then Eqs. (36) and (37) take the form

_Xt ¼ φ Xt,Y t,Θ, tð Þ þ ψ 0 Xt,Y t,Θ, tð ÞV Θ, tð Þ, X t0ð Þ ¼ X0, (41)

_Y t ¼ φ Xt,Y t,Θ, tð Þ þ ψ1 Y t,Θ, tð ÞV0 Θ, tð Þ, Y t0ð Þ ¼ Y0: (42)

with V0 Θ, tð Þ ¼ _W0 Θ, tð Þ; V Θ, tð Þ ¼ _W Θ, tð Þ,

W Θ, tð Þ ¼ W0 Θ, tð Þ þ

ð

R
q
0

ω Θ, vð ÞP0 0, t�, dvð Þ,ð (43)

where νP Θ, t, vð Þdv ¼ ∂μ Θ, t, vð Þ=∂t½ �dv is the intensity of the Poisson flow of
discontinuities equal to ω Θ, tð Þ; the logarithmic derivatives of the one-dimensional
characteristic functions obey certain formulas

χW ρ;Θ, tð Þ ¼ χW0 ρ;Θ, tð Þ þ

ð

R
q
0

eiρ
Tω Θ,vð Þ � 1� iρTω Θ, vð Þ

h i

νP Θ, t, vð Þdv, (44)

where

χW0 ρ;Θ, tð Þ ¼ �
1

2
ρTν0 Θ, tð Þρ:
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In this case, the integral term in (39) admits the following notation:

γ ¼

ð

R
q
0

eiλ
Tψ 00 Xt,Y t,Θ,tð Þω Θ,vð Þ � 1� iλTψ 00 Xt,Y t,Θ, tð Þω Θ, vÞð �νP Θ, t, vð Þdv:

h

(45)

For the Gaussian CStS, the condition γ � 0 is, obviously, true, and we come to
the well-known statements [11, 15, 17].

Statement 8. Let the conditions for existence and uniqueness be satisfied for the
non-Gaussian CStS (36) and (37). Then, the equation with a continuous rms of
the optimal nonlinear filtration for the nonnormalized characteristic function (38)
is given by (39).

Statement 9. Let the non-Gaussian CStS (41) and (42) the conditions for exis-
tence and uniqueness be satisfied. Then, the equation with continuous rms of
optimal nonlinear filtration for the nonnormalized characteristic function is given
by (39) provided that (45).

7. EAM (ELM) for nonlinear CStS filtering

EAM (ELM) for approximate conditionally optimal and suboptimal filtering
(COF and SOF) in continuous CStS for normalized one-dimensional density is given
in [11]. Let us consider the case of nonnormalized densities:

~pt x,Θð Þ≈ p ∗
t u,Θð Þ ¼ w u,Θð Þ μt þ

X

N

ν¼1

cνpν uð Þ

" #

: (46)

Here, w ¼ w u,Θð Þ is the reference density and pν uð Þ, qν uð Þ
� �

is the

biorthonormal system of polynomials, Ct ¼ K�1
t ; Kt is the covariance matrix and cν

is the coefficient of ellipsoidal expansion

cν ¼ μtE
EA qν Utð Þ

 �

¼ qν Uλð Þ~gEAt λ,ΘÞð �λ¼0,



(47)

with the notation

u ¼ xT � X̂
T

t

� �

Ct x� X̂t

� �

; Ut ¼ XT
t � X̂

T

t

� �

Ct Xt � X̂t

� �

;

Uλ ¼ ∂
T=i∂λ� X̂t

� �

Ct ∂=i∂λ� X̂t

� �

;
(48)

EEA is the expectation for the ellipsoidal distribution (46).
According to [11], in order to compile the stochastic differential equations for

the coefficients cν, one has to find the stochastic Ito differential of the product

qχ uð Þ~gt λð Þ bearing in mind that u depends on the estimate X̂t ¼ mt=μt and the

expectation mt and the normalizing function μt obey the stochastic differential
equations. Therefore, one has to replace the variables x and u and the operators
∂=i∂λ and Uλ, carry out differentiation, and then assume that λ ¼ 0.

So by repeating [11], we get that the equations for mt and μt with the function φ̂1

obey the formula

φ̂1 ¼ E
pt
Δ

x φ1½ �, (49)
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with regard to the notation

σ0 ¼ ψν0ψ
T, σ1 ¼ ψν0ψ

T
1 , σ2 ¼ ψ1ν0ψ

T
1 (50)

and the equation for ~gt λ,Θð Þ is representable as

dmt ¼ fdtþ hdY t, dμt ¼ bdY t, (51)

d~gt ¼ Adtþ BdY t: (52)

It is denoted here that

f ¼ μt f 0 þ
X

N

ν¼1

cνf ν, h ¼ μth0 þ
X

N

ν¼1

cνhν, b ¼ μtb0 þ
X

N

ν¼1

cνbν,

f 0 ¼ f 0 Y t, X̂t,Θ, t
� �

¼ Ew
Δ

x φ½ �, f ν ¼ f ν Y t, X̂t, ,Θ, t
� �

¼ E
wpν
Δ

x φ½ �,

h0 ¼ h0 Y t, X̂t,Θ, t
� �

¼ Ew
Δ

U σ1 Y t,Θ, tð Þ þ Xφ1ðX,Y t,Θ, tÞ
T


 �

σ2 Y t,Θ, tð Þ�1,

hν ¼ hν Y t, X̂t,Θ, t
� �

¼ E
wpν
Δ

U σ1 X,Y t,Θ, tð Þ þ Xφ1 X,Y t,Θ, tÞ
T

� �

σ2 Y t,Θ, tð Þ�1,
h

b0 ¼ b0 Y t; X̂ t;Θ; t
� �

¼ Ew
Δ

U φ1 X;Y t;Θ; tð ÞT
h i

σ2 Y t;Θ; tð Þ�1, bν ¼ bν Y t; X̂ t;Θ; t
� �

¼ E
wpν
Δ

U φ1 X;Y t;Θ; tð Þ½ �σ2 Y t;Θ; tð Þ�1,

A ¼ E
~p t

Δ
x iλTφ X;Y t;Θ; tð Þ �

1

2
λT ψ 0ν0ψ

0T
� �

X;Y t;Θ; tð Þλ

�

ð

R
q
0

eiλ
Tψ ″ X;Y t;Θ;t;vð Þ � 1� iλTψ ″ X;Y t;Θ; t; vð Þ

h i

νP t; dvð Þeiλ
TX

9

>

=

>

;

,

B ¼ E
~p t

Δ
x φ1 X;Y t;Θ; tð ÞT þ iλT ψ 0ν0ψ

0T
1

� �

X;Y t;Θ; tð Þ
h i

eiλ
TX ψ10ν0ψ

0T
1

� ��1
X;Y t;Θ; tð Þ:

(53)

The equations for coefficient of MOE in (46) and (47) in virtue of [11] have the
form

dcχ ¼ E
p ∗

Δ
xfqχ 0 uð Þ 2φTCt X � X̂t

� �

þ tr Ctσ0½ �
� �

þ 2qχ 00 uð Þ XT � X̂
T

t

� �

Ctσ0Ct X � X̂t

� �

þ

ð

R
q
0

qχ uð Þ � qχ uð Þ � 2qχ0 uð Þ XT � X̂
T

t

� �

Ctψ
00

h i

νP t, dvð Þ � qχ0 uð Þ XT � X̂
T

t

� �

Ct hþ X̂tb
� �

φ1=μt

þqχ0 uð Þtr hþ X̂tb
� �

σT1Ct


 �

=μt þ 2qχ00 uð Þtr hþ X̂tb
� �

σT1Ct X � X̂t

� �

XT � X̂
T

t

� �

Ct

h i

=μtgdt

þ
1

2n
cχ�1 þ 2χcχ
� �

tr _CtKt


 �

þ
cχ�1

2n
tr Cthσ2h

T
 �

� 2X̂
T

t Cthσ2b
T þ X̂

T

t CtX̂tbσ2b
T

� �

=μ2t

� �

dt

þE
p ∗

Δ
x qχ uð ÞφT

1 þ qχ0 uð Þ XT � X̂
T

t

� �

Ctσ1

h i

σ�1
2

n o

dY t:

(54)
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In addition to the notation (54), we assume that

γχ0 ¼ γχ0 Y t, X̂t,Θ, t
� �

¼ Ew
Δ

xfqχ0 uð Þ 2φ X,Y t,Θ, tð ÞTCt X � X̂t

� �

þ tr Ctσ0 X,Y t,Θ, tð Þ½ �
� �

þ2q
χ00

uð Þ XT � X̂
T

t

� �

Ctσ0 X,Y t,Θ, tð ÞCt X � X̂t

� �

þ

ð

R
q
0

q
χ
uð Þ � q

χ
uð Þ � 2q

χ0
uð Þ XT � X̂

T

t

� �

Ctψ
00ðX,Y t,Θ, t, vÞ

h i

νP t, dvð Þg,

γχν ¼ γχν Y t, X̂t,Θ, t
� �

¼ E
wpν
Δ

x fq
χ0
uð Þ 2φ X,Y t,Θ, tð ÞTCt X � X̂t

� �

þ tr Ctσ0 X,Y t,Θ, tð Þ½ �
� �

þ2qχ00 uð Þ XT � X̂
T

t

� �

Ctσ0 X,Y t,Θ, tð ÞCt X � X̂t

� �

þ

ð

R
q
0

qχ uð Þ � qχ uð Þ � 2qχ0 uð Þ XT � X̂
T

t

� �

Ctψ
00ðX,Y t,Θ, t, vÞ

h i

νP t, dvð Þg,

εχ0 ¼ εχ0 Y t, X̂t,Θ, t
� �

¼ Ew
Δ
xfqχ0 uð Þ σ1 X,Y t,Θ, tð ÞT � φ1ðX,Y t,Θ, tÞ XT � X̂

T

t

� �h i

þ2qχ00 uð Þσ1 X,Y t,Θ, tð ÞTCt X � X̂t

� �

XT � X̂
T

t

� �

g,

εχν ¼ εχν Y t, X̂t,Θ, t
� �

¼ E
wpν
Δ

x fqχ0 uð Þ σ1 X,Y t,Θ, tð ÞT � φ1ðX,Y t,Θ, tÞ XT � X̂
T

t

� �h i

þ2q
χ00

uð Þσ1 X,Y t,Θ, tð ÞTCt X � X̂t

� �

XT � X̂
T

t

� �

g,

ηχ0 ¼ ηχ0 Y t, X̂t,Θ, t
� �

¼ Ew
Δ

x qχ uð Þφ1 X,Y t,Θ, tð ÞT þ qχ0 uð Þ XT � X̂
T

t

� �

Ctσ1 X,Y t,Θ, tð Þ
n o

σ2 Y t,Θ, tð Þ�1,

ηχν ¼ ηχν Y t, X̂t,Θ, t
� �

¼ E
wpν
Δ
x qχ uð Þφ1 X,Y t,Θ, tð ÞT þ qχ0 uð Þ XT � X̂

T

t

� �

Ctσ1 X,Y t,Θ, tð Þ
n o

σ2 Y t,Θ, tð Þ�1:

(55)

and then we can rearrange Eq. (54) in

dcχ ¼ μtγχ0 Y t; X̂ t;Θ; t
� �

þ
X

N

ν¼1

cνγχν Y t; X̂ t;Θ; t
� �

þ tr

"

μtðh0 Y t; X̂ t;Θ; t
� �

þ X̂ tb0ðY t; X̂ t;Θ; tÞ
� �

(

þ
X

N

ν¼1

cν hν Y t; X̂ t;Θ; t
� �

þ X̂ tbν Y t; X̂ t;Θ; t
� �� �

εχ0 Y t; X̂ t;Θ; t
� �

þ
X

N

ν¼1

cνεχνðY t; X̂ t;Θ; tÞ=μt

( )

Ct

#

þ
1

2n
cχ�1 þ 2χcχ
� �

tr _CtKt


 �

þ
cχ�1

2n
tr Ct h0 Y t; X̂ t;Θ; t

� �

þ
X

N

ν¼1

cνhνðY t; X̂ t; tÞ=μt

 !

σ2 Y t;Θ; tð Þ

"

� h0 Y t; X̂ t;Θ; t
� �T

þ
X

N

ν¼1

cνhνðY t; X̂ t;Θ; tÞT=μt

 !#

� 2X̂T
t Ct h0 Y t; X̂ t;Θ; t

� �

þ
X

N

ν¼1

cνhνðY t; X̂ t;Θ; tÞ=μt

 !

� σ2 Y t;Θ; tð Þ b0 Y t; X̂ t;Θ; t
� �T

þ
X

N

ν¼1

cνbνðY t; X̂ t;Θ; tÞT=μt

 !

þ
^XtTCtX̂ t b0 Y t; X̂ t;Θ; t

� �

þ
X

N

ν¼1

cνbνðY t; X̂ t;Θ; tÞ=μt

 !

σ2 Y t;Θ; tð Þ

� b0 Y t; X̂ t;Θ; t
� �

þ
X

N

ν¼1

cνbνðY t; X̂ t;Θ; tÞT=μt

 !)

dt

þ μtηχ0 Y t; X̂ t;Θ; t
� �

þ
X

N

ν¼1

cνηχνðY t; X̂ t;Θ; tÞ

( )

dY t χ ¼ 1; … ;Nð Þ:

(56)

The modified ellipsoidal suboptimal filter (MESOF) is defined by Eqs. (51), (52),

and (56) and the relation X̂t ¼ mt=μt under the initial conditions

m t0ð Þ ¼ E X0∣Y0½ �, μ t0ð Þ ¼ 1, cχ t0ð Þ ¼ cχ0 χ ¼ 1, … ,Nð Þ, (57)

(cχ0 χ ¼ 1, … ,Nð Þ are the coefficients of the expansion (46) of the probability
density ~pt0 xð Þ ¼ p0 x∣Y0ð Þ of the vector X0 relative to Y0).
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Upon solution of Eqs. (51), (52), (56), and (57), the rms optimal estimate of the
state vector and the covariance matrix of filtration error in MESOF obey the fol-
lowing approximate formulae:

X̂t ¼ mt=μt;

Rt ¼ Ew
Δ

x X �
mt

μt


 �

XT �
mT

t

μt


 �� �

þ
X

N

ν¼1

cν
μt
E
wpν
Δ

x X �
mt

μt


 �

XT �
mT

t

μt


 �� �

:
(58)

Note that the order of the obtained MESOF, especially under high dimension n
of the system state vector, is much lower than the order of other conditionally
optimal filters. It is the case at allowing for the moments of up to the 10th order.
Then, already for n>3 and N ¼ 5, we have nþN þ 1≤ n nþ 3ð Þ=2. We conclude
that for n>3 and N ¼ 5, MECOF has a lower order than the filters of the method
of normal approximation, generalized second-order Kalman-Bucy filters, and
Gaussian filter. Thus, the following theorems underlie the algorithm of modified
ellipsoidal conditionally optimal filtration.

Statement 10. Under the conditions of Statement 8, if there is MECOF, then it is
defined by Eqs. (51), (52), and (56) under the conditions (57) and (58).

Statement 11. Under the conditions of Statement 9, if there is MESOF, then it is
defined by the equations of Statement 10 under the conditions (45).

The aforementioned methods of MESOF construction offer a basic possibility of
getting a filter close to the optimal-in-estimate one with any degree of accuracy. The
higher the EA coefficient, the maximal order of the allowed for moments, the
higher accuracy of approximation of the optimal estimate. However, the number of
equations defining the parameters of the a posteriori one-dimensional ellipsoidal
distribution grows rapidly with the number of allowed for parameters. At that, the
information about the analytical nature of the problem becomes pivotal.

For approximate analysis of the filtration equations by following [11] and
allowing for random nature of the parameters Θ, we come to the following equa-
tions for the first-order sensitivity functions [11]:

d∇ΘX̂s ¼ ∇ΘAX̂sdtþ ∇ΘBX̂sdY t, ∇ΘBX̂s t0ð Þ ¼ 0,

d∇ΘRsq ¼ ∇ΘARsqdtþ ∇ΘBRsqdY t, ∇ΘRsq t0ð Þ ¼ 0,

d∇Θcκ ¼ ∇ΘAcκdtþ ∇ΘBcκdY t, ∇Θcκ t0ð Þ ¼ 0:

(59)

Here the procedure of taking the derivatives is carried out over all input vari-
ables, and the coefficients of sensitivity are calculated for Θ ¼ mΘ. It is assumed
at that the variance is small as compared with their expectations. Obviously, at

differentiation with respect to Θ ∇Θ ¼ ∂=∂Θ
� �

, the order of the equations grows
in proportion to the number of derivatives. The equations for the elements of
the matrices of the second sensitivity functions are made up in a similar manner.

To estimate the MESOF (MECOF) performance, we follow [5, 8] and introduce

for the Gaussian Θ with the expectation mΘ and covariance matrix KΘ the

conditional loss function admitting quadratic approximation, the factor ε ¼ ε
1=4
2 ,

as well as

ρX̂s ¼ ρX̂s Θð Þ ¼ ρ mΘ
� �

þ
X

nΘ

ii¼1

ρ0i m
Θ

� �

Θ
0
s þ

XX

i, j¼1

ρ00ij m
Θ

� �

Θ
0
i Θ

0
j : (60)
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It is denoted here

ε2 ¼ EEA ρ Θð Þ2
h i

� ρ mΘ
� �2

,

EEA ρ Θð Þ2
h i

¼ ρ mΘ
� �2

þ ρ0 mΘ
� �T

KΘρ0 mΘ
� �

þ 2ρ mΘ
� �

tr ρ00 mΘ
� �

KΘ

 �

þ tr ρ00 mΘ
� �

KΘ

 �� �2

þ 2tr ρ00 mΘ
� �

KΘ

 �2

:

(61)

At that, in (61) the functions ρ0 and ρ} are determined through certain formulas
on the basis of the first and second sensitivity functions. Therefore, we come to the
following result.

Statement 12. Estimation of MESOF (MECOF) performance under the condi-
tions of Statements 10 and 11 relies on Eqs. (59)–(61) under the corresponding
derivatives in the right sides of Eq. (59).

8. New types of continuous MECOF

Based on Statements 10 and 11 in [18], continuous MECOF were described. We
consider the problem of continuous conditionally optimal filtration for the general

case of Eqs. (34) and (35) where it is desired to determine the optimal estimate X̂t of
process Xt at the instant t>t0 from the results of observation of this process until the

instant t, that is, over the interval t0, t½ Þ, in the class of permissible X̂t ¼ AZt

estimates and with a stochastic differential equation given by

dZt ¼ αtξ Y t,Zt,Θ, tð Þ þ γt½ �dtþ βtη Y t,Zt,Θ, tð ÞdY t (62)

under the given vector and matrix structural functions ξ and η and every
possible time functions αt, βt, γt (αt and βt are matrices and γt is a vector). The
criterion for minimal rms error of the estimate Zt is used as the optimality criterion.
It is common knowledge that selection of the class of permissible filters defined by
the structural functions ξ and η in Eq. (62) is the greatest challenge in practice of
using the COF theory [1, 3, 11]. In principle they can be defined arbitrarily. One can
select ξ and η at will so that the class of permissible filters contained an arbitrarily
defined COF. In this case, COF is in practice more precise than the given COF. At
the same time, by selecting a finite segment of some basis in the corresponding
Hilbertian space L2 as components of the vector function ξ and elements of the
matrix function η, one can obtain an approximation with any degree of precision to
the unknown optimal functions ξ and η. This technique of selecting the functions ξ
and η on the basis of the equations of the theory of suboptimal filtration seems to be
the most rational one. At that, the COF equations obtained from the equation for
the nonnormalized a posteriori characteristic function open up new possibilities.

To use the equations obtained from nonnormalized equations for the a posteriori
distribution, one needs to change the formulation of the COF problems [3, 11] so as
to use the equation for the factor μt. For that, we take advantage of the following
equations to determine the class of permissible continuous MECOF (62):

dμt ¼ ρtχ Y t,Zt,Θ, tð ÞdY t, (63)

X̂t ¼ AZt=μt, (64)

where χ Y t,Zt,Θ, tð Þ is a certain given structural matrix function and ρt is the row
matrix of coefficients depending on t and subject to rms optimization along with the
coefficients αt, βt, and γt in the filter Eq. (62).
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Relying on the results of the last section and generalizing [7], one can specify the
following types of the permissible MECOF:

1.This type of permissible MECOF can be obtained by assuming Zt ¼ mt,A ¼ In
and determining the functions ξ, η, χ in Eqs. (62) and (63) and obeying
Eq. (51) which gives rise to the following expressions for the structural
functions:

ξ ¼ ξ Y t,Zt,Θ, tð Þ ¼ μtf 0 Y t,Zt=μt,Θ, tð ÞTf 1 Y t,Zt=μt,Θ, tÞ
T
… fN Y t,Zt=μt,Θ, tÞ

T
� �T

;
�h

(65)

η ¼ η Y t,Zt,Θ, tð Þ

¼ μth0 Y t,Zt=μt,Θ, tð ÞTh1 Y t,Zt=μt,Θ, tÞ
T
… hN Y t,Zt=μt,Θ, tÞ

T
� �T

;
�h

(66)

χ ¼ χ Y t,Zt,Θ, tð Þ

¼ μtb0 Y t,Zt=μt,Θ, tð ÞTb1 Y t,Zt=μt,Θ, tÞ
T
… bN Y t,Zt=μt,Θ, tÞ

T
� �T

:
�h

(67)

At that, the order of MECOF defined by Eqs. (62) and (63) is equal to nþ 1. This
type of MECOF may be designed for Zt being constant Z0 and A ¼ Iℓ ℓ< nð Þ.

2.To obtain a wider class of permissible MECOF, rearrange Eq. (56) in

dcχ ¼ Fχ0 Y t;Zt;Θ; tð Þ þ
X

N

ν¼1

cνFχν Y t;Zt;Θ; tð Þ þ
X

N

λ, ν¼1

cλcνFχλν Y t;Zt;Θ; tð Þ

(

þ cχ�1

X

N

λ, ν¼1

cλcνFχλν0 Y t;Zt;Θ; tð Þ

)

dt

þ μtηχ0 Y t;Zt;Θ; tð Þ þ
X

N

ν¼1

cνηχνðY t;Zt;Θ; tÞ

( )

dY t

(68)

with the following notations:

Fχ0 Y t;Zt;Θ; tð Þ ¼ μtγχ0 Y t;Zt;Θ; tð Þ þ μttr h0 Y t;Zt;Θ; tð ÞZtb0 Y t;Zt;Θ; tð Þð Þεχ0 Y t;Zt;Θ; tð Þ

 �

;

Fχν Y t;Zt;Θ; tð Þ ¼ γχ0 Y t;Zt;Θ; tð Þ þ tr½ hν Y t;Zt;Θ; tð Þ þ Ztbν Y t;Zt;Θ; tð Þð Þεχ0 Y t;Zt;Θ; tð Þ þ ðh0 Y t;Zt;Θ; tð Þ

þZtb0 Y t;Zt;Θ; tð ÞÞεχν Y t;Zt;Θ; tð Þ� þ
1

2n
δχ�1,ν{tr bνKt þ Cth0 Y t;Zt;Θ; tð Þσ2ðY t;Θ; tÞh0ðY t;Zt;Θ; tÞ

T

 �

�2ZT
t Cth0 Y t;Zt;Θ; tð Þσ2 Y t;Θ; tð Þb0 Y t;Zt;Θ; tð ÞT þ ZT

t CtZtb0 Y t;Zt;Θ; tð Þσ2 Y t;Θ; tð Þb0 Y t;Zt;Θ; tð ÞTg þ
1

n
χδχνtr _CtKt


 �

;

Fχλν ¼ tr Ctðhλ Y t;Zt;Θ; tð Þ þ ZtbλðY t;Zt;Θ; tÞÞεχνðY t;Zt;Θ; tÞ

 �

=μt

þ
1

n
δχ�1,λ{tr Cth0 Y t;Zt;Θ; tð Þσ2ðY t;Θ; tÞhνðY t;Zt;Θ; tÞ

T

 �

� ZT
t Ct(h0 Y t;Zt; tð Þσ2 Y t; tð Þbν Y t;ZtΘ; ; tð ÞT

þhν Y t;Zt;Θ; tð Þσ2 Y t;Θ; tð Þb0 Y t;Zt;Θ; tð ÞT þ ZT
t CtZtb0 Y t;Zt;Θ; tð Þσ2 Y t;Θ; tð Þbν Y t;Zt;Θ; tð ÞTg=μt;

Fχλν0 ¼
1

2n

(

tr Ctðhλ Y t;Zt;Θ; tð Þ þ σ2ðY t;Θ; tÞhνðY t;Zt;Θ; tÞ
T


 �

� 2ZT
t Cthλ Y t;Zt;Θ; tð Þσ2 Y t;Θ; tð Þbν Y t;Zt;Θ; tð ÞT

þ ZT
t CtZtbλ Y t;Zt;Θ; tð Þσ2 Y t; tð Þbν Y t;Zt;Θ; tð ÞT

�

=μ2t :

(69)
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By taking as the basis for the type of permissible MECOF Eqs. (51), (52), and
(68), one has to regard all components of the vector Zt as all components of the

vector mt and coefficients c1, … , cN so that Zt ¼ mT
t c1 … cN


 �T
. At that, the order of

all permissible filters is equal to nþNþ 1. Putting Zt ¼ Z0 and A ¼ Il l< nð Þ, one
gets the corresponding MECOF.

3.The widest class of permissible filters providing MECOF of the maximal
reachable accuracy can be obtained if one takes the function ξ in (62) as the
vector with all components of the vector functions μf χ0, cνf χν χ, ν ¼ 1, … ,Nð Þ

in Eqs. (65) and (66) all addends involved in the scalar functions
Fχ0, cνFχν, cλcνFχλν χ, λ, ν ¼ 1, … ,Nð Þ cχ�1cλcνFχλν0 , χ � 1, λ, ν ¼ 1, … ,Nð Þ in

(68) and as the function η in (62), the matrix whose rows are the row matrices
μthχ0, cνhχν χ, ν ¼ 1, … ,Nð Þ in (68) and all row matrices μηχ0, cνηχν χ, ν ¼ð

1, … ,NÞ in (69). As for the function χ in Eq. (63), it is determined through
(67) as in the case of the simplest types of permissible filters. The so-
determined class of permissible filters has ECOF defined by Eqs. (51), (52),
and (69), at that ECOF is more precise than ESOF. We notice that this class of
permissible filters can give rise to an overcomplicated ECOF because of high
dimension of the structural vector function ξ. So we distinguish the following
new type of permissible filters.

4.Components of the vector function ξ are all components of the vector
functions μtf χ0, cνf χν χ, ν ¼ 1, … ,Nð Þ and all scalar functions Fχ0, cνFχν, cλcνFχλν

χ, λ, ν ¼ 1, … ,Nð Þ, cχ�1cλcνFχλν0 χ � 1, λ, ν ¼ 1, … ,Nð Þ without decomposing

them into individual addends. This class of permissible filters also includes
ECOF (51), (52), and (69).

To determine the coefficients αt, βt, and γt of the equation MECOF (62), one
needs to know the joint one-dimensional distribution of the random processes Xt

and X̂t. It is determined by solving the problem of analysis of the system obeying
the stochastic differential Eqs. (62) and (63). As always in the theory of condition-
ally optimal filtration, all complex calculations required to determine the optimal
coefficients of the MECOF Eq. (62) or (63) are based only on the a priori data and
therefore can be carried out in advance at designing MECOF. At that, the accuracy
of filtration can be established for each permissible MECOF. The process of filtra-
tion itself comes to solving the differential equation, which enables one to carry out
real-time filtration.

Consequently, we arrive to the following results.
Statement 13. Under the conditions of Statement 8, the MECOF equations like

(62) and (63) coincide with the equations of continuous MECOF where the struc-
tural functions belong to the four aforementioned types.

Statement 14. The rms MECOF of the order nx þ 1 coinciding with MECOF is
defined for CStS (34) and (35), Eqs. (62)–(64), and the structural functions of the
first class.

Statement 15. The rms of MECOF of the order nx þN þ 1 coinciding with
MECOF obeys for the CStS (34) and (35), Eqs. (62)–(64), and the structural
functions of Statement 14.

Statement 16. If accuracy of MECOF determined according to Statement 14 is
insufficient, then the functions of the Statement 15 can be used as structural ones.

Statement 17. The relations of Statement 12 underlie the estimate of quality of
MECOF under the conditions of Statements 13–15, provided that there are
corresponding derivatives in the right sides of the equations.
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Example 3. The presented MECOF for linear CStS coincide with Kalman-Bucy
filter [2–4, 11].

Example 4. MECOF for linear CStS with parametric noises coincide with linear
Pugachev conditionally optimal filter.

Finally let us consider quasilinear CStS (36) and (37), reducible to the following
differential one:

_Xt ¼ φ Xt,Θ, tð Þ þ ψ t,Θð ÞVEL
1 , (70)

_Y t ¼ φ1 Xt,Θ, tð Þ þ VEL
2 (71)

where V1 and V2 are non-Gaussian white noises. In this case using ELM and
Kalman-Bucy filters with parameters depending on mx

t ,K
x
t and cx1t, we get the

following interconnected set of equations:

_mx
1 ¼ φ00 mx

t0
¼ mx

0, _m
y
1 ¼ φ10 m

y
t0 ¼ m

y
0, (72)

_X
0

t ¼ φ01X
0
t þ ψ t,Θð ÞV1, _Y

0

t ¼ φ11X
0
t þ VEL

2 , Y0
t0
¼ Y0

0, (73)

_K
x

t ¼ φ11K
x
t þ Kx

t φ
T
11 þ ψ t,Θð ÞGEL

1 t,Θð Þψ t,Θð ÞT, Kx
t0
¼ Kx

0, (74)

_̂Xt ¼ φ00 � φ01m
x
t þ φ01X̂t þ RtG

EL
2 t,Θð Þ�1 _Y t � φ11X̂t � φ10 þ φ11m

x
t


 �

,

X̂0 ¼ MELX̂t0 ,
(75)

_Rt ¼ φ01Rt � Rtφ01 � Rtφ11G
EL
2 t,Θð Þ�1

φ11Rt þ ψ tð ÞGEL
1 t,Θð Þψ tð ÞT,

R0 ¼ MEL X0 � X̂0

� �

X0 � X̂0

� �T
h i

:
(76)

Here the following notations are used:

mx
t ¼ MELXt, m

y
t ¼ MELY t and Kx

t ¼ MEL X0
t X0T

t


 �

,

Rt ¼ MEL Xt � X̂t

� �

Xt � X̂t

� �T
h i (77)

being the mathematical expectations, state, and error covariance matrices

φ00 ¼ φ00 mx
t ,K

x
t , c

x
1t, t,Θ

� �

, φ10 ¼ φ10 mx
t ,K

x
t , c

x
1t, t,Θ

� �

,

φ01 ¼ φ01 mx
t ,K

x
t , c

x
1t, t,Θ

� �

¼
∂φ01

∂mx
t

, φ11 ¼ φ11 mx
t ,K

x
t , c

x
1t, t,Θ

� �

¼
∂φ10

∂mx
t

(78)

being ELM ecoefficiencies, GEL
i (i ¼ 1, 2) are intensities of normal EL equivalent

white noises. So Eqs. (72)–(78) define the corresponding Statement 18.

9. Ellipsoidal Pugachev conditionally optimal continuous control

The idea of conditionally optimal control (COC) was suggested by Pugachev
(IFAC Workshop on Differential Games, Russia, Sochi, 1980) and developed [13].
The COC essence is in the search of optimal control among all permissible controls
(as in classical control theory) but in the restricted class of permissible controls.
These controls are computed in online regime. At practice the permissible continu-
ous class of controls may be defined by the set of ordinary differential equations of
the given structure.
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So let us consider the following Ito equations:

dX ¼ φ X,Y,U, tð Þdtþ ψ1 X,Y,U, tð ÞdW0 þ

ð

R
q
0

ψ2 X,Y,U, t, vð ÞP0 dt, dvð Þ, (79)

dY ¼ φ0 X,Y,U, tð Þdtþ ψ 0
1 X,Y,U, tð ÞdW0 þ

ð

R
q
0

ψ 0
2 X,Y,U, t, vð ÞP0 dt, dvð Þ: (80)

Here X is the nonobservable state vector; Y is the observable vector; U ∈D is the

control vector; W0 being the Wiener StP, P0 A,Bð Þ being the independent of W0

centered Poisson measure; φ,ψ1,ψ2 and φ0,ψ 0
1,ψ

0
2 being the known functions.

Integration is realized in Rq space with the deleted origin. Initial conditions X0 and
Y0 do not depend on X and Y. Functions φ,ψ1,ψ2 in (79) as a rule do not depend on
Y, but depend on U components that are governed by Eq. (79). Functions φ0,ψ 0

1,ψ
0
2

in Eq. (80) depend on U components that govern observation.
The class of the admissible controls is defined by the equations

dU ¼ αξ Y,U, tð Þ þ γ½ �dtþ βη Y,U, tð ÞdY (81)

without restrictions and with restrictions

dU ¼ αξ Y,U, tð Þ þ γ½ �dtþ βη Y,U, tð ÞdY

� max 0, n Uð ÞT αξ Y,U, tð Þ þ γ½ �dtþ n Uð ÞTβη Y,U, tð ÞdY
n o

n Uð Þ1∂D Uð Þ:

(82)

Here n Uð Þ is the unit vector of external normal for boundary ∂D in point U;
1∂D Uð Þ is the set indicator.

Conditionally optimal criteria is taken in the form of mathematical expectation
of some functional depending on Xt

t0
¼ X τð Þ : τ∈ t0, t½ �f g and Ut

t0
¼

U τð Þ : τ∈ t0, t½ �f g :

ρ ¼ Eℓ Xt
t0
,Ut

t0
, t

� �

, (83)

where E is the mathematical expectation and ℓ is the loss function at the given
realizations xtt0 , u

t
t0
of Xt

t0
,Ut

t0
.

So according to Pugachev we define COC as the control realized by minimiza-
tion (83) by choosing α, β, γ and by satisfying (82) at every time moment and at a
given α, β, γ for all preceding time moments. For the loss function (83) depending
on X and U at the same time, moment t is necessary to compute ellipsoidal one-
dimensional distribution of X and Y in Eqs. (79), (80), and (82) using EAM (ELM).
This problem is analogous to COF and MCOF design (Section 8).

For high accuracy and high availability CStS especially functioning in real-time
regime, software tools “StS-Analysis,” “StS-Filtering,” and “StS-Control” based on
NAM, EAM, and ELM were developed for scientists, engineers, and students of
Russian Technical Universities.

These tools were implemented for solving safety problems for system
engineering [19].

In [18, 20] theoretical propositions of new probabilistic methodology of analysis,
modeling, estimation, and control in stochastic organizational-technical-economical
systems (OTES) based on stochastic CALS informational technologies (IT) are
considered. Stochastic integrated logistic support (ILS) of OTES modeling life cycle
(LC), stochastic optimal of current state estimation in stochastic media defined by
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internal and external noises including specially organized OTES-NS (noise sup-
port), and stochastic OTES optimal control according to social-technical--
economical-support criteria in real time by informational-analytical tools (IAT) of
global type are presented. Possibilities spectrum may be broaden by solving prob-
lems of OTES-CALS integration into existing markets of finances, goods, and ser-
vices. Analytical modeling, parametric optimization and optimal stochastic
processes regulation illustrate some technologies and IAT given plans. Methodolog-
ical support based on EAM gives the opportunity to study infrequent probabilistic
events necessary for deep CStS safety analysis.

10. Conclusion

Modern continuous high accuracy and availability control stochastic systems
(CStS) are described by multidimensional differential linear, linear with parametric
noises, and nonlinear stochastic equations. Right-hand parts of these equations also
depend on stochastic factors being random variables defining the dispersion in
engineering systems parameters. Analysis and synthesis CStS needs computation of
non-Gaussian probability distributions of multidimensional stochastic processes.
The known analytical parametrization modeling methods demand the automatic
composing and the integration of big amount interconnected equations.

Two methods of analysis and analytical modeling of multidimensional non-
Gaussian CStS were worked out: ellipsoidal approximation method (EAM) and
ellipsoidal linearization method (ELM). In this case one achieves cardinal reduction
the amount of distribution parameters.

Necessary information about ellipsoidal approximation methods is given and
illustrated. Some important remarks for engineers concerning EAM accuracy are
given. It is important to note that all complex calculations are performed on design
stage. Algorithms for composition of EAM (ELM) equation are presented. Applica-
tion to problems of shock and vibroprotection are considered.

For statistical CStS offline and online analysis approximate methods based on
EAM (ELM) for a posteriori distributions are developed. In this case one has twice
reduction of equation amount. Special bank of approximate suboptimal and
Pugachev conditionally optimal filters for typical identification and calibration
problems based on the normalized and nonnormalized was designed and
implemented.

In theoretical propositions of new probabilistic methodology of analysis, model-
ing, estimation, and control in stochastic OTES based on stochastic CALS informa-
tion technologies (IT) are considered. Stochastic integrated logistic support (ILS) of
OTES modeling life cycle, stochastic optimal of current state estimation in stochas-
tic media defined by internal and external noises including specially organized
OTES-NS (noise support), and stochastic OTES optimal control according to social-
technical-economical-support criteria in real time by informational-analytical tools
(IAT) of global type are presented. Possibility spectrum may be broaden by solving
problems of OTES-CALS integration into existing markets of finances, goods, and
services. Methodological support based on EAM (ELM) gives the opportunity to
study infrequent probabilistic events necessary for deep CStS safety analysis.
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