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Chapter

Pattern Synthesis in
Time-Modulated Arrays Using
Heuristic Approach
Sujit Kumar Mandal, Ananya Mukherjee, Sujoy Mandal

and Tanmoy Das

Abstract

Time-modulation principle evolves as an emerging technology for easy realiza-
tion of the desired array patterns with the help of an additional degree of freedom,
namely, “time.” To the antenna community, the topic, time-modulated antenna
array (TMAA) or 4D antenna arrays, has got much attention during the last two
decades. However, population-based, stochastic, heuristic evolutionary algorithm
plays as an important protagonist to meet the essential requirements on synthesiz-
ing the desired array patterns. This chapter is basically devoted to understand the
theory of different time-modulation principles and the application of optimization
techniques in solving different antenna array synthesis problems. As a first step, the
theory of time-modulation principles and the behaviors of the sideband radiation
(SBR) that appeared due to time modulation have been studied. Then, different
important aspects associated with TMAA synthesis problems have been discussed.
These include conflicting parameters, the need of evolutionary algorithms, multiple
objectives and their optimization, cost function formation, and selection of
weighting factors. After that, a novel approach to design a time modulator for
synthesizing TMAAs is presented. Finally, discussing the working principle of an
efficient heuristic approach, namely, artificial bee colony (ABC) algorithm, the
effectiveness of the time modulator and potentiality of the algorithm are presented
through representative numerical examples.

Keywords: antenna array synthesis, side lobe level (SLL), time modulation,
sideband radiation, sideband level (SBL), evolutionary algorithms

1. Introduction

In any wireless communication system, the antenna is an essential component to
transmit or receive a message signal. In many applications such as satellite commu-
nication, point-to-point communication, military communication, surveillance,
radar, sonar, aircraft, etc., the antenna gain and directivity should be sufficiently
high so as to direct most of the antenna-radiated power along a particular direction
by reducing the power level (side lobe power) at other directions. A single radiator
may not meet such requirements due to its omnidirectional power pattern and high
side lobe level (SLL) in the far-field region. Moreover, radiation of huge amount of

1



transmitter power from a single antenna element needs high-power amplification in
the feed network. The high-power amplifier is not easy to design and safe to handle.
Therefore, a number of antenna elements are arranged along a line, called linear
antenna array (LAA), or in a plane called planer antenna array (PAA). The use of
multiple antenna elements in the transmission and reception systems simplifies the
power amplifier design problem by reducing the power level per transmitting
antenna elements of the arrays. Some other advantages of using antenna arrays
are to improve signal fading resistance or deliberately exploit the signal fading;
mitigate the interfering signal coming from other directions, adaptive beam
forming, and null steering at both transmitter and receiver; and increase system
capacity. Due to its high gain and narrow beamwidth, the large antenna arrays
also find applications in weather forecast, astronomy, image processing, and
biomedical imaging.

Although the antenna array with uniform excitation amplitude and equally
spaced antenna elements is the simplest one for practical implementation and also
can be used to synthesize different patterns, due to the high value of peak SLL, it
is impractical to use in such applications. In conventional antenna array (CAA)
system, the low side lobe pattern is obtained by tapering the static excitation
amplitudes. The well-known analytical techniques to taper amplitude distributions
in nonuniformly excited antenna arrays are Dolph-Chebyshev (DC) and Taylor
series [1]. However, the high dynamic range ratio (DRR) and complex excitation of
the antenna elements are the major drawbacks of such CAA synthesis method with
nonuniform excitation, because the complex excitation is practically difficult to
realize and designing the practical antenna with high DRR of static amplitude
tapering provides various errors such as systematic errors and random errors.

Conversely, the ultralow SLL pattern in the far-field of the antenna array can
be realized even in uniform amplitude antenna arrays by exploiting “time” as a
fourth dimension [2, 3]. The introduction of the additional dimension “time,” into
the antenna array system, results in time-modulated antenna array (TMAA). By
using the fourth degree of freedom, “time” in antenna array system, various errors
in realizing the low SLL pattern can be drastically reduced, and error tolerance
levels become equivalent to those obtained in conventional antenna array system
for the patterns of ordinary SLLs [4, 5]. Yet, the main disadvantage in TMAA is
the generation of sideband signals which appeared due to the time modulation of
the antenna signals by periodically commutating the antenna elements with the
specified modulation frequency. Therefore, time modulation involves with the
radiation or reception of electromagnetic energy at different harmonics of the
modulation frequency that are termed as sidebands. In some applications where
the antenna array is synthesized at center (operating) frequency, sideband signals
are not useful. In such cases, sideband signals and associated power losses are
suppressed to improve the radiation efficiency at the operating frequency of the
antenna array [5, 6]. Presently, it is investigated that sideband signals are also
effective in synthesizing multiple patterns and researchers are interested to
exploit the same in some specific applications of the modern-day communication
systems like harmonic beam forming [7], generation of multibeam radiation pat-
tern [8], beam steering [9, 10], direction finding [11], wireless power transmis-
sion [12], etc. The interested readers may refer to Reference [13] for the state-
of-the-art overview, applications, and present research trend on time-modulation
theory and techniques.

This chapter explains about the fundamental theory and techniques of different
time-modulation strategies and such antenna array synthesis methods using
optimization algorithms. The parameters involved with the use of optimization
techniques and TMAA synthesis problem have also been presented.
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2. Theory of time-modulated antenna array (TMAA)

Let us consider a linear antenna array of N number of mutually uncoupled
isotropic radiators with inter-element spacing d0. The antenna elements are placed
along the x-axis with the first element at the origin of the geometrical coordinate
system as shown in Figure 1. In the XZ plane (one of the vertical principle plane),
the array factor expression of CAAs can be obtained as in Eq. (1) [1]:

AFc ¼
X

N

p¼1

Ape
jΦpej ω0tþ p�1ð Þβd0 cos θ½ � (1)

where ω0 = 2πf0 = 2π/T0 is the angular frequency in rad/sec for the operating
signal of frequency f0 in Hz; T0 is the time period of the operating signal; β = 2π/λ is
the wave number with λ being the wavelength; p = 1, … … , N represents the
element number of the antenna array; Ap and Фp ∀p∈ 1,N½ � stand for the normal-
ized static excitation amplitudes and phases of the array elements, respectively;
and θ is the angle made by the line joining the observing point and the origin with
the x-axis as shown in Figure 1.

In order to control the antenna pattern by using the additional degree of free-
dom, namely, “time,” periodically the static excitation amplitudes of the antenna
element are time-modulated. The commonly used and simplest way of doing that is
to insert high-speed radio-frequency (RF) switches in the feed network, just prior
to radiating sources as shown in Figure 2. Each array element is assumed to be
connected to the RF switches with individually controlled switching circuits. The
switches are periodically “on” and “off” according to a predetermined on-time
sequence tonp (0≤ tonp ≤Tm)∀p∈ 1,N½ �, with time period,Tm. The switching rate,

fm = 1=Tm
, is selected such that if the maximum frequency of the message signal is

fmax (Hz), T0 < <Tm ≤ 1
fmax

[14]. Thus, during each period, the on-time duration by

which a switch is on, the array element connected to that switch is active for that
time duration only; otherwise, it will be inactive.

Figure 1.
Basic antenna array of N element with inter-element spacing of d0.
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Let us further assume that all the switches corresponding to the antenna ele-
ments in Figure 2 are on (short circuited) at the same instant of time, say at the
beginning of each period “η*Tm” with “η” being the time period number 0, 1, 2,… ,
by using rectangular pulses of amplitude unity. Hence, the switches which are on
for the whole time period Tm as shown in Figure 3(a) can be directly connected to
the signal as time modulation is not required for such cases. On the other hand, the
switches remained short circuited for their specific on-time duration and open

Figure 2.
Time-modulated linear antenna array (TMLAA) geometry.

Figure 3.
The periodic pulse sequence of the TMLAA. (a) Unit pulse of periodicity TP. (b) On–off time duration of each
antenna elements for one time-modulation period TP, and it is repeated at every TP time interval.
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circuited after their corresponding on-time duration (tonp ) as shown in Figure 3(b).

Figure 3(b) shows the on–off time sequence of the switches for the first two time
periods only. The same process is repeated in the next consecutive periods. Thus the
switching function of the pth element can be expressed by a periodic pulse Up (t),
such that at each period

Up tð Þ ¼
1; ηTm ≤ t≤ ηTm þ tonp

� �

0; elsewhere

(

(2)

After the switching operation, the array factor expression of Eq. (1) can be
written as in Eq. (3) [2]:

AF θ, tð Þ ¼
X

N

p¼1

Up tð ÞApe
j ω0tþαpþΦp½ � (3)

where αp ¼ p� 1ð Þβd0 cos θ � cos θ0f g is the linear progressive phase shift of pth

element and θ0 is the direction of maximum radiation. As Up (t) in Eq. (3) is a time
periodic function of periodicity Tm, it can be decomposed by applying Fourier series
technique as

Up tð Þ ¼
X

k¼þ∞

k¼�∞

Cpke
jkωmt (4)

where ωm ¼ 2π=Tm ¼ 2πfm is the modulation frequency and Cpk is the Fourier
coefficient at the kth harmonics for the pth element and is obtained as [5, 14]

Cpk ¼ τp
sin kπτp

� �

kπτp
e�jkπτp (5)

where τp ¼ tonp =Tm∀p∈ 1,N½ � stand for the normalized on-time durations of the

array elements.
Putting Eq. (4) in Eq. (3), the array factor expression of Eq. (3) is obtained as

AF θ, tð Þ ¼
X

k¼þ∞

k¼�∞

X

N

p¼1

ApCpke
j Φpþαpð Þej ω0þkωmð Þt (6)

Thus, Eq. (6) expresses that the signal is not only radiated at the operating
frequency, ω0 for k = 0, but also the signals are radiated at different harmonics of
the modulating frequency, kωm, with ω0 as the center frequency. The signal radia-
tion at different harmonics is termed as sideband radiation (SBR). For such a
TMLAA, the array factor expression at kth harmonic of the modulation frequency is
readily obtained by combining Eqs. (5) and (6) as

AFk θ, tð Þ ¼ ej ω0þkωmð Þt
X

N

p¼1

Apτp
sin kπτp

� �

kπτp
e�j kπτp� Φpþαpð Þ½ � (7)

Therefore, the array factor at the fundamental frequency, i.e., at operating
frequency (for k ¼ 0) and at the first two positive harmonics (for k ¼ 1 and k ¼ 2),
is obtained as in Eqs. (8), (9), and (10), respectively:
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AF0 θ, tð Þ ¼ ejω0t
X

N

p¼1

Apτpe
j Φpþαpð Þ (8)

AF1 θ, tð Þ ¼
ej ω0þωmð Þt

π

X

N

p¼1

Ap sin πτp
� �

e�j πτp� Φpþαpð Þ½ � (9)

AF2 θ, tð Þ ¼
ej ω0þ2ωmð Þt

2π

X

N

p¼1

Ap sin 2πτp
� �

e�j 2πτp� Φpþαpð Þ½ � (10)

From Eq. (8), it can be observed that τp’s∀p∈ 1,N½ � provides an additional
flexibility in synthesizing antenna array patterns. For example, making values of
τp’s∀p∈ 1,N½ � equivalent to that of the required static excitation to synthesize
Dolph-Chebyshev or Taylor series pattern, low SLL patterns can be realized even
with uniformly excited array with unit static excitation Ap = 1∀p∈ 1,N½ �. Also,
Eqs. (9) and (10) indicate that the harmonics radiated from different time-
modulated elements are added together at frequencies in multiples of the modula-
tion frequency, fm, to produce resultant sideband signals.

3. Behaviors of sideband radiation (SBR)

It can be observed from Eqs. (7)–(10) that, due to time modulation, the side-
band signals inherently appeared around the center frequency spaced in multiples
of the modulation frequency. In this section, the characteristics of harmonic signal
radiated by an arbitrary time-modulated element are observed by varying the
normalized switch-on time for its complete range from 0 to 1. Then by defining
relative and normalized sideband power, the effects of reducing SLL on the first
null beamwidth (FNBW) and maximum sideband power level are observed.

3.1 Characteristics of harmonic radiations (HRs)

From Eq. (7), we can see that the array factor at different sidebands is the
superposition of the harmonic signal radiated from the individual antenna element.
Hence, sideband power pattern and total sideband power can be obtained from the
harmonic characteristics of the time-modulated elements as expressed in Eq. (5).
The normalized harmonic radiation of the individual time-modulated antenna ele-
ment is given as [15]

hpk ¼ 20 log 10 Cpk

�

�

�

�= Cp0

�

�

�

� ¼
sin kπτp

� �

kπτp
(11)

where hpk is the normalized/relative harmonic radiation corresponding to the pth

element. The variation of normalized harmonic power of the first three harmonics
(k = 1, 2, and 3) with normalized switch-on time, τp, over its complete range (0, 1) is
shown in Figure 4. As can be seen, at the lower value of τp, all hpkmax are almost the
same, and for τp ! 0, all hpkmax are exactly equal to 0 (zero) dB as it is expected
from the Fourier series of unit impulse function. However, at the other extremes of
τp, when τp ! 1, all hpkmax ! �∞, which is the predicted result as can be seen in
Eqs. (5) to (10), with k = 1, 2, and 3. Again there is no radiation at hp2 for τp = 0.5
and at hp 3 for τp = 0.3 and 0.66 which can also be verified from Eq. (5) with k = 1, 2,
and 3. Thus, Figure 4 indicates that the contribution of the harmonic component
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from a particular element to produce the sideband pattern depends on the on-time
duration of the corresponding element. Therefore, the desired sideband power
pattern can be synthesized in TMAAs by judiciously controlling the on-time
sequence of the time-modulated antenna elements.

3.2 Normalized and relative power

Usually in TMAA, the radiation pattern is synthesized at center frequency by
suppressing the sideband radiation level to sufficiently low value. Thus, the maxi-
mum of the power radiated at f0 is used to normalize the corresponding power
pattern at center frequency. On the other hand, the sideband power is divided by
the maximum power at f0 to measure the relative power level at different sidebands
with respect to that of the radiation at center frequency. In this regard, the relative
signal power radiated at different harmonics (k 6¼ 0) is measured as in Eq. (12):

SBLk dBð Þ ¼ 20 ∗ log 10 AFk θ, tð Þ=max AF0 θ, tð Þð Þð Þ (12)

where “SBLk” represents the relative value of sideband level at kth harmonic
(k = 1, 2, … ), i.e., relative value of the array factor AFk in dB, and “max (AF0 (θ, t))”
is the maximum value of the array factor at operating frequency ω0, i.e., the maxi-
mum radiation level at k = 0. Thus, with k = 0, Eq. (11) gives the normalized power
pattern for the center frequency pattern, whereas, for the sideband radiations (with
k 6¼ 0), it is the relative power with respect to the maximum of the center frequency
pattern.

3.3 Influence on the sideband level and first null beamwidth during reduction
of side lobe level of the fundamental pattern

It is understood that in addition to the desired operating frequency (center
frequency), TMAAs also radiate signals at the infinite number of different

Figure 4.
Variation of the first three harmonic powers from an antenna element with normalized switch-on time, τp.
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harmonics of the modulation frequency. When the desired power pattern is syn-
thesized at the center frequency, the sideband power is wasted. In this section, the
influences on the first null beamwidth (FNBW) and sideband radiation by reducing
SLL of the center frequency pattern are observed. The SLL of the power pattern at
f0 is reduced by using the conventional amplitude tapering technique, namely,
Dolph-Chebyshev (DC) [1], and a heuristic search global optimization method,
namely, genetic algorithm (GA) [16].

3.3.1 SLL reduction using Dolph-Chebyshev technique

The conventional antenna array synthesis technique such as Dolph-Chebyshev
(DC) method [1] can be directly used to realize power pattern of the desired value
of SLL at the center frequency. For a 30-element uniformly excited (UE) TMAA,
the equivalent excitation coefficient of the DC pattern of desired SLL is made equal
to the normalized on-time duration of the array elements. Following the DC
method, the power pattern of different values of SLL is obtained at the center
frequency.

3.3.2 SLL reduction using heuristic approach

In order to reduce the SLL at the center frequency pattern using optimization
technique, a cost function is required. A well-defined cost function of any optimi-
zation problem is important to obtain satisfactory performance. The cost function
measures the distances between the desired and obtained values of the radiation
parameters which are to be controlled. During the optimization process, the algo-
rithms compare the obtained values of the radiation parameters with those of their
respective desired values. Without considering sideband radiation and FNBW, the
cost function to realize the patterns of desired SLLs at f0 is defined as

Ψ ¼ SLLd � SLLmaxð Þ2 (13)

where SLLmax is the actual value of the SLL as obtained during each trial of the
optimization process and SLLd is its desired value. Any heuristic search global
optimization method can be employed to reduce the SLL of the power pattern at f0.
Here, one of the useful stochastic search global optimization methods, namely,
genetic algorithm (GA), is used to synthesize the power pattern of different values
of SLL of the array under consideration [17].

3.3.3 Results and discussion

It can be seen from Eqs. (5)–(10) that the Fourier coefficients and hence ampli-
tudes of the harmonic signals are decreasing gradually with increasing harmonic
order. Thus, the radiation energy at the first few harmonics (called sidebands) is
most significant. So, the influence on the maximum radiation at the first two
harmonics of TMAA is observed by reducing the SLL of the center frequency
pattern. Firstly, the SLL of the power pattern at f0 is reduced by using the Dolph-
Chebyshev (DC) method [1]. Then a global optimization method is used to synthe-
size the same pattern as obtained via DC. In order to observe the effects of reducing
SLL on SBL and FNBW, these values are noted for different power patterns. Table 1
shows the simulation results of the maximum sideband level (SBLmax) at the first
and second harmonics for the fundamental pattern with different values of maxi-
mum SLL (SLLmax) ranging from �15 dB to �55 dB. The radiation pattern at f0 as
obtained by GA and DC with SLL of �55 dB is shown in Figure 5. The first null
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beamwidth (FNBW) for different values of SLLmax of the main beam radiation
pattern has been noted and is plotted in Figure 6. The maximum two harmonics are
normalized with respect to the maximum value of the radiation at f0. For the
different values of SLLs, the change in SBLmax at the first and second harmonics is
shown Figure 7. Since, the Dolph-Chebyshev (DC) method gives the optimum
pattern, i.e., the pattern with minimum FNBW for a specific value of SLL or vice
versa. For the DC patterns of different SLLs, the corresponding FNBW, SBL1(max),
and SBL2(max) are also given in Table 1. The plot SLL vs. FNBW is shown in
Figure 6, and that for SLL vs. SBLmax is shown in Figure 7. Figure 6 depicts that for
the DC method, FNBW is linearly increased when |SLLmax| is enhanced, whereas
Figure 7 shows that SBL1max initially decreases from �3.35 dB and obtained its
minimum value of �13.36 dB at �25 dB SLL pattern. Thereafter, it gradually

The patterns at f0 by DC The patterns at f0 by GA

SLLmax

(dB)

FNBW

(deg)

SBL1(max)

(dB)

SBL2(max)

dB)

SLLmax

(dB)

FNBW

(deg)

SBL1(max)

(dB)

SBL2(max)

(dB)

�15 7.2 �3.35 �8.30 �15.06 8.4 �10.01 �17.91

�20 8.4 �7.2 �17.83 �20.03 9.6 �9.95 �17.06

�25 9.8 �13.36 �20.25 �25.78 10.4 �8.51 �14.27

�30 11.2 �12.28 �19.31 �30.28 12.0 �9.98 �14.75

�35 12.4 �12.42 �17.45 �35.66 17.2 �12.19 �17.39

�40 13.8 �12.42 �17.45 �40.04 19.0 �6.058 �13.13

�45 15.2 �12.59 �17.40 �43.76 20.2 �10.12 �14.572

�50 16.6 �12.58 �17.40 �50.52 22.4 �7.301 �12.7870

�55 18.0 �12.55 �17.37 55.6 23.6 �7.3 �12.9

Table 1.
Radiations maximum at the first two sidebands and FNBW for the fundamental patterns of different values
of SLL.

Figure 5.
GA- and Dolph-Chebyshev-based pattern of SLL of �55.6 dB at f0.

9

Pattern Synthesis in Time-Modulated Arrays Using Heuristic Approach
DOI: http://dx.doi.org/10.5772/intechopen.89479



increases and becomes almost steady at �12.5 dB after �30 dB SLL. From Figures 6
and 7, it can be seen that for the GA-based patterns of different SLLs, SBLmax and
FNBW vary randomly as in the cost function, only SLL is considered without
controlling FNBW and SBL.

4. Time-modulation strategies

Different time-modulation strategies have been reported for synthesizing
antenna arrays. These can be classified as (1) variable aperture size (VAS); (2) pulse

Figure 6.
FNBW for different values of SLLs of the GA and Dolph-Chebyshev patterns at f0.

Figure 7.
The plot of SBR1(max) and SBR2(max) for the different values of SLLs of the patterns at f0.
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shifting; (3) binary optimized time sequence (BOTS); (4) subsectional optimized
time steps (SOTS); (5) variable aperture size (VAS) with quantized on-time
(VAS-QOT) or quantized aperture size (QAS); and (6) nonuniform period modu-
lation (NPM). From the array factor expression as given in Eq. (6), it can be
observed that for TMAA, the array factor at different harmonic can be obtained if
the Fourier coefficients of different time-modulated elements are known. There-
fore, in the following sections, along with the brief description of different time-
modulation approaches, the Fourier coefficients of time switching elements under
the respective time-modulation scheme are presented.

4.1 Variable aperture size (VAS)

This is the first type of time-modulation strategy as reported in [2] where the
aperture size of the antenna array is varied with time. The time-modulation
principle as discussed in Section 2 falls under this category.

4.2 Time modulation through pulse shifting

In VAS time-modulation scheme, only the switch-“on” time duration is consid-
ered for deriving the array factor expression. However, when the RF switches are
used to commutate the antenna elements in TMAAs, the radiation patterns at center
frequency as well as at different harmonics depend not only on the switch-on time
duration but also on the switch-“on” and switch-“off” time instants of the array
elements [18, 19]. Thus along with the switch-on time durations as considered in
VAS scheme, switch-on and switch-off time instants are also taken as another
degree of freedom to control the power pattern in TMAA. For the pulse shifting
strategy, periodic switching instants of the pth element over the modulation period
are shown in Figure 8. In this case, both on-time instant t1p and off-time instant t2p
can be controlled independently such that individually t1pand tonp ¼ t2p � t1p should be

≤ Tm. Thus, two situations may occur. The first case is shown in Figure 8(a) where
t1p < t2p and t1p þ tonp ≤Tm. Therefore, the switching function as expressed in Eq. (2)

for VAS will be modified and is represented as in Eq. (14):

Figure 8.
Switching instants defining pulse shifting strategy under two cases.
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Up tð Þ ¼
1; ηTm þ t1p

� �

≤ t≤ ηTm þ t2p

� �

≤ ηþ 1ð ÞTm

0; elsewhere

(

(14)

Hence, the normalized switch-on time duration, τp, is given as τp ¼
tonp
Tm

¼
t2p�t1p
Tm

.

Thus, the pulse shifting strategy reduces to VAS with t1p=0.

Another possible situation may appear as shown in Figure 8(b) where t1p>t
2
p and

t1p þ tonp ≥Tm. Under such situation, the switching operation can be expressed as in

Eq. (15):

Up tð Þ ¼
1; ηTm þ t1p

� �

≤ t≤ ηþ 1ð ÞTm and ηþ 1ð ÞTm ≤ t≤ ηþ 1ð ÞTm þ t2p

n o

0; elsewhere

(

(15)

The complex Fourier coefficient for the pulse shifting strategy at kth harmonic
due to the pth element under the two cases can be obtained, respectively, as [14].

Pulse shifting Case 1ð Þ Cpk ¼ tonp
sin kπtonp

� �

kπtonp
e�jkπ tonp þ2t1pð Þ (16)

Pulse shifting Case 2ð Þ Cpk ¼
1

kπ

sin kπ 1� t1p

� �h i

e�jkπ 1þt1pð Þþ

sin kπ t1p þ tonp � Tm

� �h i

e�jkπ t1pþtonp �Tmð Þ

8

>

<

>

:

9

>

=

>

;

(17)

By taking into account the additional degree of freedom, namely, on-time
instants of the antenna elements, improved array patterns can be observed. For
example, more sideband reduction as compared to VAS approach is obtained when
the same array pattern is synthesized at the center frequency [18–19], and elec-
tronic beam steering [9] and harmonic beam patterns of different shapes [7, 8] can
be realized without phase shifters.

4.3 Binary optimized time sequence (BOTS)

In binary optimized time sequence (BOTS), the switch-on time duration of an
arbitrary pth element is divided into Q number of minimal time steps of equal length
over a modulation time period Tm [20] as shown in Figure 9. The minimal time
step, t0, is given by

t0 ¼ t1 ¼ t2 ¼ … ¼ tq ¼ … ¼ tQ (18)

Figure 9
Switching function defining binary optimized time sequence (BOTS) strategy.
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The periodic on–off sequence of the set of time steps corresponding to the pth

element is represented by the switching function Up(t). If the on–off status of q
th

time step for the pth element is symbolized with a binary bit, bqp, for which “on”

status corresponds to bqp=1 and that for “off” status bqp=0, then the set of time steps

for the pth element is given as b1pb
2
pb

3
p⋯bQp . In order to synthesize the desired

pattern, the optimal binary arrangement of the bit patterns, i.e., set of time steps to
be under on states and off states, can be found by employing simple genetic algo-
rithm (SGA) [16]. Considering each time step, bqp, as a gene, then on–off time

sequence of N array elements represents the chromosome (χ) of GA and is given as

χ ¼ b11b
2
1b

3
1⋯bQ1 b

1
2b

2
2b

3
2⋯bQ2 ⋯b1pb

2
pb

3
p⋯bQp ⋯b1Nb

2
Nb

3
N⋯bQN (19)

The complex Fourier coefficient of pth element at kth harmonic with the BOTS
switching scheme can be obtained as [20]

BOTS : Cpk ¼
sin kπτ0ð Þ

kπ

X

Q

q¼1

bqpe
�jkπτ0 2q�1ð Þ (20)

where τ0 ¼ t0

Tm
is the normalized time step. Thus, by incorporating more number of

the degrees of freedom as the optimization variables to the evolutionary algorithm, the
radiation pattern characteristics like SLL, SBL, SBR, etc. can be controlled skillfully.

4.4 Subsectional optimized time steps (SOTS)

In SOTS-based switching strategy, the time-modulation period (Tm) is divided
into a number of subsections with variable lengths [21]. Let us assume that Tm is
divided into Q number of time steps as shown in Figure 10 for the switching
strategy of pth element of the array. For the qth time step, the on and off time

instants of the switch are denoted by t
qon
p and t

qoff
p , respectively, and the resultant on-

time duration at qth step is obtained as t
q
p ¼ t

qoff
p � t

qon
p . Therefore, the periodic time

switching pulse Up tð Þ for the different time steps over a complete modulation
period is represented as

Up tð Þ ¼
1; 0≤ t

qon
p ≤ t≤ t

qoff
p ≤Tm : ∀q∈ 1,Q½ �

0; elsewhere

(

(21)

The Fourier coefficient at the kth harmonics for the pth element can be written as

Cpk ¼
X

Q

q¼1

t
qoff
p � t

qon
p

� �

Tm
sin c kωm t

qoff
p � t

qon
p

� �� �

e�jkωm t
qon
p þt

qoff
p

� �

(22)

where ωm ¼ 2π
Tm

denotes the modulation frequency used for the time modulation.

It can be observed that, if the number of subsections Q is 1, then SOTS is
transformed into pulse shifting-based strategy. On the other scenario, if the on-time
duration at each step, i.e., the separation between the on and off time instants,

becomes multiples of Tm

Q , then SOTS takes the form of BOTS. So, SOTS-based

switching strategy provides more flexibility in the design of optimized time
sequences as compared to the other abovementioned switching strategies. However
such improved flexibility in synthesizing the pattern is obtained at the cost of some
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increased design complexity, because realization of the number of unequal
subsections with smaller section over the modulation period needs faster switching
operation.

4.5 Quantized aperture size (QAS)

In Section 3, the different patterns of desired values of SLL at f0 are obtained
by making the on-time sequence equal to the Dolph-Chebyshev coefficient of the
corresponding patterns. Thus the appropriate set of on-time sequence is required
to generate the desired pattern even in uniformly excited TMAAs.

In this section, to generate different patterns in time-modulated antenna arrays
(TMAAs) instead of considering continuous value of on-time duration [22], the
modulation period is divided into a number of equal steps as in BOTS. However, in
BOTS, multiple switching of on–off over the modulation period is considered. Such
multiple changes of switching states over the modulation period need fast and
complex switching circuit. Unlike BOTS, in this modulation scheme, the on–off
states of the switches are assumed to change once over the complete modulation
period like VAS. However, the on–off states of the switches are rounded off to the
nearest quantization step to obtain quantized on-times (QOTs) of the
corresponding elements as shown in Figure 11. In this time-modulation scheme, the
time-modulation period,Tm, is quantized into “Q” number of discrete levels. At qth

quantization level, the value of tq is given by q*(Tm/Q), where q = 1, 2… Q. The
allowable on-time tonp of the pth array elements is taken as tq with q = 1, 2…Q during

each modulation period. Similar to the previously reported VAS time-modulation
technique in which the continuous values of on-time durations are optimized to
synthesize the desired pattern, this approach is defined as VAS with quantized
on-time (VAS-QOT) or simply “quantized aperture size” (QAS) time modulation as
the aperture size changes with quantized values of on-time durations of the
elements.

4.6 Nonuniform period modulation (NPM)

In all of the abovementioned switching strategies, all antenna elements are
modulated with the same modulation frequency, ωm, and such time modulation is

Figure 11.
The proposed time-modulation approach for the quantized on-time of the switches.

Figure 10.
The schematic of the periodic pulse sequence for SOTS switching strategy of the pth element of TMLAA.
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termed as uniform period modulation (UPM). Time-modulated antenna array
(TMAA) based on UPM is commonly known as uniform TMAA (UTMAA). On the
other hand, if the antenna elements of the array are time-modulated with different
modulation frequencies as shown in Figure 12, it is defined as time modulation with
nonuniform period modulation (NPM), and the corresponding array is defined as
nonuniform TMAA (NTMAA) [23–24]. Let us consider that the antenna elements
are modulated with different modulation periods Tp : ∀p∈ 1,N½ � having modulation

frequency f p ¼
1
Tp

: ∀p∈ 1,N½ �, where Tp and fp, respectively, denote the modulation

period and frequency of the pth antenna element of the array. The periodic
switching pulse of the pth antenna element Up tð Þ is written as

Up tð Þ ¼
1; t1p < t≤ t2p

0; 0 < t≤ t1p or t2p < t≤Tp

(

(23)

where t1p and t2p denote the on-time and off-time instant of the RF switch used to

time modulate the pth antenna element.
And finally, Fourier coefficient at the kth harmonics for the pth element is

obtained as [24].

Cpk ¼
sin kπf p t2p � t1p

� �n o

kπ
e�jkπf p t2pþt1pð Þ (24)

Let τp ¼ f p t2p � t1p

� �

¼ f pt
on
p denote the normalized switch-on time duration, and

then the corresponding array factor expression is written as

AF θ, tð Þ ¼ ejω0t
X

N

p¼1

Apτpe
j Φpþαpð Þ

þ
X

∞

k¼�∞,

k6¼0

X

N

p¼1

Ap

sin kπf pt
on
p

n o

kπ
e�jkπf p 2t1pþtonpð Þej2π f 0þkf pð Þtej Φpþαpð Þ

(25)

where ω0 ¼ 2πf 0 denotes the center frequency of the array.

Figure 12.
Time-modulated array architecture with NPM switching strategy where f1 6¼ f2 6¼ … 6¼ fN.
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The first summation indicates that the signals radiated at the center frequency
ω0 are accumulated in the space, whereas the second summation is due to the
signals radiated at different harmonics. Now, if the modulation frequencies of the
antenna elements are selected in such a way that f1 = f2 = … = fN = fm, then the
scenario becomes UTMAA, and the term kfp in the second summation becomes kfm
that means that the kth-order harmonics of all the elements appeared at the same
frequency. The scenario is the same for all other order of harmonics. As a result,
radiated signals at the same frequency are accumulated in space, which in turn
increases the resultant SBL.

But in the case of NTMAA, the modulation frequencies are selected in such a
way that f1 6¼ f2 6¼ … 6¼ fN. So, due to different modulation frequencies of different
antenna elements, the signals radiated from different harmonics appeared at dif-
ferent frequencies, and the term kfp in the second summation of [25] becomes
different for different elements. That means the kth-order harmonics of different
elements appear at different frequencies and the scenario is the same for all the
other order harmonics. So, unlike UTMAA, the harmonic signals appeared at dif-
ferent frequencies and are distributed in space, which in turn decreases the resul-
tant SBL [23]. Recently, some research works have reported the calculation of the
sideband power of NTMAA [24–25], and also the reduction of the sideband power
losses using NTMAA is investigated [26].

5. Synthesis of time-modulated antenna arrays

5.1 Pattern synthesis parameters

In Section 3.3, it is observed that, though the conventional amplitude tapering
methods such as Dolph-Chebyshev and Taylor series can be used to obtain the
power pattern of the desired SLL with minimum beamwidth at the operating
frequency of time-modulated antenna arrays, these methods are not useful to con-
trol the undesired power radiated at different sidebands. Similarly, it is also
observed that application of the stochastic computational technique, such as GA, for
suppressing side lobe level of the center frequency pattern without taking into
account the sideband radiation, cannot reduce sideband signal power. Also, the
beamwidth of such patterns is unpredictable. The power pattern with low SLL and
suppressed sideband is preferred for the different communication systems.

Therefore, the parameters to be considered to synthesize pencil beam pattern in
TMAAs as shown in Figure 5 are SLL, FNBW, and SBL. However for the shaped
beam pattern such as flattop and cosec squared, in addition to these three parame-
ters, ripple level in the desired shaped region is another parameter to be taken into
account. Further, it can be observed that while SLL is reduced, FNBW is increased
and SBL is significantly large. In this regard, SLL, SBL, and FNBW for pencil beam
pattern and SLL, SBL, FNBW, and ripple level for synthesizing shaped beam
patterns are the conflicting parameters.

5.2 Multiple objectives

In Eq. (13), the cost function is defined to synthesize the power pattern with a
single objective that is to achieve the desired value of SLL in the synthesized power
pattern. Conversely, the synthesized pencil beam patterns at the operating fre-
quency should have reduced SLL along with sufficiently suppressed SBL and nar-
row beamwidth. Thus, TMAA synthesis problems are multi-objective optimization
problems where the multiple objectives are low SLL and narrow beamwidth (BW)
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of the main beam at operating frequency and low value of maximum sideband level
(SBLmax) for synthesizing pencil beam pattern while one more objective is low
ripple level for synthesizing shaped beam patterns.

5.3 The need of evolutionary algorithm

TMAA synthesis problem is non-convex and nonlinear in nature. A number of
numerical techniques as already mentioned—Dolph-Chebyshev and Taylor series
[1]—are available to synthesize pencil beam power pattern in conventional antenna
arrays (CAAs). Also, some analytical methods are reported to generate shaped beam
patterns and phase-only controlled multiple power patterns in CAAs [27, 28, 29].
Durr et al. described a modified Woodward-Lawson technique to design phase-
differentiated multiple pattern antenna arrays with prefixed amplitude distribu-
tions [27]. The analytical technique reported in [28] is used to determine the
nonlinear phase distribution of linear arrays. A method based on projection
approach [29] is proposed to synthesize reconfigurable array antennas of a cose-
cant2 beam and a flattop beam (FTB) by using a common amplitude with
phase-only control of analog phase shifters. Though these numerical and analytical
techniques can also be applied to determine the nonlinear distributions of dynamic
excitation coefficient and phase to synthesize power pattern at operating frequency
of TMAAs, such methods have no control on sideband power level. Therefore, the
powerful global stochastic optimization tools such as genetic algorithm (GA) [30],
differential evolution (DE) [4–5, 31, 32], particle swarm optimization (PSO) [7],
simulated annealing (SA) [6, 33], and artificial bee colony (ABC) [22, 34] are
essentially required to solve such multi-objective TMAA synthesis problems.

5.4 Cost function with multiple objectives

Most of the TMAA synthesis problems are solved by applying single-objective
optimization method where all the objectives are added with different weighting
factors to form a single cost function and the cost function is minimized by
employing heuristic evolutionary algorithms. The different stochastic optimization
techniques are used with the objective to synthesize desired patterns at the operat-
ing frequency by reducing SLL and SBL. One of the commonly used techniques to
define the cost function of such conflicting multi-objective TMAA synthesis prob-
lem is as expressed in Eq. (26):

ψ χð Þ ¼
X

h¼V

h¼0

Wh:H δhd � δhð Þ: δhd � δhð Þρ (26)

where χis the set of unknown parameters, termed as optimization parameter
vector which is to be determined by the used evolutionary algorithm; δh with h = 0,
1, 2, … .V are the different parameters of the desired patterns; and δhd are the
desired values of the specific parameters. For example, δ0 is the maximum SLL
(SLLmax) of the pattern at f0, δ1 is the maximum of sideband radiations (SBRmax)
among the first five sidebands, and δ2 represents FNBW. “Wh” is the weighting
factors for the corresponding terms. H :ð Þ is the Heaviside step function. “ρ” is any
natural number. It can be seen from Eqs. (13) and (26) that when the obtained
values of δh are close to their desired values, the cost function value is moving
toward zero. Thus, reaching zero value of the cost function confirms that the
synthesized pattern satisfies the requirements in terms of the desired values of the
intended synthesizing parameters. To illustrate the effectiveness of the cost
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function as defined in Eq. (26), three multi-objective TMAA synthesis problems
have been solved in Section 8. It is to be noted that, for different switching tech-
niques, there is a trade-off between sideband level (SBL) and radiated total side-
band power (SRp). Reducing the sideband level usually does not guarantee the
power reduction. Hence, in that case a power term should be added into cost
function.

5.5 Selection of weighting factors

In Eq. (26), all the objectives are added with different weighting factors to form
a single cost function. In such techniques, it is tedious and difficult to select proper
weighting factor for the optimal solution. Improper set of weighting factors strongly
effect on achieving the final values of the desired synthesizing parameters and
hence on the performance of the optimization algorithm. Generally, some selected
best results are presented without mentioning such difficulties. However, these
values of the weighting factors are obtained by trial and error method [4]. Though
multi-objective evolutionary algorithm (MOEA) [35, 36] can be used to solve such
problems, the researchers are not comfortable with it as it has been used rarely as
compared to single-objective optimization approaches.

5.6 Evolutionary algorithms

It is already discussed that time-modulated antenna array synthesis problems are
non-convex as well as nonlinear. Therefore, stochastic, global computational tech-
niques are required to solve such problems. In this regard, different population-
based global searching techniques such as DE, SA, GA, PSO, ABC, and multi-
objective evolutionary algorithm (MOEA) have been applied successfully to syn-
thesize the desired pattern at the center frequency by suppressing sideband radia-
tion to satisfactorily low levels. However, here the working principle of ABC and its
implementation have been presented, and a novel approach to synthesize TMAA is
discussed.

6. A quantized time modulator (QTM) to synthesize different patterns
in TMAAs

In Section 4.5, the quantized aperture size (QAS) time modulation or variable
aperture size with quantize on-time duration has been explained. In this section
first to realize such time-modulation approach, a time modulator, namely, quan-
tized time modulator (QTM), is presented. Then it is shown that though the quan-
tized on-time duration has been used, however, by selecting a suitable number of
quantization levels, the effect of quantization errors on the synthesized patterns can
be reduced. In order to select the best possible set of quantized on-time values, the
potentiality of artificial bee colony algorithm (ABC) has been exploited as the global
searching algorithm. Thus, for the desired patterns, ABC finds the optimum set of
unknown parameter values from the discrete search space of QOT. The synthesized
results as obtained by using this quantized on-time are compared with that achieved
by using continuous search space of on-time [6, 33]. Finally, considering the dis-
crete search space of QOT, a low side lobe level (SLL) flattop pattern with low
dynamic range ratio (DRR) is synthesized by utilizing a fully digitally controlled
QTM. The major advantage of this approach is that by implementing the “time
modulator” either as a discrete component on a printed circuit board or in an
integrated circuit (IC), it can generate different patterns in the TMAA system.

18

Advances in Array Optimization



6.1 Quantized time modulator (QTM)

For appropriate switching operation at pth element, a current pulse with a pulse
width of tonp is required [2]. The proposed scheme for the periodical switching of the

antenna array elements is shown in Figure 13. The QTM has two parts, namely,
quantized pulse generator (QPG) and pulse width selector (PWS). In QPG, the
consecutive tap delay output line, TAPi with i = 1, 2, ..Q, introduces an equal delay
of “Tm/Q.” The pulse output from the pulse generator (PG) is used to set the

Figure 13.
The proposed quantized time modulator (QTM).

Figure 14.
The wave form of the input and output pulses of different pulse widths that can be obtained at the outputs
Oq∀q∈ 1, … ,Qð Þ in Figure 13.
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flip-flop (FFs) outputs to logic level 1, whereas the delayed pulses from the
corresponding tap outputs of the delay line are applied to reset the flip-flop outputs
to logic level 0. To avoid the simultaneous appearance of PG output and its delayed
version at the S and R inputs of ith flip-flop, respectively, the pulse width less than
Tm/Q can be used. The current waveforms of the input pulse applied to the set (S)
inputs of the flip-flops and output pulses appeared at the outputs Oq with q = 1, 2,
… Q of different flip-flops as shown in Figure 14. Therefore, the QPG, consisting of
a pulse generator, simple tapped delay line, and flip-flops, provides the required
current pulses with quantized values of tonp .

One of the most important features in TMAAs is to reconfigure different
antenna patterns just by changing the on-time sequence across each element. Such a
feature can easily be obtained in the proposed QTM employing PWS. The PWS
consists of N number of (Q � 1) multiplexers and their outputs that are used to
modulate antenna element using the quantized values of tonp . With appropriate bit

combination at the select inputs I0, I1, ... IB of the multiplexers, one of the quantized
pulses at the output of QPG is selected to time modulate the corresponding antenna
element. Thus, just by using the appropriate combination of the select lines of
multiplexers, it is very easy to reconfigure different patterns.

7. Artificial bee colony (ABC) algorithm

Karaboga [37] introduced the artificial bee colony (ABC) algorithm to simulate
intelligent food foraging behavior of the honeybee swarm. The ABC algorithm
shows excellent performance for optimizing multivariable functions as compared to
other similar algorithms like genetic algorithm (GA), differential evolution (DE),
and particle swarm optimization (PSO). ABC is a robust search and optimization
algorithm with relatively fewer control parameters [38]. Although GA is extensively
used due to its efficiency to solve the optimization problems with binary/discrete
variables, it requires high computational time as well as high memory consumption
to store unnecessary binary data during the conversion of a real number to binary
and vice versa. The decoding method as applied in ABC algorithm requires one-line
MATLAB code which directly quantizes continuous values of the variables by
rounding off them. The food foraging behavior of real bees and the implementation
of the algorithm have been briefly discussed in the following section.

7.1 Food foraging behavior of real bees

The constituents of the food foraging systems are the unemployed bees (UBs)
and the employed bees (EBs) in a beehive and food sources (FSs) in their sur-
roundings. Initially, all the bees are unemployed, and after they find a rich food
source, they become employed. UBs are categorized into scout bees (SBs) and
onlooker bees (OBs). The food foraging process is initiated when the SBs start to
explore the rich food source randomly from any location by moving toward any
direction of the search space. When SBs find a rich food source, it becomes an EB
and returns to the hive to attract other bees by performing a special dance known as
the waggle dance. Depending on the quality of the food source, the EBs recruit some
bees to extract nectar from the source. The EBs abandon the current food source
when the nectar of the source is finished and becomes scout bees (SBs). However,
in the dancing area, OBs examine the quality and quantity of the food sources with
the information provided by the EBs, and after examinations EBs select a food
source. Thus during the food foraging process, exploration is carried out by SBs, and
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exploitation is carried out by EBs and OBs. Due to the presence of both exploration
and exploitation, ABC becomes a robust search and optimization algorithm. It is to
be noted that the objective of the bees in ABC is to find out the location of the best
possible food sources within the search space. Hence, the possible locations of the
food sources are the possible solutions to this process. But in other swarm intelli-
gence algorithms, e.g., particle swarm optimization (PSO), the locations of the
individual agents are the possible solution within the search space. It is assumed that
the number of employed bees (NE) and number of onlooker bees are equal in the
colony and also these are equal to the number food sources (FN).

7.2 Implementation of ABC

In the following steps, the real bee colony behavior into the problem space is
implemented:

a. Specifying objective: The objective is to synthesize far-field patterns at f0 by
simultaneously minimizing SLL, SBLmax, and first null beamwidth (FNBW)
or ripple (R).

b. Parameters to be optimized: Depending on the requirement in an array
synthesis problem, suitable independent parameters are chosen as the
optimization parameter vector χ. The number of parameters in χ represents
the dimension (D) of the specific optimization problem.

c. Defining the cost function: According to the design parameters discussed above
and multiple objectives of the synthesis problem, the cost function is defined as

ψ χð Þ ¼
X

h¼2

h¼0

Wh �H δhdj j � δhj jð Þ � δhd � δhð Þ2 (27)

where δh with h = 0, 1, and 2 are the instantaneous values of different parameters
of the desired patterns, while δhd is the desired values of the specific parameters. For
all examples as considered in Section 8, δ0 is the maximum SLL (SLLmax) of the
pattern at f0 and δ1 is the value of SBLmax among the first five sidebands. But, for the
first two examples, δ2 represents FNBW, and, for the third case, it is the ripple level
of the flattop pattern for which the positions of δhd and δh are interchanged in the
Heaviside step function H �ð Þ. “Wh” is the weighting factor for the corresponding
terms. The cost function ψ in Eq. (27) depends on “D,” the independent parameters
of optimization parameter vector χ. A possible set of the parameter values may be
considered as a point in the search space of D dimensional coordinate system. In
ABC, the cost function ψ of the optimization problem has resembled with the food
sources of the bees and each possible point as its location. The solutions of the
optimization problem represent locations of the food sources, whereas the
corresponding value of cost function ψ due to each point in its solution set is
considered as the quality of the food source:

d. Initialization:Thepossible solution, χi,where i = 1, 2… FN, of an arbitrary number
of food sources is generated randomlywithin the search space.With FN possible
locations, eachwithD dimension is expressed in terms of a [FN�D]matrix.

e. Evaluating the quality of the food source: For all the possible solutions, the
values of ψ and the corresponding fitness values, μi, are evaluated.
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f. Employed bees’ stage: The greedy nature of the employed bees (EBs) is
incorporated, and the new sources (si) surrounding its neighborhood are
generated as follows:

sij ¼ χij þℜij χij � χzj

� �

(28)

where j∈ {1, 2, … , D} and z∈ {1, 2, … , FN} are randomly selected column and
row indexes of the position matrix and ℜij is any randomly generated number
through [�1, 1]. When any parameter of the new solution crosses its lower limit, it

is replaced by its predetermined minimum value (χ
j
min) and for the upper limit by

its maximum value (χ
j
max). If, for a new solution, the value of ψ is less than the

corresponding old solution, the old is replaced by the new one.

g. Onlooker bees’ stage: The quality of the food source is represented by the fitness
value, μi, of the cost function, and onlooker bees select the new source by
means of the probability, ξi, in terms of the fitness value, determined by

ξi ¼ 0:9
μi

μmax

� �

þ 0:1 (29)

where μmax is the maximum fitness value among the current possible solutions.
Like employed bees (EBs), the greedy selection is also applicable to onlooker bees
(OBs).

h. Scout bees’ stage: In this stage, the abandonment of a food source by the
employed bees is simulated. If the fitness value of the cost function is not
improved during a specified number of steps called “limit = FN*D” [25], it is

ignored, and the parameter, q
j
i, for the new solution is provided randomly

through the whole search space by Eq. (30):

q
j
i ¼ χ

j
min þ rand 0, 1ð Þ χ jmax � χ

j
min

� �

(30)

i. Remembering the best solution: The overall new best solution as mentioned in
the steps “e–h” replaces the previous best, and the value is then stored.

j. Stopping criterion: Steps “(e)” to “(i)” are repeated until the cost function
converges to the desired value or a predetermined value of maximizing the
number of cycles (MNC).

8. Design examples and discussions

The VAS-based synthesis problems that have been reported in [6, 33] are con-
sidered at first, and the QAS-based time-modulation approach is applied to realize
the patterns. Here, the modulation period Tm is quantized in 10 equal discrete
levels, i.e., Q = 10. Hence, the discrete search space for the optimization problem
(τp) becomes {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}.

Example 1: A 30-element UE TMLAA is placed along the x-axis with one
element at the origin, and a uniform inter-element spacing of 0.7λ is considered. It
is desirable in practice for such an array to feed with {Ap} = 1 and {ϕp} = 0. Here,
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χ = {τp} is taken as the optimization parameter vector. The control parameters of
ABC such as EN = 30, limit = 900 (limit = EN*D), and MNC = 700 are selected as
per the guidelines given in [38]. W1, W2, and W3 are selected as 2, 1, and 1,
respectively. In Eq. (27), δ1d, δ2d, and δ3d are set as�20,�30, and 7 dB, respectively.
The ABC optimized far-field power pattern with side lobe level (SLL) of �20.15 dB,
FNBW of 6.86°, and sideband levels (SBLs) at the first two sidebands as
SBL1 = �30.78 dB and SBL2 = �31.63 dB, respectively, is shown in Figure 15.
Table 2 contains the ABC optimized values of τp of the elements used to obtain
Figure 15. As compared to [6], SLLmax and SBLmax are improved by a factor of 0.1
and 0.7 dB, respectively, in the proposed work. The total sideband power is calcu-
lated by using either of the expressions derived in [14] or [39] and found to be
4.83% of the total power which is quite higher than 3.89% and 3.57% as reported in

Figure 15.
ABC optimized power pattern obtained by using the discrete value of τp of Table 2.

Element numbers (p) τp

1 1

2 0.30

3 0.10

4–22 1

23 0.90

24 0.90

25 0.10

26 0.10

27 0.10

28 0.90

29 0.10

Table 2.
Optimum discrete values of τp for the power pattern of Figure 15.
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the work of [6, 40], respectively. However, the method as proposed in [40] may be
utilized to reduce the waste of power in the form of sideband radiations.

Example 2: In the second example, the synthesis problem as discussed in [33] is
considered. From the list of static and dynamic excitations of one-half of the linear
arrays as presented in Table 3, Ref. [33], it was found that out of the five edge
elements, only three are time-modulated to synthesize the sum pattern, whereas,
for the difference pattern, time modulation is applied only on four center elements.
In this work, to synthesize the sum and difference pattern, the proposed method is
applied in the following way. For the UE TMLAA, the sum pattern is synthesized by
taking the discrete τp values of five edge elements (in one-half of the array) as “χ.”
In order to compare the ABC optimized results with those of SA, during optimiza-
tion, the three lower values of τp are rounded off to their nearest quantization levels,
whereas the higher two τp values are kept to 1 so that the ABC optimized pattern is
obtained by time modulating the same number of (i.e., three) elements as observed
in SA. However, to synthesize the difference pattern, perturbation of discrete τp
values of four center elements are considered. In Eq. (27), the same values of δhd’s as
used in Example 1 are set. Figures 16 and 17 show the ABC optimized sum and
difference patterns, respectively. For optimizing the sum and difference pattern
with NE = 30 and limit = 450, the ABC takes only 23 and 5 iterations, respectively
(refer to Figure 18). The corresponding optimum discrete values of τp are shown in

Element numbers 1 &

30

2 &

29

3 &

28

4 &

27

5 &

26

6–11 &

25–20

12 &

19

13 &

18

14 &

17

15 &

16

τp Sum pattern 1 1 0.2 0.9 0.1 1 1 1 1 1

Difference

pattern

1 1 1 1 1 1 0.1 0.9 0.3 0.1

Table 3.
Optimum discrete values of τp of ABC optimized sum and difference pattern, as shown in Figures 12 and 13.

Figure 16.
ABC optimized sum pattern as obtained by time modulating the same percentage (20%) of elements as in [33].
SLL and SBLmax of the pattern are obtained as �17.87 and �31.44 dB, respectively.
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Table 3. It can be observed that the sum and difference pattern is obtained by time
modulating the same number of elements as found in [33]. As compared to [33],
SLLmax and SBLmax of the sum pattern are improved by 2.03 and 1.5 dB, respec-
tively. In case of difference pattern, the SBLmax is reduced by 2.37 dB with only
0.37 dB rise in SLL. Also, for both the sum and difference patterns, the amount of
sideband power is found to be 3.35% and 4.69% of the total power which are 4.30%
and 5.45% in the respective patterns of [33]. The FNBW of ABC optimized sum

Figure 17.
ABC optimized difference pattern as obtained by time modulating the same percentage (26.7%) of elements as
in [33]. SLL and SBLmax of the pattern are obtained as �16.05 and �31.44 dB, respectively.

Figure 18.
Convergence characteristics of ABC for the synthesized sum and difference patterns of Figures 5 and 6.
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pattern and difference pattern was found as 6.12 and 4.56°, respectively, which are
quite comparable to 5.88 and 4.59° as for the patterns in [33].

Figure 19 shows SBLs of the first 30 sidebands for the synthesized patterns as
considered in Example 1 and Example 2. It can be observed that at the higher
sidebands also, the SBLs are below SBLmax. Further observation shows that the no
radiation is produced at 10th, 20th, and 30th sideband with quantized values of τp as
at these harmonics the array factor expression becomes zero for all elements.

Example 3: In this example, it is shown that the same time modulator can also be
used to synthesize a flattop pattern. Accordingly, a symmetrical TMLA with ele-
ment number N = 20 and inter-element spacing d0 = 0.5λ is considered. Here, the
objective is to synthesize a flattop pattern in the broadside direction with digitally
controlled static excitation amplitudes and phases by using five digital attenuators
and phase shifters. A flattop pattern with a beamwidth of 30°, maximum ripple
level (Rmax) at the flat region of less than 1 dB, and transition width of 8° is selected
as the target pattern. Although such pattern with more stringent design specifica-
tion is reported in [6], analog attenuators and phase shifters are required. Due to
symmetry, the dimension of the parameter vector χ = {Ap, ϕp, τp} becomes 30.

During optimization, Ap and ϕp∀p∈ 1, :… ,Nð Þ are perturbed within the search

range of (0.2–1) and (�180 to +180) with step sizes of 0.5/25 and 360/25, respec-
tively. The number of quantization states for τp is selected as 20. In Eq. (27), both
δ1d and δ2d are selected as �30 dB, while δ3d is set to 1 dB. Setting FN = 150, the ABC
parameters are obtained as in [38]. ABC converges after 2000 iterations, while the
weighting factors are selected asW1 = 2;W2 = 1; andW3 = 5. The ABC optimized 3D
space pattern at fundamental frequency along with the first 30 sidebands is shown
in Figure 20. Table 4 contains the corresponding discrete values of Ap, ϕp, andτp.

The flattop pattern in Figure 20 is obtained with SLL, SBLmax, and Rmax of �29.31,
�29.9, and 1.22 dB, respectively. The absolute value of Rmax is measured in the
region of 75 ≤ θ ≤ 105°. Hence, only 0.22 dB higher values of Rmax are obtained by
satisfying other design specification of the pattern. Also, it is observed that no such
improvement in the pattern is obtained when the continuous value of τp is used to

Figure 19.
Sideband levels of the first 30 sidebands for the different patterns in examples 1 and 2.
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synthesize the pattern. However, with Q = 10, almost the same pattern is obtained
with Rmax of 1.80 dB.

In the continuous search space of VAS time-modulation method [2, 3–6], the on-
time duration of array elements can be of any value between 0 and Tm. In [2], for
each time-modulated elements, the current pulse required with pulse width over
the range of (0.1Tm < tonp < 0.9Tm) is obtained by using the RF switches with

individually controlled switching circuits. Other time-modulation schemes such as
BOTS [30] and SOTS [21] need a complex programmable logic device (CPLD) for
controlling the “on–off” timing of the connected switches. The continuous values of

Figure 20.
ABC optimized space pattern at f0 and the first 30 sidebands. At f0, the flattop pattern is obtained with SLL,
SBLmax, and Rmax of �29.31, �29.9, and 1.22 dB, respectively.

Element numbers (p) Normalized on-time, τp Discrete values of excitation

Amplitude, Ap Phase, ϕp

1 & 20 0.65 0.200 �33.75

2 & 19 0.95 0.325 �22.50

3 & 18 0.95 0.475 0

4 & 17 1 0.525 33.75

5 & 16 1 0.675 67.50

6 & 15 1 0.975 90

7 & 14 1 1 112.50

8 & 13 1 0.800 135

9 & 12 1 0.600 �180

10 & 11 1 0.700 �146.25

Table 4.
Optimum discrete values of Ap, ϕp, and τp for the flattop power pattern of Figure 20.
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on-time of elements can be controlled by using CPLD accurately [41, 42], but to
synthesize a new antenna pattern, by realizing a new set of on-time sequence, the
CPLD must be reprogrammed by completely erasing the previous set of on-time
values. In contrast, the proposed VAS-QOT needs a simple circuitry as shown in
Figure 13, where the new set of on-time sequences according to the need can be
obtained simply by altering the appropriate binary input sequence to the selected
inputs of the multiplexers. Thus, by fabricating the QTM in integrated circuit (IC)
or by using some discrete components on a printed circuit board (PCB), TMAA
switching can be done easily.

9. Conclusions

Introduction of the additional degree of freedom “time” provides flexibility in
synthesizing antenna array patterns and overcomes the shortfalls of realizing the
patterns through conventional array synthesis methods. Among the different time-
modulation strategies, QAS can be realized through a simple digital circuit
consisting of a pulse generator, simple tapped delay line with equal delay at each tap
output, flip-flops, and multiplexers. This circuit can be implemented in either an
integrated circuit (IC) form or in a printed circuit board and can be used as a
discrete component to generate different patterns. However, as far as the
nonuniform period modulation is concerned, the function of the quantized time
modulator (QTM) circuit needs to be investigated, specifically to time modulate the
elements with multiple frequencies which need accommodation of multiple PLLs in
the circuit for the multiple frequencies. Regarding other time-modulation
approaches, complexity in the switching circuit increases as per the sequence, VAS,
pulse shifting, BOTS, SOTS, and NPM, respectively, while their performance in
synthesizing low SLL power patterns with suppressed SBL follows the reverse
order. Thus, for a time-modulation approach, the improved performance in terms
of the capability of synthesizing low side lobe power patterns by suppressing har-
monic signal level is obtained at the cost of complex switching mechanism. How-
ever, due to the advancement in the semiconductor technology, availability of high-
speed semiconductor switches makes it possible to realize such complex switching
mechanism by writing simple program code in complex programmable logic
devices (CPLDs).

In all the time-modulation approaches except NPM, for the desired power pat-
tern, optimization algorithm is required to determine the proper set of on-time
sequence. The construction of suitable cost function with multiple objectives such
as narrow beamwidth; low values of SLL and SBL, etc.; and the selection of
corresponding weighting factors plays an important role to achieve the best possible
power patterns. This chapter gives a brief fundamental insight toward all this issues.
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