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Resumo

Nos dias de hoje a Internet é um dos meios com mais servicos as-
sociados. Conjugado a este facto, existe um acentuado aumento de
utilizadores a aderir a este servico. Nesta perspectiva existe a necessi-
dade de garantir uma qualidade minima por parte dos prestadores de
Servicos.

A Qualidade de Experiéncia que os consumidores tém dos servicos é
bastante crucial no desenvolvimento e optimizacdo dos servicos nas
redes. E ainda de salientar que o aumento do trafego multimédia,
nomeadamente os streamings de video, apresenta incrementos na prob-
abilidade de as redes se congestionarem. Na perspectiva do prestador
de servicos a monitorizacao € a solucao para evitar a saturacao total.
Neste sentido, esta dissertacdo pretende desenvolver uma plataforma
que permite a monitorizagdo do trafego de multimédia do servico do
Meo Go, fornecido pela operadora Portugal Telecom Comunica¢des.
Neste trabalho foi necessario investigar e testar a arquitectura do
streaming adaptativo sobre HTTP para ser possivel obter métricas
de qualidade de experiéncia. Este streaming adaptativo apresenta a
técnica de smooth streaming, sendo esta arquitectura projectada pela
empresa Microsoft e utilizada no servico Meo Go.

Posteriormente foram monitorizadas as métricas que se obtiveram no
player de video. Esta andlise foi realizada de forma objectiva e sub-
jectiva. Nesta fase da implementacdo objectiva do método em que
se pretende obter uma predi¢do do valor de Qualidade de Experiéncia
por parte do consumidor, foram seleccionadas as métricas oriundas do
estado/desempenho da rede e do dispositivo terminal. As métricas
obtidas entram num processo de tratamento que pretende simular a
accao humana nas classificacoes da qualidade dos videos. De outra
forma, subjectivamente, foi realizada uma pesquisa, com base num
questiondrio, de modo a comparar os métodos. Nesta etapa foi gerada
uma plataforma online que possiblitou obter um maior nimero de clas-
sificacOes dos videos para posteriormente se proceder ao tratamento de
dados.

Nos resultados obtidos, primeiramente ao nivel do player de smooth
streaming, estes permitem analisar a técnica de implementacao de
streaming adaptativo. Numa fase seguinte foram criados cenarios
de teste para comprovar o funcionamento do método em diversas
situacdes, tendo com maior relevancia aqueles que contém dinamicas
mais complexas. Na perspectiva dos métodos subjectivo e objectivo,
estes apresentam valores que confirmam a arquitectura do médulo im-
plementado. Adicionalmente, o desempenho do método em classificar
a qualidade de servico de video streaming, ao longo do tempo, apre-
sentou valores que se aproximam da dindmica esperada numa accado
mental humana.






Abstract

Nowadays the internet is associated with many services. Combined
with this fact, there is a marked increase of the users joining this
service. In this perspective, it is required that the service providers
guarantee a minimum quality to the network services.

The Quality of Experience of services is quite crucial in the development
of services in networks. Also noteworthy, the traffic increase in multi-
media services, including video streaming, increases the probability of
congesting the networks. In the perspective of the service provider, the
monitoring is a solution to avoid saturation in network.

This way, this dissertation proposes to develop a platform that allows
a multimedia traffic monitoring in the Meo Go service provided by the
operator Portugal Telecom Communications.

The architecture of the adaptive streaming over HTTP has been stud-
ied and tested to obtain the quality of experience metrics. This adap-
tive streaming technique presents the smooth streaming, an architec-
ture made by Microsoft company, and it is used in the Meo Go service.
Then, it is monitored the metrics obtained with the video player. This
analysis is done objectively and subjectively. In this phase, the objective
implementation of the method allows to obtain the prediction value of
the Quality of Experience by consumers. The selected metrics were
derived from the state / performance of network and terminal device.
The obtained metrics aim to simulate human action in video score
quality. Otherwise, subjectively, it is conducted a survey based in a
questionnaire to compare methods. In this phase it was created an
on-line platform to allow the obtain a greater number of rankings and
data processing.

In the obtained results, firstly in the smooth streaming player, it is
shown the adaptive streaming implementation technique. On the next
phase, test scenarios were created to demonstrate the functioning of
the method in many cases, with greater relevance for those ones with
higher dynamic complexity. From the perspective of subjective and
objective methods, these have values that confirm the architecture of
the implemented module. Over time, the performance of the scoring
the quality of video streaming services approaches the one in a human
mental action.
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Chapter 1

Introduction

1.1 Motivation

Nowadays the internet is almost a basic service in the human species, and since it

has been created, it has been growing and integrating more complexity. The internet
network development has added multi-services such as Voice over Internet Protocol (VoIP)),
Hypertext Transfer Protocol (HITP]), File Transfer Protocol (ETP]) and others.
The traffic through the Internet has also increased significantly. Figure is a forecast by
Cisco Mobile and the video presents the highest percentage of mobile traffic with 69.1%
in 2018. The multimedia services products are increasingly being transported only over
IP: " These technologies provide an all-IP infrastructure from the mobile device” [1I7]. The
services of broadcast television are increasing in the world with the video-club service and
video television service. The video transmission occupies a large of the bandwidth and
traffic.

The streaming has been the most viable way to transport video to all devices: it does
not need to store large amounts of video on the client, only a buffer (cache memory) is
required in order to play a few seconds. This streaming video requires the network with
large performance in terms of delay and bandwidth. The transmission over Transport
Control Protocol (T'CP)) requires that the network exhibits low loss and high bandwidth
for the minimum delay.

The quality of the streaming video cannot depend only on the quality of service, be-
cause the Coder-Decoder ([Coded) mechanism and the performance of the terminal device
are factors that can greatly influence. The many popular Codecs are used with loss to
allow that the files have less size. This factor that degrades the video quality is not linear,
because there are losses in the coding, but the ratio of bandwidth of video quality can be
incremented with these intelligent methods of the Codec. There are codecs that do not
present losses in the coding of video, but the video file will have a larger size. The service
provider wants that the streaming broadcast has the highest quality with lower bandwidth,
so it is important the relation between these two factors. The streaming quality is also
affected by the client terminal, because the device performance is influenced by the number
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Figure 1.1: Cisco Mobile Applications Traffic Forecast [66].

of the Frames per second (EPS]) and other factors.

The streaming video players have presented some changes to increase the quality of ex-
perience to the user. The techniques of the adaptive bit-rate allows that the quality of
streaming video is changed according to the state of the network and terminal device.
The quality of user experience needs to be monitored for video streaming service to have
the best quality of service which will increase the quality of user experience. The moni-
toring network is essential for a service provider to offer customers the best services. The
provider of multimedia services has difficulties in determine the quality of experience for
the user, so there are many companies that require scores when users use their services.
Meo Go is a service presented by Portugal Telecom (PT]) Comunicagoes company that aims
to provide television everywhere to customers with smart-phone, laptop and other mobile
devices. This service provides a smooth streaming player from Microsoft company that has
adaptative bit-rate streaming over HTTP. This service can provide the quality streaming
on HD and even on FULL HD, which makes the quality of experience of this service one
very important factor. [PT] Comunicacoes company aims to improve the service to have
the best quality of experience and then increase the number of customers.

1.2 Purpose

The network operator has needs to monitor the quality of the experience, thus it aims
to increase the quality in consumer experience. The Meo Go service presents difficulties
in monitoring, because there is no module that allows to obtain the quality of experience.
Therefore, PT has problems obtaining values which allows to monitor the service.

This dissertation proposes to create a system that allows monitoring the quality of
experience in the Meo Go service to the [PT] Comunicacoes company. The proposed tool
will allow to analyse the quality of the user experience of a service Meo Go.



The dissertation aims these goals:

Study the implementing Meo Go service: to be possible to perceive the module
of heuristics architecture and create the test scenarios to perceive the characteristics
and metrics from the player.

Get quality metrics: that are required for measurement of quality of experience
from the user.

Implement the assessment method of the quality of streaming video: first
it implements a method to assess the chunks (2 seconds of video (default)) and then
this will be adapted over time.

Get real values of videos quality by users: these values will be used to compare
the methods and calibrate the assessment approach.

Implement scenarios: to observe the characteristics of the method over time. Cre-
ate scenarios where network conditions are not ideal and determine the performance
of the user’s terminal.

1.3 Dissertation Outline

This dissertation contains six chapters and these are organized as follows:

Chapter 1: presents de Dissertation contextualization, the motivation and the pro-
posed work.

Chapter 2: presents the state of the art of the network media services, the video
concepts and quality of experience in streaming.

Chapter 3: describes the structure of the smooth streaming heuristics.

Chapter 4: describes the proposed architecture solution to obtain the quality of
experience of the user.

Chapter 5: describes the implementation of the proposed architecture; this is di-
vided into two parts, where one is on the objective implementation method and the
following refers to the subjective method.

Chapter 6: depicts the results used to test the architecture of the smooth streaming,
tests and calibrates the method implemented with different test scenarios.

Chapter 7: summarizes the work done in this dissertation and presents the overall
conclusions of the implementation and test. In the final stage it is proposed the
features to be implemented subsequently in the near future.






Chapter 2

State of the Art

2.1 Overview

This chapter introduces the concepts and research work that has been developed before
the preparation of this dissertation. It also describes several areas of the topic being
studied. The organization of this chapter is as follows:

e Section presents the evolution of the types of streaming, features and advantages
the architectures of these streaming technologies.

e Section introduces the concept of video, such as characteristics of the structure
and methods to optimize resources.

e Section is concerned with examples of the streaming providers available in the
market and the features that define the services.

e Section is related to the methods for the assessment of by the user, and

the types of reports generated in the export of the metric values.

2.2 Network Media Services

Nowadays, the streaming service is widely used. The delivery of this media (Con-
tent Delivery Techniques (CDT) [5]) uses Web services in three general delivery methods:
traditional media streaming, progressive download and adaptative streaming.

2.2.1 Traditional Media Streaming

A good example of traditional media streaming is the Real Time Streaming Protocol
[33]. The is characterized by the server control on the client during the
session (Figure . The client can only start, pause and end the session, and that is
why it is called a streaming state, because the client only sends its status. Once a session
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Figure 2.1: Traditional Streaming [42].

between the client and the server is established, the server starts sending the media as
a steady stream of small packets (Real-time Transfer Protocol (RIP) [62]) (Figure [2.1)).
The video is encoded at certain bit-rates and the client will receive that quality of video
content regardless the kind of CPU condition and bandwidth network. The connection is
maintained persistent with each client. The size of a typical [RT'P] packet is 1452 bytes,
which means that in a video stream encoded at 2 megabits per second (Mbps), each packet
carries about 22 milliseconds of video. [RTSP| data packets can be transmitted over UDP
or TCP. The RTSP can be configured with one of the following layer transport protocols:

e Real Time Streaming Protocol over TCP (RTSPT))
The TCP is preferred when proxies or firewalls block UDP packets. TCP packets are
re-sent until received so they may increase the delay. The default port for [RTSP] is
554.

e Real Time Streaming Protocol over UDP (RISPU))
The UDP has advantages when a broadcast connection does not need a connection
establishment, hence there is no delay in the case of the optimal network [10]. There
is no need to maintain a connection state in the end systems, so the data of the state
of the buffer and network is not needed. The packet header is only 8 bytes and in

the [TCPl it is 20 bytes.

2.2.2 Progressive Download

Progressive download [72] is a technology that allows to transfer digital media files from
a server to a client, but at the same time for the client to play the video before finishing
the full download. It is mostly used as a Streaming Protocol HT'TP. An HTTP connection
is established and it will be transferred video files encoded with a present bit-rate. In
the first phase the video file is encoded and transferred by a HT'TP protocol to the client
(Figure . The client can have a good network access and the state of the buffer will

6



increase. This advantage allows the forward/backward of elapse time in the stream video
and also enables to know the status of package delivery. The progressive download allows to
use several codecs (such as H.264 (MP4), FlashVideo (ELV]), QuickTime (QT]), Microsoft
Windows Media Video (WMV]))(Figure and bit rates, but only one per connection,
without variability.

Welb Server

Figure 2.2: Progressive Download Architecture [42].

The progressive download can be configured with a bit-rate and codec to a defined
device, thus optimizing the quality of streaming to the device, which does not happen in
the traditional streaming (Figure . In the perspective of stream with excellent quality,
this type of streaming is the solution, because there is no packet loss in the client, so it is
possible to have excellent video quality, and therefore, large files present increased delay
thereby causing network congestion.

Video quality (bit rate)

ﬁii

T Em
RAW FILE -
J’ g .'-' §%
Compression Phone ovD
] . - ' HDTV
r o
. ~ Video format- different ways to compress video
o o=

Figure 2.3: Features - Progressive Download [42].



2.2.3 Adaptive Bit-rate Streaming Technology

The adaptive streaming technology allows to adjust the quality of the video delivery
that is based on network conditions and terminal device. This type of streaming is having
a great success because it gives optimal results. This streaming allows all devices to receive
video with the best possible quality of experience from the network and from the device at
that moment. The HTTP/TCP tends to replace RTP/UDP as the main protocol for the
delivery of video.

HTTP Streaming
Server

N
o
k
Bitrate L]
Available
Bandwidth
Bitrate

>
14

time time
Independently decodable chunks Client downloads the next chunk
in several formats and bitrates depending on the available bandwidth

Client

Figure 2.4: Adaptive Bit-rate Streaming Principle [32].

The Figure [2.4] presents the basic operation of adaptative streaming, in which the
physical structure is composed of a server, network and client. The video file is contained
in various video bit-rates, which it will transmit as a request from the customer on the
server. The client will initiate the connection and then requests chunk videos with a bit-rate
value.

Periods| RepresentationHSegmenq

HTTP GET
e MPD
browser
HITP GET URL (segment 1)~ et
Segment1
H 8
HTTP GET URL (segr i) = S
Media -
decoder/ o SSEND
player
HAS client
Media
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Streaming 2
control me?r:z
engine 9

Media —

\M G | fucliofide0
Web/media
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Figure 2.5: [HAS| framework between the client and web/media server [53].

Figure [2.5]shows a more complete structural scheme of adaptive streaming. The Client
contains one access platform (Web browser) that establishes HTTP connections to the
Web Server. These connections are requests of video chunks that are downloaded from
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the server. The engine to obtain the value of the bit rate in each request is the client, the
streaming control engine. On the other hand, the server has the segments of the audio and
video files in various bit-rates.

2.2.3.1 Apple HTTP Live Streaming

The HTTP Live Streaming was developed by Apple. This technique enables to send
audio and video over HTTP from an ordinary web server for playback on portable devices
and on desktop computers of the brand. This product supports both live broadcasts and
video on demand (pre-recorded content), that can have multiple alternate streams at differ-
ent bit rates, and the client software can switch streams intelligently as network bandwidth
changes. Also, it provides media encryption and user authentication over HT'TPS, and this
enables that the client has security in the contents.

Briefly, the features of the player are:

e All devices have access to the Apple streaming video and audio.
e No special server is required.

o [t allows to send a video on demand with encryption and authentication

The architecture of live streaming from Apple (Figure on the server contains an
encoder and a stream segmenter, that encode in MPEG-2 file and then separates the differ-
ent chunks to deliver, and the media to be encapsulated for distribution. The distribution
is responsible for accepting client requests and associated resources to the client. It also
consists of standard web servers. The client software is responsible for the request of the
media, stream for downloading those resource media, and after reassembling them, so that
the media can be presented to the user in a continuous stream to playback.

origin web server

Server ‘ Distribution

media encoder :> stream segmenter
MPEG-2
T transport stream

Inde;
file > 8

Audio/Video HTTP
inputs
Te 4

Client

_'

Figure 2.6: HTTP Live Streaming Architecture [18]



To use the mechanism in the server, Apple provides a free tool to make media segment
files and playlists from MPEG-4 video or QuickTime movies with H.264 video compression,
or audio files with Advanced Audio Coding (AAC) or Music file (MPEG Layer 3) (MP3))
compression for video on demand from pre-recorded media. For live streams, it is used the
MPEG-2 in the transport streams. The media streams can be encrypted with single keys
randomly generated that allow automatic changes at intervals during the stream.

2.2.3.2 Adobe Dynamic Streaming

The HTTP Dynamic Streaming and Real-Time Messaging Protocol (RITMP]) Dynamic
Streaming [23] were developed by Adobe company[27].
Figure shows the HTTP Dynamic Streaming architecture that contains RTMP and
HTTP protocols. The RTMP Dynamic Streaming [23] is used for the live stream and it
has better characteristics in delay [71]. Moreover, this stream has full support for multiple
bit-rates. The content has real-time protection with Flash Access 2. It is supported by
any Media encoder available on the market and does not require any special encoding.
Adobe HTTP Dynamic Streaming is also a streaming over HT'TP that allows monitoring
the data transmitted, so the Adobe presents this architecture as a solution for videos on
demand. The Adobe allows using the mode live of this stream, in this case it has the Digital
Video Recorder (DVRI) feature. Also, it is supported with Flash Access 2 to encrypt data.
This architecture requires one file (Manifest file in Figure to allow the client to have
the mapping of the chunks over the time and bit-rate. In the terminal part of the media
on the client (Figure 2.7)), this will have to use Open Source Media Framework (OSME)
to video playback. This code is open source because the Adobe company wants more
video experiences to improve, extend video and media experiences to mobile devices, and
improved monitoring of the content.
The Adobe software requires that the customer has the Adobe Flash Player 10.1 or later;
in the part of the service it needs to run Flash Media Server 3.5 and later. In this case
players are made over a JavaScript Flash language (JSEL) [27].

Some features Adobe has in the official website are the following [27]:

e Robust, scalable delivery

e Unparalleled reach

e Open source file specifications

e Adaptive bit-rate

e Support for standard HTTP caching systems
e Live or on-demand streaming support

e Client tracking and reporting

e Multiple video codecs
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Figure 2.7: Adobe - Architecture [19].

2.2.3.3 Smooth Streaming

Smooth Streaming was developed by Microsoft, an extension for Internet Information
Services ([IS]) 7.0 [74]. Smooth Streaming enables to detect dynamically the bandwidth
and CPU conditions to switch the bit-rate, in real time. In the system it is used the HT'TP
protocol, the VOL and the VOD. The Silverlight is the player (Figure that can be
used by the costumer. The smooth streaming has a manifest file (Figure that contains
information about the streaming, as the values of bit-rates, number of chunks, tracks, and
others. This information is required for the selection of the chunk (video, audio and text)
that is requested by the client.

The heuristics module (Figure is the main core of the Smooth Streaming Silverlight
client development, and it determines when and how to switch bit rates. It follows that
the main heuristics that decide the selection of the bit-rate are [74]:

e Bit-rate

e Frames per Seconds (FPS)
Buffer Size

Screen Size

e Load Processor

Figure gives an example to demonstrate that, when the streaming starts, the sil-
verlight player bit-rate has the minimum value, but the value adapts itself while the time
elapses. There is a minimum period that allows to modify the bit-rate value as it shows
the sample of Figure [2.9]
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Figure 2.8: Smooth Streaming Architecture.
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Figure 2.9: Demo - Player Silverlight [46].

The smooth streaming is a technique used in several services and it optimizes the
quality of experience from the user. The Figure [2.10] compares the smooth streaming with
traditional streaming service that was referred to in subsection 2.2.1] Smooth Streaming
has the ability to adapt to the heuristic metric. However, in traditional streaming, bit-rates
have to be set without knowing the conditions of the network and of the terminal device;
these pre-defined bit-rate must be low to allow to have a larger number of customers.
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2.2.3.4 [DASH

The Dynamic Adaptative Streaming over HTTP (DASH) is an international standard
that should enable interoperability among proprietary solutions by the ISO/IEC MPEG
[34]. The concept of [DASHI is a technique for adaptive bit-rate streaming. The Institute
of Information Technology ([TEC]) and the Multimedia Communication Research Group
(MCRQ)) of the Alpen-Adria-Universitt Klagenfurt has participated and contributed from
the beginning to this standard [48]. It is the standard for adaptive bit-rate streaming
that appeared to standardize existing solutions, e.g. the streaming adaptive by Apple, by
Microsoft and by Adobe [34].
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Input format: Mp4 or Smooth Streaming | I n S \
Output format: Smooth Streaming and Http-Live-Streaming v4 (2

Figure 2.11: DASH - Context [42].

Actually, this technique has no new features, it just has greater portability for the
normalization of streams. The figure depicts the portability functionalities.
Figure describes the 3GP-DASH solution to adapt to the standard specifications

[2]:

13



e Normative definition of a Media Presentation, a structured collection of data
that is accessible to the DASH Client (Figure [2.12]).

e Normative definition of the formats of a segment, integral data unit of a media
presentation.

e Normative definition of the delivery protocol, namely HTTP/1.1 (Figure[2.12)).

Media Presentation on HTTP Media HTTP Streaming Client

Server Presentation
[— Description
HTTP
Streaming
Control

on-time http
requests to
segments

HTTP/1.1

. .
. -
. .
- .
. -

.
H .
. -
. -
. -
- .

Figure 2.12: Solution overview 3GP-DASH [20].

MPEG-DASH consists of regulations that allow the use of adaptive streaming without
the need to know the framework (Figure [2.11]).
DASH in 3GPP is defined in two levels:

e Clause 8.4.4.1 in TS 26.247 [4] provides support only for the media-streaming
model and for the control for delivery of media content.

e Clause 8.2.1 in TS 26.247 [4] provides that the Media Presentation Description
is an XML-document defined in Clause 8.2.2.

2.3 Video concepts

This section introduces relevant aspects of video sampling and coding. The video is
composed of sequences of images at a present rate; the images are frames of pixels. The
colors of the pixels are represented in bits, then there is a reference that represents the
size of the pixels in the image over time, the bit-rate. In the following, video optimization
techniques can be used in the video:

e Sampling
e Coding
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2.3.1 Sampling

A video can be seen as a set of images within the same space over time. In the same
way, a digital video is represented by a sequence of images obtained by sampling, where
this is made in two distinct spatial and temporal domains. The spatial sampling is the
process by which an image is produced. Therefore the temporal sampling is the process that
produces a sequence of images that create the illusion of movement. The number of frames
per second influence video quality between 10-20 frames with the flicker phenomenon, but
disappears after 25 frames. This is due to the refresh rate of images in the human eye,
i.e., when two images are successively presented to the eye in a short period of time that
retains the image.

Color image

Images can be represented in the color image. There are several color images, but the
most used are Red, Green and Blue (RGBI) and YCbCr (or YUV (Where Y is the gray-
luminance, U is the blue-luminance and V is the red-luminance differences)). Human
vision follows the principle of superposition, so it is possible to mix the primary spectrum
(RGB)). Typically YUV signals are created from [RGBl source. There are several methods
for YUV-to-RGB conversion transformation [56].

2.3.2 Coding

The video is presented with a set of images that change at the rate of frames per
second, increasing its size over time. The use of coding techniques allows to reduce the
video information: by redundancy and irrelevancy. The irrelevancy explores the limitations
of the human visual system, eliminating parts of the video signal that human eyes can not
recognize. The redundancy explores the fact that the redundant information in video signal
can be removed, and it is possible to reconstruct the signal without loss of information or
introduction of distortions. When removing this type of information to the video signal,
the eye will perceive information from the compressed signal as if it was the original signal,
but the signal can not be reconstructed just like the original signal that caused it, so there
is therefore loss of information.

The following are some video encoders in the market:

e MPEG4 AVC (H.264) [69]. Presented by the ITU-T Recommendation H.264 and by
ISO / IEC International Standard 14496-10, the (MPEG-4 part 10) Advanced Video
Coding (AVC) is currently the most effective video encoder. There is also MPEG-2,
which is used in some cases, such as DVB, RTMP streaming by adaptative Adobe,
but MPEG-4 is its successor. The feature developments in H.264 codec over MPEG-2
are described in the article [69]. The main features are:

— Motion compensation, the size and shape of blocks can vary.

— Reduction of spatial redundancy uses an entire transform that reduces the in-
fluence of errors.
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— Quantification has a larger number of levels, the MPEG-4 has 52 levels and the
MPEG-2 has 31 levels.

— Entropy encoding uses a more complex coding, which is more efficient compared
with the static code included in the MPEG-2.

— De-blocking filter uses an adaptative filter for reducing block effect of the image,
which degrades in the MPEG-2.

e Windows Media 9 / VC-1 [§]. Compression standard video / audio normalized by the
Society of Motion Picture and Television Engineers (SMPTE) [49] and implemented
by Microsoft, WMVI 9 [40]. This standard is an alternative to H.264 and is also an
improvement compared to MPEG-2. The basic functionality of the VC-1 involves
block-based compensation, and a scheme similar to the spatial transformation that
is used in other video compressions, such as MPEG-2 or H.264 movements. However,
the VC-1 includes a number of innovations and improvements as follows [68]:

— Adaptive Block Size Transform
— 16-Bit Transforms
— Motion Compensation
— Loop Filtering
— Interlace Coding
— Advanced Coding Frame B
— Fading Compensation
— Differential Quantization
The VC-1 presents profiles and levels that support the encoding of many types of

video. The profile has the codec and the resources that are available to allow opti-
mizing types of services. Figure lists VC-1 profiles and levels.

2.4 Streaming Services

Television services are increasingly being present at residential population through ser-
vices with cable, satellite, Internet Protocol Television (IPTV]), and others. Streaming me-
dia has been experiencing an increase of users due to the portable equipments. Providers
of streaming services are investing heavily on the market and there are already dedicated
services.

Two examples of multimedia streaming providers are presented below:

Netflix is an American provider of on-demand Internet streaming media. It is pre-
sented as one of the big providers of streaming media services and has a large range of
hardware compatible with the system. This service can be used in a compatible television,
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Profile Level Max Bit Representative Resolutions by Frame

Rate Rate
Simple Low 96 Kbps 176 X 144 @ 15 Hz (QCIF)
Medium = 384 Kbps 240 x 176 @ 30 Hz

352 x 288 @ 15 Hz (CIF)
Main Low 2 Mbps 320 x 240 @ 24 Hz (QVGA)

Medium = 10 Mbps 720 x 480 @ 30 Hz (480p)
720 x 576 @ 25 Hz (576p)

High 20 Mbps 1920 x 1080 @ 30 Hz (1080p)
Advanced LO 2 Mbps 352 x 288 @ 30 Hz (CIF)
L1 10 Mbps 720 x 480 @ 30 Hz (NTSC-5D)

720 x 576 @ 25 Hz (PAL-5SD)

L2 20 Mbps 720 % 480 @ 60 Hz (480p)
1280 x 720 @ 30 Hz (720p)

L3 45 Mbps 1920 x 1080 @ 24 Hz (1080p)
1920 x 1080 @ 30 Hz (1080i)
1280 x 720 @ 60 Hz (720p)

L4 135 Mbps 1920 x 1080 @ 60 Hz (1080p)
2048 x 1536 @ 24 Hz

Figure 2.13: Profiles and Levels (VC-1) [68].

mobile phones and tablets, but it is not present in all countries, only those who have an
agreement with providers of internet services [45].

Meo Go is provided by the company Portugal Telecom. Meo Go [I1] is the service
that allows the Meo TV Service features, offers 60 channels of live television and Video-
Clube, inside and outside the home, on the tablet, smartphone and PC.

The service is available for all MEO TV Service Clients and presents strategies to only
use the traffic on the networks of PT Comunicagoes:

e Free to access inside home.

e Upon subscription of Meo Go Multi (data traffic included in the PT Comunicagoes
network) to access everywhere.

e Available only in Portugal.

The referenced Figure [2.14] in official site provides some features, multi-platforms, as
shown below:

Watch Live TV, including Premium Channels;
Watch movies from MEO VideoClube

Access to the Electronic Program Guide (EPGI)

Home [DVR] management

Allows control of TV via a digital keypad or through gestures.
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e Available for any PC/Mac, and the most significant mobile operating systems, An-
droid, i0S (iPhone and iPad), Windows Phone and Windows 8 (Figure [2.14]).

e Any network of any operator: available in WiFi and 3G/4G - Free Traffic to Cus-
tomers in [PT].

Figure 2.14: Meo Go application on smart phone (i0S system) [I1].

The smooth streaming adaptive (Section [2.2.3.3]) is the technology of the MEO service.
PT communications has servers configured with smooth streaming, and in relation to
customers, Silverlight [41] is required.

2.5 Quality of Experience

"The degree of delight or annoyance of the user of an application or service. It results
from the fulfillment of his or her expectations with respect to the utility and / or enjoyment
of the application or service in the light of the users personality and current state”[50],

definition by Qualinet

With the increase of the media streaming applications, it is crucial to monitor the qual-
ity of audio / video services. Methodologies to assess the quality of services are essential
when it is required to provide a high quality service. The models are appropriate to the
monitoring of streaming media when these are not intrusive (example, the parametric au-
dio packet-layer model [39]). It is not feasible for service providers to measure the network
qualities intrusively, because complexity increases as it is necessary to compare the original
video with the received one and to know the experience of user.

In the assessment of video quality, we must consider the characteristics of human visual
system to obtain a more accurate quality estimation. The presence of the concealment
effect of another stimulus can be invisible, as it is an important characteristic for the
human visual system as the spatial and temporal concealment. There are several articles
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that report studies on the evaluation of the quality of experience, but only analyses a few
heuristics, rarely more than two. For example, article [31] only covers the coding distortion
and degradation of packet loss.

mme ————»{ image quality metrics |
‘ A4
v v v

Averaged

temporal pooling

Visual features IContrast information | I Motion estimation |
(color, intensity, orientation, skin) L
Spaitff'ofmﬁmora' (' Global quality )
| Saliency‘aﬂention | |Con1rast aﬂention‘ | Motion elzttention | |
( OveraILquaIity )

Visual attention

] Image quality metrics }—>| Temporal pooling }—( Local quality )

Figure 2.15: Flowchart of the proposed video quality model in the article [73].

The complexity of these methods increases with the improvement of the results. The
work in [73] presents a figure (Figure with the proposed structure with two types of
quality measurement, quality Local and Global. In this work it is assumed that the global
quality is a result from distortion over all frames, in sequence, and the local quality can be
affected by the distortion into the frame. This structure references only the distortion of
the video. Figure [2.16|presents an example of the debug stream on the sport stream, which
aims at analysing the different distortions of the video to approach a subjective method.
The relevant distortions have different negative contributions in quality of experience from
the user.

5
(a) original image (b) saliency map - S (c) motion map - M (d) contrast map - C (e) attention map - 4

Figure 2.16: Frame image in Football sequence and attention maps [73].

2.5.1 |(QoE| Reporting

The development of methodologies for assessing QoE allows to obtain performance met-
rics of network and terminal device. The service provider requires the adaptive streaming
QoE monitoring to improve their services. This monitor is intended to be incorporated
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in the company system, so that the processing is done in real time or afterwards. The
standardized reporting of QoE [I] is the solution presented on exporting values, and the
adaptation for a DASH (section stream recommends using a standard file [I]. This
export requires standardized data that are obtained in the metrics, described in Figure[2.17]
3GPP recommends performing an export of metrics data in XML.

QoE Report
3GPP QokE
{(schema) value

XML file

Quality Metrics for DASH (XSD)

- List of HTTP Req./Resp.
- List of Events

- Average Throughput

- Initial Playout Delay

- Buffer Level

- Play List

- MPD Information

Figure 2.17: Reporting [1].

2.5.2 Assessment methods for video quality

In adaptive video streaming, quality of user experience is assessed using subjective and
objective methods. Subjective methods [44] have no specific characteristics to analyse,
they are only based in humans with assessment of a streaming video, containing a high
number of assessments. The objective method requires metric values to classify the stream-
ing video, but it is necessary to calibrate the metrics with the subjective method, usually
there are databases already trained, as an example is Perceptual Evaluation of Video Qual-
ity (PEVq) [52]. The video streaming systems are complex because they can depend on
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many of the factors unknown, such as codecs, screen type (Light Emitting Diode (LEDI),
Liquid Crystal Display (LCDI)), and others. Human visual perception is very complex.
There is a need to understand the human brain structure to simulate its experience, such
as human memory. This type of evaluation is crucial for the service provider, and taking
only the value of the metrics is not enough.

Example of a case: A low bit-rate for a client of a laptop with full HD (19 inch) screen
displays a very low quality of experience, but this bit-rate for a client of a smart-phone
with 3.5-inch screen has the medium or high quality of experience.

Figure [2.18| presents the structure of adaptive assessment types of streaming. It is noted
that there is always connection between the two methods. As indicated in the in Fig-
ure the subjective method cannot replicate without the use of the objective method.

Human
Qualitative Quantitative Biological
Factors

Technical
Factors

Figure 2.18: Assessment Methods [65].

2.5.2.1 Subjective methods

Subjective assessment methods are commonly based on surveys, interviews, and statis-
tical sampling of users to analyse their perceptions from the service [31I]. There are two
techniques for subjective studies (Figure [2.18)):

e Qualitative Techniques

Data are presented as verbal words and behaviour. There are no results represented
in numbers, but there are opinions, comments and questions. This technique can be
advantageous in the so-called ratio of positive to negative comments (CCA - catalog,
categorize, analyse)[61]; for example when the bit-rate is low and the display window
is small (pixels not recognized), if the user does not like to see on the small screen,
the quality result from the user can be of low quality, caused by the one different
user, people generally give a better value to quality of experience.

e Quantitative Techniques
Data are presented as numbers and statistics. These studies can be performed in
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a laboratory environment to measure human feelings and perceptions. Tipically
a questionnaire is applied with ratings on scales (Figure for the data to be
processed. To create scenarios with standard values, there is a recommendation
ITU-T P.1202 (10/2012) (parametric, non-intrusive assessment bitstream of video

media streaming quality) [24] by Motion Pictures Expert Group (MPEG(ITU)).

very poor poor  general  good  excellent
| | | | | |
0 20 40 60 80 100

Figure 2.19: One-hundred mark scale [31].

2.5.2.2 Objective methods

Objective evaluation of video is based on mathematical models that estimate results
of subjective evaluation of the quality rankings that are based on metrics that can be
measured objectively and can be automatically evaluated by a computer program. There
are two branches of objective assessment as follows:

e (QoS/Technology centric techniques [31]

In this particular case of the objective method it is used tools, mathematics and
techniques to simulate the value of experience from a user. It is usually analysed the
image quality or video, and these methods can be Full Reference (ER]) or Reduced
Reference (RR]). In[ERIit is required the original file to be compared, but in the [RRI
it is only required characteristics that are presented on the terminal of the client.
There are several ways to calculate the degradation of video with [FR] as indicated
below:

— Peak Signal-to-Noise ratio (PSNRJ) is a [FR] method that obtains the ratio of
noise between two images, transmitted and received [47].

— Structural SIMilarity (SSIM)) is a [FRI method that looks at differences by using
the YUV color space (Section [67].

— Video Quality Metric (VQM) [51] is a standard developed by the Institute
for Telecommunications Sciences, National Telecommunication and Information
Administration (TIS/NTIA), it allows to be a[FRl and it is standardized by the
American National Standards Institute and it has been adopted in two ITU
Recommendations, namely ITU-T J.144 and ITU-R BT.1683 [59)].

e Physiological and cognitive techniques (Figure
This sub-method allows the user to be examined neurologically and cognitively, thus
it analyses the behavior of humans in relation to QoE. Tests such as electroen-
cephalography (EEG), magnetoencephalography (MEG), functional magnetic res-
onance imaging(fMRI), and near-infrared spectroscopy (NIRS), examine the state of
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the user (sensors) and collect values for measuring that is the most expensive
method [6].

However, these do not give results as reliable as the methods of subjective evaluation.
In fact, the great advantage of the objective methods is the ease of monitoring the signal
of interest. Therefore, there is a large investment in this area in order to make the results
more reliable as possible by these methods.
Operator demands metrics streaming evaluation to improve service at delivery to consumer.
The quality of user experience is influenced by metrics that may not depend on network and
subsequently the operator does not have direct access. This dissertation aims to create
one solution to improve the operator network management. was studied but only
upon individual metrics (two at most), so we decided to use several metrics influenced by
human and network factors in order to achieve a more accurate [QoE] This dissertation will
be organized from objective and subjective assessment to minimize errors. This section
defines methods that are considered in the work; however, there needs to be a complement,
i.e., to calibrate the method and to simulate. This can be considered as an algorithm which
allows to simulate a value of quality of experience for the user.

Summary

This chapter describes the existing technology and the requirements in the proposed
solution for quality of experience. The technology over the player (Section is quite
crucial to obtain all possible metrics, and selected only those that will contribute to analyse
the quality. The characteristics of a video (Section have to be considered in the method,
the main features that the user will assess, for example the bit-rate, FPS, and other video
features. As the next, step mention is made to existing streaming services (section
on the market, so in this dissertation it is intended to develop a method for the Meo Go;
in this implementation there is the need to create a report [QoE| This can follow the
standards to which reference is made in Section [2.5 Finally, it will be necessary to select
the architecture of the assessment methods for the purpose of this dissertation, as the
service provider (PT) Meo Go aims to insert a final algorithm solution in the system.
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Chapter 3

Smooth Streaming Architecture

3.1 Introduction

The proposed solution to quantify the quality of experience requires the metrics infor-
mations and we can get them through the study of the player structure. This structure
is essential to the customer to receive the adaptative streaming service. The adaptative
streaming is characterized by an engine which optimizes the quality of experience. This
Chapter presents the player structure and it is splitted into the following sections:

e Section will present the overview of the player structure, operation mode and
format files.

e Section will present the communication layer between a client and a media
server and the opposite, and the structure of the connection.

e Section will describe the module heuristics present in the smooth streaming
architecture, structure with engine selections metrics.

3.2 Overview

The proposed solution will be implemented in the scenario of the operator, Figure
shows this integration that will be inserted in an intrusive probe to obtain the quality of
experience values in a particular network, such as the export of network metrics that allows
to obtain a quality of service.

Smooth Streaming dynamically detects the conditions of bandwidth and performance
of the terminal device and seamlessly switches, in real time, the video quality of a media
file that a client receives. However, this quality will be emulated in a module, that allows
to combine the values of all metrics in one value, including the user experience.
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Figure 3.1: System structure.

3.3 Presentation structure

Stream structure is comprised by several components: web media servers, [HTTD] con-
nections, several applications for terminals (laptop, mobile phones, ...) (Figure [3.1). The
figure represents an overview of the architecture: there is a Silverlight (Application)
player that is on the HT'TP layer. This presents an adaptive technique to stream the video
frames, which is denoted by smooth streaming.

The technology involved is based in multiple rates (Figure that can be sent between
media server and client terminal. In the server, there is a video with high resolution (High
Definition (HDI), Full [HD] Ultra High Definition Television (UHDTV])), that will be later
processed by an encoder with multiple bit-rates which will create multiple tracks with
different bit-rates (Figure . On the client, the player decides heuristically the optimal
quality for the connection stream. In this connection there are consecutive chunks of video
requests that may be of different qualities. The qualities are defined by track where each
one contains a list of chunks. This list size depends on the time of streaming and if the
chunks present standard packages; then, usually it contains 2 seconds of video.

[ Application |» Silverlight Video Player
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Figure 3.2: Overview - Silverlight Video Player.
When a customer wishes to play a streaming video, the player requests a chunk of a track
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using an interface file (Manifest, explained in section . This innovative architecture
allows to receive one track of stream that depends on the network performance and the
capacity of the terminal device (client). When the client initiates a request, it is necessary
to mention the desired quality that is decided by heuristics engine on the client player.
Figure |3.2] presents the streaming scenario where the player decides the chunk per track
which depends on specific characteristics, such as screen size and bit-rate, subsequently it
is requested the chunk.
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Figure 3.3: Smooth Streaming Architecture [74].
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3.3.1 Bit-rate selection

The server stores information of different quality in tracks, for example, the first track
contains the lowest bit-rate and the second contains the medium bit-rate. Each track is
constituted by chunks (2 seconds of video) of time-dependent streaming session (mapping
of chunks). Smooth Streaming allows to map the quality as a function of time; as seen in
the Figure there is an axis with bit-rates and another with the elapsed time.

The player selection, based on the heuristics module, will select the qualities that
provide a better service experience over time. The chunk selection is done by mapping
a matrix (tracks over time - Figure , where the change of qualities of video stream
playback is never stopped. This is the innovation that makes the streaming smooth. The
diagram in Figure |3.4] shows the mapping of blocks based on the time elapsed.

This mapping is done at the level of the player; the heuristics engine indicates the
desired track that is playing at the moment and the time-elapsed in playback; thus, it
requires the following chunk and may have different bit-rates. For example, based on the
figure, the first player starts the play with a track of 300 Kbps (Bit-rate); thereafter, the
network increases its performance after 4 seconds, and the player decides to change to a
track of 1 Mbps (Bit-rate), without interruptions, and only now it changes the playback
track.
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Figure 3.4: Mapping selection bit-rate [74].

3.3.2 Disk file format

The server stores the original file and the generated tracks. The tracks have chunks
with 2 seconds (default), designated by ISMV files. ISMV files are saved in the Protected
Interoperable File Format (PIFE]), which is the Microsoft’s standard for multimedia content
delivery (based in the MPEG-4 specification [3]), and may be encoded using the Microsoft
Expression Encoder. This type of standard platforms within the Microsoft offers large
protection and optimizes performance. In addition, the format allows for encryption and
DRM protection [36], when the service is authenticated by the client. A streaming session
is characterized by having the transmission of audio (Radios, ..) or audio + video (TV, ..):
each chunk contains only audio or video stream; when there is one connection with audio
+ video, the player will download it of each type of chunk. The following are the codecs
that can be used:

e Video + Audio (*.ismv extension): The encoding can be used with the VC-1 codec
or H.264; these profiles are based in the compression methods. In the case of H.264
(MPEG-4 Part 10), it presents a profile (Extended Profile (XP)) for streaming media
that achieves high compression rates; in the case of VC-1, it has profiles which are
defined by bit-rates and screen sizes. Meo Go service is based on H.264 (MPEG-4
Part 10) which uses the profile [XP| optimized stream.

e Only Audio(*.isma extension): In this case the codec only needs to encode audio.
WMA Pro 10 was created by Microsoft for their applications and third parties, and
the case of AAC-LC that presents best compression than MP3 traditional, which is
also used in the integration of the audio in MPEG-4.
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3.3.3 Chunk format

The chunks are derived from lists of tracks that belong to the contents of the lists,
and these are identified with reference to the corresponding track and the elapsed time.
Figure |3.5| refers to the fragment format; the structure is divided into two parts, metadata
(moff) and media data (mdat). The moff contains the stream identification, the track
identification and elapsed time identification, in the header. The mdat contains the encoded
file of the video to playback. The size of the chunks varies with the desired bit-rate and,
when it is decoded, the duration always presents a normalized time (2 seconds). The
chunks are finally transported one by one and can be played regardless, which means that
it is not needed to wait between chunks to load completely for playback. This fragment
belongs to the list of tracks on the server, and when it reaches the customer, it is inserted
into a play queue (Buffer Engine).
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Figure 3.5: Smooth Streaming Wire Format [74].

3.4 Server and client manifests

The manifest contains the information file to export from the server to the client; this
is the first file downloaded by the player (client), subsequently it saves the information in
order to initiate and continue playing the video stream. This initialization file playback
stream is termed as element for presentation and it has the following information:

e Metadata for each track (video, audio, and text);
e Describes the possible choices for quality level in the video/audio tracks;
e Describes the different fragments (¢ (chunk) element)) of this track;

e Metadata for each track fragment;
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Briefly, the client (server) loads the manifest and then it selects the chunk based at in-
formation acquired in the manifest, the quality (Bit-rate and windows size) and elapsed
time. Figure [3.6] presents an example of the structure of the XMI] Manifest created with
Expression Encoder (Microsoft). Initially, there is an identifier to the elapsed time of the
stream session which matches at live streaming channel, in case. [VOI] corresponds
to the elapsed time with the oldest content channel. The existing ID in the manifest allows
to know the current chunk (VODI) or older (VOII). Depending on the service provided,
example, audio and video 4 audio, there is an index for each type of stream with the infor-
mation on the qualities of existing tracks: in this case a track with a bit-rate of 2.436Mbps
with a resolution of 1280x720 pixels and another track with one bit-rate of 1.636Mbps
with a resolution of 960x544 pixels; there is also the index related with stream chunks
information, duration and offset number. The specification of the streaming Wire / Soft
File format defines the manifest [XMTl language; XM has advantages in the file extension.

<!— Created with Ezpression Encoder version 2.1.1216.0 ——>

<SmoothStreamingMedia Duration="5964580000">
<StreamIndex Type="video” Subtype="WVCI” Chunks="299">
<QualityLevel Bitrate="2436000" FourCC="WVCl”
Width="1280" Height="720" />
<QualityLevel Bitrate="1636000" FourCC="WVCl”
Width="960" Height="544" />

<c n="0" d="20000000" />
<c n="1"7 d="20000000" />

</StreamIndex>

<StreamIndex Type="audio” Subtype="WmaPro” Chunks="299">
<QualityLevel Bitrate="64000"/>
<c n="0" d="21362358" />

</StreamIndex>
</SmoothStreamingMedia>

Figure 3.6: Sample - Client Manifest (XML

After the manifest is obtained, it starts the engine download of chunks. HTTP request
follows the structure:

http://{StreamURL}/{PublishingPointName}.isml/QualityLevels

({BitrateValue}) /Fragments({Video_or_Audio_or_Text}={Timestamp})

For example:
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http://{StreamURL}/{PublishingPointName}.isml/QualityLevels
({BitrateValue})/Fragments({Video_or_Audio_or_Text}={Timestamp}

http://video3.smoothhd.edgesuite.net/Big/20Buck’)20Bunnyz,20Adaptive.ism/

QualityLevels(2436000) /Fragments (video=5924583334)

In this sample, there is a request of the chunk (Big Buck Bunny video) with 2 seconds
(d="200000007), started at the fourth second (5964580000-5924580000 = 40000000 (2
seconds)), with 2.436Mbps of bit-rate, that is hosted in video3.smoothhd.edgesuite.net
server.

3.5 Heuristics

3.5.1 Heuristics Engine

This module aims at the selection of the qualities present in the Manifest file. Fig-
ure |3.7 shows the structure of the heuristics module operation. The sub-module allows to
get eligible tracks of different heuristics, and then each heuristic filters the list of tracks
according to their requirements. In the final phase, it is suggested to track the chunk. This
influences only the combined network module characterized by the network and the buffer.
The selection is direct when the suggested list has only one element; if it does not have
tracks in the list, it selects the lower quality; if the list has more than two elements, it is
selected by the network and the buffer (combined network/buffer).

Tracks List defined on
Manifest
v Heuristics
Chunk Error
Get Eligible Tracks | —— Track Error
Switching Frequency
| Combined Network ‘
Buffer
Tracks List Tick Mode
filtered Frame Rate
Window Size
Suggest Track for /
Chunk
|
l Selected Track

Figure 3.7: Heuristics Engine.
As an example case, consider a playback of a stream track in the mobile phone with a
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http://video3.smoothhd.edgesuite.net/Big%20Buck%20Bunny%20Adaptive.ism/
QualityLevels(2436000)/Fragments(video=5924583334)
video3.smoothhd.edgesuite.net

small screen. The heuristics engine suggests a track with small resolution (lower quality),
because the list is filtered with only one track by Windows Size Heuristic.

3.5.1.1 Chunk Error

The heuristic aims to validate if the selected chunk is correct in relation to the elapsed
time at playback, because it may occur one old chunk.

3.5.1.2 Track Error

The network can always see its performance changed during playback of the video
stream; moreover, tracks quality also change. Thus, the tracks are suspended when a
number of attempts are unsuccessful to reproduce. This heuristic filters the tracks list that
are suspended; thus, video quality does not constantly changes in the streaming session,
as it allows increasing the quality of user experience.

3.5.1.3 Switching Frequency

In a network there are several peaks of performance and saturation, which affect the
quality of the video stream, this heuristic will confirm that the change is accomplished in
the specific interval. This interval is different when it increases or decreases the quality of
the stream. Switching Frequency is very advantageous to increase [QoE] because a network
can provide good conditions that could increase the bit-rate quality for only a few seconds.
For example, the video stream can only change the bit-rate between 4 in 4 seconds. In an
unstable network, it allows the user to not observe instability in the video, and it is similar
at the effect of a low-pass filter quality on time.

3.5.1.4 Combined Network Buffer

This heuristic aims to relate the metrics buffer and network. These two factors con-
tribute significantly to get eligible on track and the final suggestion of the track. This
heuristic aims to verify the conditions of the network and the buffer combined. For exam-
ple, if the network has a high performance, it can overrun the buffer and exceed the limit
of capacity, so a complex management is required for the two factors in the heuristics. The
following is the description of the network and the buffer.

Figure [3.§] shows the combined architecture of the two heuristics, which is crucial to
suggest the track for chunk. First, it acquires the lists of suggested tracks from the network
and buffer heuristics; then it presents the cases that may occur:

e High network performance - When the network module provides the full track
list (all possible qualities), it is suggested the buffer’s tracks list.

e High buffer performance - When the buffer module provides the full track list
(all possible qualities), it is suggested the network’s tracks list.
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Figure 3.8: Architecture - Combined Network Buffer.

e If both heuristic modules present a list of some tracks, the lists are compared with

the next cases:

— If the network and buffer modules suggest the lists with the same maximum
bit-rate at the track, then it is suggested the same list.

— Otherwise, if the maximum bit-rate value of network heuristic is higher than
the maximum bit-rate value of the buffer heuristic, there is an exception. The
chunk can not be loaded in the buffer, since there is no storage capacity, and
the solution is to stop seek chunks, until re-start the module heuristics. The
other case, when the maximum bit-rate value of the buffer heuristics is higher
than the bit-rate value of the network heuristic, it is suggested the track list of

the buffer heuristic.

Briefly, the list selected is the one with the lower bit-rate track, but there is an exception:
when the network and buffer list are not filled and the maximum bit-rate in the network
list is grater than the buffer list.

The maximum bit-rate in the tracks list selected is added at the scheduler for download.
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Network

The network can obtain various metrics; in this case it is obtained the perceived band-
width and latency (estimation of network performance). The bandwidth is the total capac-
ity of the connection, which is the amount of data flowing through a network connection
over time, measured in bits per second (bps). In this case, the player calculation estimate
based on time in downloading packages to the buffer (Equation is the following:

Siz€pits

Perceive Bandwith = (3.1)

Durationeconds

The perceived bandwidth is estimated in streaming session (through the exchange of
packages between the client and the server), by the package size (Sizeys) and elapsed
time (Durationseconas) (Equation . The latency value includes several types of delays,
typically incurred in processing network data: the wireless connections are usually more
affected by path loss and the player obtains a high latency in requests. In this case, the
latency obtained in the player is affected by the server plus network; the estimated value
is obtained by sending the requests from the player to server; usually the data packages
size are small to allow lower estimated error.

Buffer

The buffer heuristic specifies the management of the main stream and manages the state
of the buffer. The management mechanism is relevant to the level of loading buffer. There
is a range of confidence of the state of the buffer to prevent the stop of the video stream in
cases where the network is affected at short intervals. In the heuristics, the track chooses
based on the behaviour of the buffer, growing or lowering the level of content.

3.5.1.5 Frame Rate

As a way to analyse the performance of the terminal device (client), there is the heuristic
of FPS, which mainly analyses the graphics hardware. If the terminal device is limited on
the FPS low values, it may be due to graphics performance. The solution is to switch for
a track with lower bit-rate, and thus, it increase FPS. The equation (video uncoded)
presents this relation of the bit rate with the FPS: the bit-rate value depends on the FPS,
the hardware performance is limited bit-rate (bps); when there is a higher bit-rate value,
it limits the FPS. Bit-rate is a value defined by pixels per seconds. It is obtained by the
window size multiplied by frames per second and the compression obtained in the codec.
The heuristic only depends on the user device: in this case the FPS obtained value is
an advantage for the assessment of the QoE, because the operator has access at device
performance.

Width x Height x FPS x Compressiongequction
1024

Bit — rate = (3.2)
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3.5.1.6 Window Size

The universal use of multiple devices with different screen sizes and resolutions is the
need to limit adverse events: to play a video stream with high resolutions, the device
screen can limit the video stream with lower resolution. This heuristic aims to create a
filtering track in order to eliminate the track of stream video with larger size than display;
this information is present as a feature of the track from Manifest file. For example, the
heuristic can prevent a mobile phone screen with 320x480p to receive a video stream with
1280x720p.

3.6 Conclusions

This chapter studied the existing architecture of the smooth streaming player. First,
the structure of the technology was introduced: it was referred the procedures in the
selection of the bit-rate, the file formats and the format chunk. Then, the manifest was
presented, as well as the features and overview of the connection between the client and the
server. The structure of the heuristic module was also explained as the process of obtaining
heuristics. This chapter presented the introduction / basis for the study of the method of
obtaining the service quality. The study of the architecture of the smooth streaming player
was crucial to understand the heuristics and the process for obtaining the metrics for the
player.
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Chapter 4

Quality of Experience

4.1 Introduction

This chapter will present the architecture of the predictive method to determine the
quality of experience based on heuristics (section of the video with automatic rate
adaptation. In the proposed method it will be necessary to choose the type of assessment
(section and the metrics from the smooth streaming player. Then, the architecture
will be presented and it will be explained how the predicting process of quality of experience
is performed. The structure of the chapter is the following:

e Section In this section, the methods of quality assessment will be remembered
together with the circumstances in which they will be applied.

e Section In this section, it will be presented the heuristics that will be used in
the video stream and their advantages in the architecture.

e Section In this section it will be proposed the architecture that allows to obtain
a[QoE]in the method of adaptive streaming video.

4.2 Assessment method

In this dissertation, the creation of the prediction method for the values of quality of ex-
perience requires the use of calibration methods, for example the subjective assessment and
objective evaluation (section [2.5.2). Figure shows these two evaluation methods. The
subjective method is used with a database with real human indicators. The objective part
has more concrete factors to be used in the assessment, for example: bit-rate, interrupts,
initial playout delay, delay time and ratio between screen size and resolution. Subjective
assessment is a reliable source to compare results of the objective method. However, there
is the need to comply with I'TU recommendations to improve the results obtained from
surveys. I'TU recommends always more than 50 surveys [64] to ensure sufficient confidence.
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Figure 4.1: Assessment method.

4.3 Heuristics

The selection of heuristics is essential to design the method. The method can only use
the metric that are obtained in the player structure. As mentioned in section 2.5 there
are several works that relate studies in this area, but they usually consider only one or two
metrics. The increase on the number of metrics increases the complexity of the method,
but reduces the forecast error. In this area of research, the methods become quite complex
when it is desired to obtain the quality of user experience.

4.3.1 Bit-rate

Bit-rate metric contributes largely to the quality of service of the network, as well as the
quality of user experience. Video bit-rate is encoded has a constant value for each track to
transmit and apply the smooth streaming technique, but fixed bit-rate is a problem with
videos that have a higher rate of change of pixels, because these are affected with loss in
compression. In Meo Go service, the encoded bit-rate values are included in the range of
250 Kbps to 3 Mbps.

4.3.2 Screen resolution and bit-rate [ratio]

The relation between the screen resolution and the video track is relevant to estimate
the quality of experience for the user. Thus, it is possible to relate the quality of experience
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from a device with a small screen and a device with a large screen. The screen size is usually
standard, and it depends on the user distance from display (this effect was studied in article
[58]), so it is required that the stream resolution is within range of the screen device.

4.3.3 Frame rate

In the service streaming of the channels television, for example Meo Go, there are
different channel types (news, sports, ..) with different quality of the video (quality changes
with channel type), so the compression is performed by the main frames and frames that
only contain pixels changed (frame-by-frame compression [28]). A video streaming with
large pixels changed in frame-by-frame (for example the sport channel) has a lower rate
of compression and it results in the encoded bit-rate to decrease the video quality. In the
smooth streaming, the bit-rate of the video encoded is fixed and the quality of experience
can alter with the type of channels. The solution to this problem is to simulate channel
types with profiles and adjust the FPS with the Equation 4.1l FPS is updated with a
variable (Kpg) that has a range between 0 and 1; for example, FPS adjusted to a lower
value in sports video (Kpg < 1).

Fr = KFR X FRameRate (41)

In the real scenario, it is necessary to know the update influence, because Krgr range
can vary with a small or large frequency. An example follows in the Figure for the
various types of channels. The Figure [4.2| contains the influence of the channels genre by
a work developed in [57]. In the graph, the documentary genre is the channel with less
Mean Opinion Score (MOS]) value, but the Confidence Interval (CI)) covers all genres.

The channels genre has low variation (MOS), but this metric can be used to increase the
estimated precision of the value of quality of experience. This influence may be compared
to the limited frames: it is in the sudden movements in the video that this effect is observed;
to disregard it, it can be inserted into the FPS adjustment (Equation ; when there is
a low quality, it can be emulated by lower FPS.

4.4 Method & Procedure ((QoE)

In this sub-chapter, it will be presented an architecture to predict the values of quality
of experience. This value is influenced by many factors such as heuristics (listed in sec-
tion and human characteristics including memory. The classification (Figure
of a video streaming session at any instant is influenced by previous samples, so this archi-
tecture presents a first phase which classifies video chunks, with 1 second for example, and
then updates this value based on previous classifications. The architecture is influenced by
characteristics of video and human memory. Moreover, this method needs to be calibrated
when it is deployed. The purpose of the final solution is an objective method that can be
inserted in the company PT Comunicagoes platform.

39



100.00 T . T

UoW —=
AAU —m
90.00 t+ RMIT -
_. 80.00 f -
(D)
Q 0.0 ‘l'_l_-[_ _I_ {_ + _[_
: It T
2 6000 | _l__[__[_ «I» —[— _
)
= 50.00 t+ -
2
c
s 4000 .
]
g 30.00 r .
]
10.00 F _
0.00 : - : - :
Action Commercial Documentary News Sports
Genre

Figure 4.2: Enhancement of QoE for each Genre for all three user studies [57].

‘ Start

- v S

‘ Video ~
Metrics -~

-
- Human \)
Metrics P

Figure 4.3: Method & Procedure - Architecture.

40



4.4.1 Chunk Score

Initially, the method aims to create an objective assessment of video chunks that clas-
sifies features that are independent over the time; for example, the bit-rate and the [FPS]

This evaluation aims to be objective and create an equation that simulates the effects
of the video characteristics. The equation is obtained by analysing the behaviour of the
metrics and subjective methods and must be used for values calibration. There are several
tools that contain databases and allow to obtain the quality of experience of the video.

PEV(q software allows to use the trained database with reliable values by the ITU
recommendations [52]. There are several examples of works that investigated effects of
video, such as the one in [43] that refers to a study assessing the quality metrics in the
context of freezing video, which evaluates the quality of user experience based on the
number of freezing.

4.4.1.1 Perceptual Evaluation of Video Quality (PEVQ)

PEV( [52] is an example of software used in databases by OPTICOM Company. It
analyses the degradation of the original video (reference) and the video received (impaired);
therefore, it is always necessary to have a reference (intrusive system).

Figure contains an intrusive test scenario using PEV(q software. The evaluation
is carried out on samples collected near the server and close to the client. This type of
intrusive systems is complex to implement in practice by an operator; the non-intrusive
systems have many advantages in terms of the level of implementation.

Mobile Network: Wired Network: — LA
«r UMTS, WiMax, etc. ISDN, DSL, etc. ‘—r o
Far End Side | NearEnd Side

<

Impaired

P we we e ol

Reference

o — e —

OPTICOM's PEVQ

Figure 4.4: Intrusive scenario [52].

In the case of smooth streaming technology, the files do not degrade video, and received
packets are always complete (TTCP)) but with a delay (there are only retransmissions).

Figure[d.5|shows an overview of the software PEV(q, characterized by an intrusive system
(second signal) over the time. This process starts with the temporal and spatial alignment
in videos to be possible to analyse the perceptual differences using YUV color image (Y, Cr,
Cb) (section[2.3.1)). In the next module, PEVq software classifies the distortion (distortion
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classification module) using a database trained by humans. These databases trained by
human allow to get MOS values for specific factors (metrics), for example bit-rate and

FPS. Finally, there is a module that integrates the classifications over time to return a
final value (PEVq Score).

Reference Signal

Temporal indicators @ Distortion . PEVQ Score

Temporal _indicator
and spatial Perceptual intogration puccl RN

i — AY .
alignment Wiffaromco ~* Distortion for cause

:

Impaired Signal

(Y,CrCb) — scr—  classifi analysis

cation
© ==
time

Figure 4.5: PEVq Architecture [52].

In smooth streaming, the tracks are transmitted with different bit-rates; the degradation
of the video is done on the server and then it is transmitted. Thus, PEVq software is
possible to use in the video score with the comparison between degradation of the network
and the quantified files in several qualities. This software may allow calibration of the
chunk score, as noted above. The server contains a track with a maximum bit-rate and
other lower bit-rates that were distorted with decreasing bit rate, so it can equate to a
distortion in the network.

The software prediction is necessary to verify the characteristics of the video and com-
pare them with the metrics of the smooth streaming player. The requirements of the
OPTICOM platform are as follows:

e Presents a mapping scale of 1 (bad) to 5 (excellent) for the perceptual evaluation of
video quality.

e The input parameters only accept uncodec video (YUV Raw Files and AVI) with 2.5
up to 30 fps rate (require conversion from the MP4 to the RAW).

e Ability to use profiles with Common Intermediate Format (CIF]) (352x288 pixels),
Quarter Common Intermediate Format (176x144 pixels) and Video Graphics
Array (VGA) (640x480 pixels), but in smooth streaming it has various resolutions
and these can go to Full HD (1920x1080 pixels).

In the evaluation process, the chunk is calibrated with PEVq software. In the assess-

ment of video quality, the video is analysed by the quantity of pixels per second (bit-rate
(bps)), by the processing performance of the player on the client with the FPS, by the
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relation of the size of windows device with default size defined in the track, and by the
network congestion status by the re-buffering metric. Briefly, the chunk score is obtained
by the following metrics:

e Bit-rate [bps]
e Frames per Second [FPS]
e Re-buffering time [seconds]

e Windows/Resolution [ratio]

4.4.2 QoE update over time

The chunk score mechanism is based on metrics of the video and do not depend on
time. Quality of experience depends on the samples at current and previous time, and the
human mind is responsible for this behaviour. It follows an example to understand the
effect of human memory: when the quality of a stream increases to one higher quality, it is
better than to decrease to the minimum, but it has the same average value. The method,
in a first step, obtains the score chunk value depending on the video characteristics and
then, in second phase, it updates the score chunk values based on a filter of human memory
with previous values (this method has a sampling frequency (fa = 1Hz)).

The mechanism of human memory is an area with many research and development
works; for example, the work in [25] proposes a method to build a database of human
mental data including the human losses by forgetfulness. In this step, the main objective
is to update / get the final value of the QoE, based on a model with time varying and
lowest approximation error. Time-Varying Subjective Quality (TVSQ) report presents the
effect for variation in quality over time based on the filter [13].

4.4.2.1 Time-Varying Subjective Quality (TVSQ)

The work in [I4] presents a paradigm for time-varying subjective quality estimation
[38][60] (Figure [£.6), but the dynamic part of the model is only TVSQ. TVSQ simulates
human performance with several video conditions, for example, re-freeze frame and re-
bufferings that, after these values, are stored in databases to process the methodology.
General model of Hammerstein-Wiener[70] (Figure was used to find a human filter
solution, and this model has a filter that requires non-linear inputs and outputs. In this
model, it is obtained specific quality (¢*[¢]) in the first phase, which can be corrected ({[t])
to approximate the value of MOS (Figure . This work notes that the first 15 seconds
of human memory have more impact in the quality of experience.

Figure shows the IIR filter with 30 samples (assumed: f = 1Hz) that can simulate
the human memory memory [26]. The response of the filter is only about the first 30
seconds that influenced the update of MOS value.

Initially, in the evaluation of the video stream, the method starts the playback without
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Figure 4.6: Time-varying subjective quality estimation [14].
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Figure 4.7: Hammerstein-Wiener model for TVSQ prediction [13].

previous values. There is no historic of the session information when the video stream is
started, so the lack of previous values is initially a problem, since the last 30 samples (f =
1Hz) are necessary for the method to apply the filter of human memory.

The solution proposed adjusts the influence of the samples to 100 percent; for example,
the first evaluation (starts at 0 seconds) of the chunk depends only on the current value.
The next evaluation (starts at 2 seconds) depends only on the previous and current value.
These values are adjusted to 100 percent, with the previous value influencing 63.75 % (40
%, default by filter, more 23.75 % by adjustment), and the actual value influencing 36.25
% (12.5, default by filter, more 23.75, adjusted).

Figure shows a graph (filter behaviour) with the influence by previous seconds in the
human memory.

Other works verify that the influence of ancient samples is only present for an amount of
time. For example, the work in [26] of the human brain presents several types of memories,
short and long term. In this case, when the user watches a video, the probability of
information to stand in the long term memory is very low and it is only used the short
memory.

Figure shows the architecture proposed of the method that obtains the QoE. The
architecture can be divided in two processing stages. In the first phase, the method uses
metrics of the network and the user device in the mathematical expression to obtain the
video quality. In the second phase, the method uses the previous value, obtained in the
first phase, to update based in the previous QoE values and in the influence of human
memory. This influence is based on 30 previous samples that are updated in each second.

In the chunk score update (method implemented), sampling frequency is very crucial
to select the chunks, because these chunks, contain 2 seconds of the video; thus, the chunk

update can be done in seconds (figure [4.10). There is an exception when the time of re-
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Figure 4.9: Architecture to obtain the [QoE]

bufferings does not have integer value; so the chunk can be evaluated 10 times in the 1
second (100 ms sampling (ﬁgure); subsequently it is performed averages of 10 samples.
Briefly, update occurs each 1 second and the chunk score (characteristics of the video)
has a sampling rate of 10 samples within 1 second (100 ms).

In this architecture, it is necessary to create an equation that relates all metrics and
then returns the video quality. After this, it is necessary to check the influence of the
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human memory filter. The influence of the human memory filter can be checked by the
real scenarios that use the subjective methods (surveys).

N - positive integers

>

Seconds

N+ 1 N+2

=} --

N intervals - update

Chunk Score (average) chunk score value

Figure 4.10: Method proposed - Sampling Frequency.

4.5 Conclusions

In this chapter, the architecture of the QoE evaluation method was proposed to obtain
the quality of experience in adaptative streaming. Initially, the section described the
possible types of evaluation in the measurement and its adaptation to the service Meo
Go. PT company aims to integrate the method into their systems, so the method has more
facilities to import to ArQoS [55] system (probe). The section presented the metrics
that the player can export to the proposed method. This selection is based on the smooth
streaming architecture (section[3.5]) and the more influenced metrics to[QoE]l Subsequently,
the architecture of the method of obtaining the was presented in two main phases:
one that influences the quantification of the video quality and another that considers the
influence of the human memory. In conclusion, the architecture can be implemented in a
module that provides an adaptive quality video stream to the operator.
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Chapter 5

Implementation of Heuristics
Monitoring

5.1 Introduction

This chapter presents the implementation of the solution to predict the value of
adaptative video streaming. As mentioned in the chapter [ the objective and subjective
evaluation are closely related; the objective method is always preferred, but subjective
methods are required to calibration. So, this chapter aims to implement the proposed
solution and it is divided into two parts:

e Section In this section, the objective method will be implemented based in the
proposed architecture (Chapter . The prediction is performed in two phases: the
first is an evaluation of the chunk based in characteristics of the video; in the second
phase, the chunk score is updated with the previous samples (based in a human
memory filter).

e Section In this section, the subjective method will be implemented using ques-
tionnaires with test scenarios. To facilitate the collection of the results, it is devel-
oped a web page with videos that contain different characteristics and a bar for
submission evaluation.

5.2 Objective Assessment

The assessment required using the objective method allows to monitor the network
performance metrics and the terminal device (Client). This quality management of user
experience has advantages for the provider of the video streaming service, thus it can
improve the packages delivery of the stream service. In this section, the proposed method
will be implemented in two phases; Initially, this method allows to score the video, based of
the network and terminal, Bit-rate, FPS, re-buffering time and size of windows device. In
a second phase, it is performed an update to the chunk value based on a filter of the human
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memory. This implementation process is treated mathematically with both MATLAB and
EXCEL tools.

5.2.1 Score Chunk

In the first phase of the prediction value implementation, the method is based on
specific features of the video. This method aims to be implemented in a mathematical
expression for possible integration into the PT communications system. The score chunk
alms to assess the specific characteristics of the video. In the assessment of the metrics,
OPTICOM tool is used to get a method. This tool also allows to take benefit of
database in order to calibrate the method. The following video characteristics are
evaluated:

e Bit-rate [bps]
e Frames per Second [FPS]
e Re-Buffering [Seconds|

e Windows Size & Resolution Track [Ratio]

5.2.1.1 Analysis - Heuristics parameters

Briefly, this work is divided into two parts. First a general equation is obtained and
then it is trained. The best way to obtain a general equation that approximates the metric
of a value, is first to observe the behaviour of each metric separately; because this
way, it is much easier to analyse the metric behaviour. Only then, we combine the results
together. Finally, the general equation is trained by using values, that were acquired
through the database provided by the [PEV(] software. This method is a good solution,
because it uses the real opinion of many people.

Bit-rate

Bit-rate is a metric that measures the streaming adaptation, and the behaviour can be
approximated by an inverse tangent function. This behaviour is defined by the increase of
quality. Figure [5.1| shows the increase of the MOS with the bit-rate and it is obtained by
the work in [54], which developed and tested the metric as a function of several factors, by
real human opinions.

Frame rate

FPS introduces a behaviour as the one that can be seen in Figure 5.2 This curve was
obtained taking into account several works, such as [29]. This metric tests the behaviour
of the filter that displays the human eye (around 24 [FPS]), and large FPS values allow an
optimal MOS value. The curve can be estimated by a logarithmic function.
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Figure 5.1: MOS value with Bit-rate.

MOS 4

FPS

Figure 5.2: MOS value with FPS.

Based on the above analysis, it is possible to verify that the behaviour of the two
heuristics can relate with Figure With two metrics, the behaviour of frame rates
interferes with the evolution of the bit-rate, because the frame rate is crucial if the video
allows to have a sequential session.

Bitrate

Figure 5.3: MOS with Bit-rate & FPS.
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Re-buffering

The re-buffering is the metric that has the worst impact on [QoE] because a user does
not want to see the video with stops (misses the reality of the session). With the increase
of bit-rates of the stream (HDland Full [HDI), the network may congest and then the videos
are affected by the stops in the session. People prefer lower quality and to see a continuous
video stream.
Figure [5.4] presents the MOS behaviour with the re-buffering. The behaviour starts with a
reliability zone (shift at Figure that keeps the MOS value and it is caused by human
perception. People knows that a video has to do a bit of buffering. After the start of
the session, the re-buffering can degrade very much the quality of experience. Thus, the
behaviour can be represented by a logarithmic function, since it is different to wait 2 or 4
seconds or 20 or 25 seconds.

MOS

—»
>

>« Re-Buffering

Figure 5.4: MOS value with Re-buffering time.

Ratio between windows size & default size

Nowadays, the resolution of video is very crucial in the[QoE| There are large displays and
small displays, but the broadcast streaming can be played on each of them. Figure[5.5(shows
the bit-rate with the horizontal screen resolution, so the quality of experience depends on
the client device. The ratio needs to be a value between the size of the window and the
resolution recommended. The behaviour of the ratio with the MOS can be represented by
a logarithmic function. Figure [5.6] shows this behaviour that was obtained by the work
developed in [37], but also it can be confirmed by the following expression: ”Therefore a
MOS of 3 for a small screen means that the video is about as far from the quality of the
best video at that screen resolution as is a video of MOS 3 that is shown on a large HD
screen” [12].

Compression

The codec compression is an important part of [QoE], but that will not be implemented,
since it is considered that the work has the same video codec AVC/H.264. Therefore,
irrespective of the codec used, it always uses the same stream. Figure presents the
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Figure 5.6: The value of MOS with Ratio [windows size & default size]

quality of several video codecs; the codec with lower losses is H.264; this is the one used
in Meo Go service.
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Figure 5.7: Video test: codecs, picture ratio and bit-rates in visual quality [30].
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General equation

The characteristics of each metric were analysed in the previous sections. The method
proposed aims to relate together the features of the video, in the mathematical expres-
sion [5.1} In this case, the characteristics that directly depend on the video are: the
bit-rate and FPS (referenced in the session , and the mathematical expression
relates the two metrics through a multiplication. Network performance is analysed by the
buffering metric, in which the time of re-buffering is crucial to calculate the quality of ex-
perience. This metric will present a subtraction in the general equation. This subtraction
is also justified by the independence that exists between the bit-rate and the FPS. The
fourth metric is the ratio between the size of the user’s device window and the resolution
pre-defined by the track. This metric creates the blur frames in the video when the screen
size is higher than the standard.
General equation [5.1] combines all metrics, then, it will be necessary to calibrate the values
(v1, v2, ... , v8), which will be performed in the following sections.

Scorepunks =1 + vg arctan (Bitrate X vs) x log (vy X FPS) —log (vs X Rebuf fering + vg)
—log (v; X Ratiog;,e + vg), (5.1)

5.2.1.2 PEVq

In the general equation, the values of unknown parameters are crucial to the final

equation of the chunk score. This section implements the calibration method described
in section the proposed calibration is based in the mechanism that uses the PEV(q
software (MOS] database).
This software was built on a trained database which analyses the differences between two
videos and returns the MOS; as stated in section [2.3.1] the distortion is evaluated in YUV.
Thus, the calibration is performed by creating uncompressed video files with different
characteristics, and then it evaluates them in the PEVq program.

The calibration values of 4 videos of different genres were analysed; the bit-rate, FPS,
re-buffering time and the ratio between the size of the terminal window and the resolution
of the track (resolution default). As there are four parameters and the method is non-
linear, the MATLAB tool was used in the implementation.

In a first step, the video was obtained in an uncompressed file (RAW) of a high-quality
video [HD (720p), FPS = 30]. In the process to analyse, this video file must have 2 or 8
seconds, because the adaptative streaming uses packages that contain 2 seconds of video
with fixed bit-rate.

In a second step, Microsoft Movie Maker was used to edit videos and the reference video was
created with the higher characteristics (Figure to not lose the quality of the reference
video.

In a third phase, the AVS Video Converter (version 8.3) program was used to convert
the video to an uncompressed format. Now, it is possible to have an uncompressed video
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Video settings

Width: 1280 pixels

Height: 720 pixels

Bitrate: |100000  kbps

Frame rate: |3[J fps
Audio settings
Audio format: | Mo audic A

Figure 5.8: Video Characteristics (Movie Maker).

version with 2/8 seconds to use in the PEVq software. In the video streaming, the codifi-
cation is essential to data, so the uncompressed video will be converted to the format used
in Meo Go, Advanced Video Coding ([AVC), and then turn to be decompressed; this phase
allows to consider the codification effect.

PEV(q software requires two converted files: one as the reference file and the other as
the test file. The software will calculate the MOS between these files by YUV distortion.
The test file contains different characteristics to allow to evaluate the metrics of the quality
of experience and it was used the Movie Maker software to edit these videos.

When it is aimed to add a time re-buffering in the video, it is simulated by a black image;
it should be noted that it was necessary to keep the same resolution and quality of the
image.

In this process, it was necessary to overcome the time taken to run several phases,
which took longer than planned due to the use of uncompressed video, large files and slower
processing. The size of a compressed video is obtained by multiplying the time elapsed with
the result of equation [5.2|the variables are in the Table [5.1)), as mentioned in chapter
A compressed video bit-rate is lower than uncompressed bit-rate; the calibration process
used always values of decompressed bit-rate, because the video is analysed by the YUV
color image.

Variable Name Description
Color Color Color Depth (bits/color) with Color Model (RGB,YUV,..) ratio
FPS Frame rate Frame Frequency (Frames per Second)

PixelSize | Pixel Size Dimensions - Wide x High pixels

Table 5.1: Variables of the uncompressed data rate

Uncompressedpatarate = Color x FPS x PizelSize;

(5.2)
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Calibration values

To calibrate Equation [5.1] it is necessary to have a good amount and range of values to
test, but the method implemented has an operation range of the video characteristics that
were defined by current streaming characteristics. These ranges are:

Bit-rate (coded at H.264/AVC1) - between 200 kbps until 5 Mbps;

FPS - between 2 FPS until 30 FPS;

Re-buffering - between 0 seconds until 20 seconds;

Device windows size and track resolution ratio - between 1 until 19.96;

MOS values were obtained and generated by the database (PEVq software) with the
different video characteristics. It is used the four videos with different characteristics.

The Surface Fitting Toolbox (sftooll) function of MATLAB was used to estimate the
values of R-squared obtained from the Eq. [5.1] in relation to the original. This MATLAB
function presents a graphical interface to display 3D graphics.

Bit-rate &

The general equation consists of four variable values and various fixed values (calibration
values). The best way to perform this calibration is to use a tool that accepts 4 input
variables (Bit-rate, FPS, Re-buffering and ratio size), but there is no recourse to a tool
that enables this advantage.

The relation between the Bit-rate and the FPS is calculated when the Re-buffering and the
ratio size does not influence the QoE, so it is assumed that the Re-buffering is 0 seconds
and the ratio size is 1.

In the Figure [5.9] the results obtained, by PEV(q, are characterized by inverse tangent
(as in the Section [5.2.1.1)). These results are used to calibrate the Equation [5.3]

Subsequently, the program calculates the fixed values vy, ve, v3, v4, that allow to
calibrate this singular equation. The variable existence, vy, is an offset to build the singular
equation [5.3]in the general equation [5.1]

The R square value was obtained by the sftool program to verify if the equation approaches
the information of the database trained; the value is 0.9 (near to 1), so it confirms the
confidence in the equation.

The order of metrics calibration starts first with the more relevant metrics. The ratio of the
window size and the resolution of the track has less relevance, and the FPS and Bit-rate
have more relevance in the quality of experience of the user.
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MOS

2 25

Bitrate

Figure 5.9: Graph - (Bitrate, FPS,MOS).

Assume in the equation |5.1]:
Rebuf fering =0

Ratiogereen, = 1

f(Bitrate, FPS) = vy 4+ vy X atan((Bitrate x v3)) X log(FPS x vy) (5.3)

Coef ficients (with 95% confidence bounds) :
v = 2.038(1.722,2.354)
vy = 1.027(0.8296, 1.224)
vy = 1.4279(7.265797 2.1147)
1 = 0.3031(0.2014, 0.4049)

Goodness of fit :

SSE =6.912
Rsguare = 0.8817

Adjusted Rsquare = 0.874
RMSFE = 0.3876

The dots in the 3D Graphic in Figure |5.10| represent the real values of the trained
database, and the surface represents the result of the Equation [5.3] with the calculated
coefficients.

The real values and the ones of the equation have slight differences: for example, in the
point (2.5Kbps, 30 FPS, MOS = 4.7), the equation has a lower value.

Bit-rate & [FPS| & Re-buffering
In this section we will include the metric re-buffering in the equation. The new equation
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Figure 5.10: Surface - (Bitrate, FPS,MOS).

f contains (bit-rate, fps) and the logic of re-buffering, so the equation calibrated will have 3
metrics. To obtain the Equation [5.4] we assumed that the Ratiog4.ree, = 1. The calibration
was processed with the PEV(q values by the sftool software.

The program allows to return the R square value that is used to confirm the approximation
between the values used in the calibration and the curve obtained by the Equation
in this step the value 0.9083 of the R square is a value that offers assurance. Figure|5.11
presents the results that confirm the expected behaviour in the Section [5.2.1.1} a logarith-
mic function with a large decrease.

Assume in the equation [5.1]:

Ratiogereen, = 1

f2(Bitrate, FPS, Rebuf fering) = f(Bitrate, FPS) — log(vs x Rebuf fering + vg)
(5.4)

Coef ficients (with 95% con fidence bounds) :
vs = 3.064(1.291, 4.837)
vs = 0.5407(—0.9883, 2.07)

Goodness of fit :
SSE =0.07071
Rquare = 0.9312
Adjusted Rsquare = 0.9083
RMSE = 0.1535

Bit-rate & [FPS| & Re-buffering & Size(ratio)
Finally, the equation has 4 metrics, when it is inserted the last metric (ratio of the
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MOS vs. f, Rebuffering

Rebuffering f

Figure 5.11: Surface - (f,Re-buffering, MOS).

screen size and resolution of the track). Thus, the Equation (f2) will be referenced to
the calibration of previous values. In the process for calibrating the general equation, the R
square value had 0.91 of average in the 3 steps, which provides confidence in the deployed
process. Figure provides a curve with the effect of the screen size of the method and
the values obtained in the PEV(q software.

Accordingly, the equation is calibrated with the metric value of screen ratio, and then it
is obtained the general equation.

f3(Bitrate, FPS, Rebuf fering, Size Ratio) = f2(Bitrate, FPS, Rebuf fering)
— log(v; x SizeRatio + vg) (5.5)

Coef ficients (with 95% con fidence bounds) :
vr = 0.05652(—0.001239, 0.1143)
vs = 1.756(1.242, 2.269)

Goodness of fit :
SSE :0.01182

Rsquare = 0.9091

Adjusted Rsquare : 0.8636
RMSE :0.07687

Equation

Equation |5.6| is a general equation that relates of the metrics behaviour and it is ob-
tained by the expansion of the Equation [5.5. The calibrated equation is obtained with the
determined values of v1, v2, v3, v4, v5, v6, v7, v8. This equation gives the MOS value with
respect to the characteristics of the video, and there is the need to measure the evaluation
of user experience in a streaming session. Thus, this equation calculates a chunk value
that will later be upgraded with a filter of human memory.
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Figure 5.12: Surface - (f2,Size(ratio),MOS).

v; = 2.038 vy = 1.027 vy = 1.4276
vy = 0.3031 vs = 3.064 v = 0.5407
v7 = 0.05652 vg = 1.756

Scorecpunks =01 + vg arctan (Bitrate X vs) x log (vy X FPS)
—log (vs X Rebuf fering + veg) — log (vy X Screeng,. + vs), (5.6)

5.2.2 Filter of Human Memory

The algorithm that filters the human memory (Figure was originally developed
in the MATLAB software. It is created a script with the equation to score chunks,
and the obtained values in this equation are updated by the filter of the human memory.
The frequency is defined by a sampling period of 100 ms. In each second, there are 10
samples of the chunk score, and it is used the mean to update the QoE value. Regarding
the filter, it is important to note that, at the beginning, there are no previous values. The
implemented solution is done by the sum of weights that already have values. After 30
seconds, we have all necessary values.

5.2.2.1 MATLAB function

In the implementation of the method, first of all, it is necessary to evaluate the chunk.
Then, the value based on the filter of the human memory is updated. It is used a Equa-
tion to obtain the score of chunks. Those scores are stored and subsequently passed
through the filter of human memory (Section Figure 4.8). Thus, a function was
constructed to accept arrays as an input, in which each position represents 100 ms.

It is possible to create more complex scenarios to be able to predict the quality of consumer
service. These scenarios will be made in the streaming session, where quality is constantly
changed, such as bit-rate, FPS, and other metrics, to prove the implementation of the

o8



method.

Figure [5.14] shows the structure method to obtain QoE that was implemented in a MAT-
LAB function. This implementation is divided in two steps: in the first step, the metrics
are obtained and then the chunk score is rated; In the second step, the filter of human
memory uses the mean of the chunks to estimate the QoE value.

INPUTS:
-Arrays with the same size
-Each element of the array corresponds to
the following timescale
[100ms 200ms . . . ]

[QoE] = QoE_Obtain(Bitrate,FPS,Rebuffering,ScreenRatio)

Figure 5.13: Function interface

The implemented MATLAB function is characterized in the Figure [5.13] where it re-
ceives as input parameters, the Bit-rate, FPS, Re-buffering and Screen ratio. These pa-
rameters will be ranked every 100 ms using the Equation [5.6, and later the average is
performed with 10 samples every second. This average will be updated in the filter of
human memory based on samples from previous quality of experience. At the end, there is
a value of updated every 1 second; this time interval is below the value of the length
of chunks (2 seconds).

5.3 Subjective implementation

Subjective assessment assesses the validity of the implemented method and it aims to
obtain real values of quality of experience for the user. There are several scenario tests
created with different characteristics of videos. The test scenarios will be presented in
Section [5.3.1] We consider the ITU recommendations to perform subjective validator;
where a main recommendation [24] with is more than 50 replies in the questionnaire. It
was created a web page in order to simplify the access and to easily scale the number of
replies in the questionnaire. This web page presents 20 video tests that are defined by
video characteristics, like the bit-rate, the FPS, the re-buffering and the screen-size.
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Figure 5.14: Structure method.

5.3.1 Test Scenarios

The logical structure of the test scenarios is crucial to obtain the values of quality
of experience, in order to allow sequences and characteristics related to the implemented
method in cases of more complex streaming videos. Thus, the existence of 20 videos with
variable time (5 minutes), allows the user to not be bored when watching them and to not
be influenced by the previously watched videos. The strategy of implementation of each
scenario will be explained individually. This method of subjective assessment will have the
purposed of verifying the objective method and give a final calibration. The Table |5.3.1
depicts the characteristics of the tests, but they are going to be presented in more detail,
individually.

There were created tests in order to follow the time of the recommendations made
by MPEG (ITU) [24]. Note that, the table presents the expected value of QoE
that was calculated using the method implemented in this dissertation. The chapter [0]
will compare the expected values with the obtained ones. Two videos were selected to
create the scenarios, and their selection was based on scenes with different natures and
complexities: the category of sport (test scenario 1 to 15) and the category of animation
(test scenario 15 to 20).
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1 5Mbps 25 0 1280x720 48
2 IMbps 15 0 1280x720 3.202
3 500Kbps 2 2 360x240 1.027
4 1Mbps 15 0 480x360 2.308
5 IMbps 25 0 1280x720 3.547
6 | 200K/500K/IM/2.1M | 10/20/25 1 1280x720 1.893
7 5Mbps 25 1 720x480 3.222
8 IMbps 15 2.5 480x360 3.642
9 500Kbps 25 0 1280x720 2.733
10 500Kbps 25 5.5 1280x720 1.121
11 5Mbps 25 0 1280x720 18
12 1Mbps 25 35 480x360 1.398
13 500Kbps 25 1.23 480x360 2.09
14 | 500K/1M/5Mbps 25 0 480x360 3.63
15 200K /2. 1Mbps 10/20 2 720x480 1142
16 500Kbps 20 0 1280x720 2.733
17 50Kbps 15 0 720x480 2.436
13 50Kbps 5 0 720x480 1.728
19 50Kbps 5 0 720x480 1
20 50Kbps 15 0 1280x720 1.769

Table 5.2: Tests Scenarios in the survey

e Scenario 1

This first example is designed to be an initial video with a very good quality, so
the user can create a reference to the original video. This reference is determinant
to the classification of the following videos, because, the user is mentally comparing
the features with the original one. This video has a rate of 5 Mbps, 25 FPS and a
resolution of 1280x720p.

e Scenario 2

In this scenario, it will be decremented two metrics of video to analyse the user rating.
In this scenario the characteristics of the video designed with a medium quality with
a bit rate of 1 Mbps, 15 FPS with a resolution of 1280x720p.

e Scenario 3

This third scenario is designed for streaming with low quality of experience for the
user to realize the worst quality. It is used 2 seconds of re-buffering, a smaller screen
(360x240p), a low bit-rate value, about 500 Kbps, and 2 FPS.
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e Scenario 4

This scenario aims to test the ratio of screen resolution: it is used the second scenario,
but with the decrement of the window size to 480x360p in order to understand if it
affects the users experience.

e Scenario b

The metric FPS is very important for the quality of user experience. In this scenario,
the influence of FPS will be tested. This scenario is created to improve the second
one. The FPS value will be increased to 25 FPS (the rest of the video characteristics
are the same) in order to understand the changes in users experience.

e Scenario 6

In this case we will present a scenario with quality changes. Initially, the user will
have to wait 1 second for the re-buffering, then he begins to play the minimum quality
(200 Kbps, 10 FPS and 1280x720p) for 2 seconds, then it is raised the quality to 500
Kbps, with 10 FPS and a resolution of 1280x720p also during 2 seconds. Then it is
raised the bit-rate to 1 Mbps (20 FPS, 1280x720p) with the same time. After those
2 seconds, bit-rate reaches a peak of 2.1 Mbps (25 FPS, 1280x720p) for 2 seconds
again. Later, it ends with a 4 seconds of video that presents a bit-rate of 1 Mbps (20
FPS, 1280x720p).

e Scenario 7

In this scenario, the video used is the same as the first scenario, but the window size
is changed to 720x480p, and it is added 1 second of re-buffering time. This scenario
aims to measure the quality of experience with these variations.

e Scenario &

In this scenario, the video is the same as in the second scenario, but it is added a
2.5 seconds re-buffering, and the size of the screen is decreased to 480x360p. In this
case, the aim is the same as in Scenario 7.

e Scenario 9

In this scenario, the bit-rate is the same as in the third one (500 Kbps), but FPS
is increased to 25, it is added 5 seconds of re-buffer and it is used a window size
of 1280x720p. This test scenario aims to check the QoE value with the decrease of
bit-rate of 500 Kbps to 1 Mbps.

e Scenario 10

In this scenario we will determine the results on variations of a high re-buffering value
(5.5 seconds).
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Scenario 11

Scenario aims to assess the user memory. The main objective is to observe the
discrepancies of two scenarios, this one and the first scenario that contains the same
video.

Scenario 12

In scenario 12, the objective is to evaluate the quality of experience in the mobile op-
erator perspective, because it is presented the resolution of a smart-phone (480x360p)
and network congestion that affects the time of re-buffering, there are the character-
istics that affect the mobile network. The other scenarios contain better resolutions,
such as the HD (1280x720p) and the SD (720x480p).

Scenario 13

This scenario presents variations in all parameters, except the bit-rate, like the third
scenario. This is characterized by having bit rate of 500 Kbps, 25 fps and size of
480x360p window, with a re-buffering of two seconds in 1.23 seconds and at 2.30
seconds.

Scenario 14

In this case, the bit-rate starts with 500 Kbps for 2 seconds, then increases to 1 Mbps
for 2 seconds, ending it up the last 2 seconds with 5 Mbps. The FPS does not change,
it is fixed at 20.

Scenario 15

This scenario presents variations in the bit-rate and FPS over the time, it is the case
that start with a low quality and then increases to a medium quality. Initially there
is a re-buffering of 2 seconds. In this case the bit-rate starts with a 200 Kbps (10
FPS) for 2 seconds, and then increases to 2.1 Mbps (20 FPS) for the next 2 seconds.

Scenario 16

In this case it is only changed the window size. The objective of this scenario is
to understand the changes in users experience with the variations of the screen res-
olution. In this case initially the video is played in 1024x720p for 2 seconds, then
switched it to 1920x1080p for 2 seconds, after 2 seconds on 1024x720p.

Scenario 17

This scenario presents a very low bit-rate (50 Kbps) in order to check whether there
is influence on playing animation videos with so low quality (FPS = 15).

Scenario 18

This is similar to the 17th video, but it is decremented the FPS to 5 FPS.
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e Scenario 19

This is similar to the 18th video, but with a re-buffering of 5 seconds.

e Scenario 20

This is the last scene, and it uses the 17th video’s scenario increasing the size of the
window to 1280x720p.

5.3.2 WEB Page

The page hosted in our server group is characterized by having an interface with
twenty videos and, below each one, a scale of rating quality (MOS]scale 1-5) is displayed.
This page contains videos uploaded on Youtube with different characteristics. One test
was done on Youtube to check if the video quality was changed. After the video file being
uploaded, we downloaded it to a local folder on a computer to analyse if the character-
istics were changed. The struct on the web page is dynamic to the user, thus Hypertext
Preprocessor (PHPI) was used to create the MOS scale buttons to allow the user to classify
the videos. Later it was necessary to submit the data to a database. MySQL was used to
store the data of each survey response.

So the different languages to create this resource are as follows:

e [HTTDPI to create the base structure;

e Cascading Style Sheets ((CSS)) to create the visual style, colors, and fonts;
e [PHPI to create buttons and selection that will subsequently read the data.
e MySQL to store the answers in a database.

The videos were loaded in the same web page, based on iFrame element. This allows
to reproduce compressed videos archives (AVC|/H.264 and [AAC]). As in this case we only
aim to analyse video quality, the audio part will never be analysed, because the video is
not influenced by the audio.

The structure of the web page can be seen in the figure [5.15, The header contains a
presentation of this survey, and below it contains the videos with different scenarios. There
is a bar evaluation for the user to choose the value of the video quality, and at the end,
the page contains a button to submit the results.
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Figure 5.15: Survey - WEB Page.
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5.4 Conclusions

In this chapter it was presented the implementation of the solution that was proposed
for monitoring the transmission of adaptive video service in the Meo Go service. The
possible implementation into their system requires an objective method. Thus the solution
of implementation starts with the objective method, as mentioned in chapter 4. First, the
scored chunk is assessed using the metrics bit-rate, FPS, re-buffering and the ratio of the
window. The scored chunk is obtained based on a mathematical expression that depends
on these metrics, so it was necessary to understand the behaviour of them on quality and
to create a general expression.

The next phase is related to the calibration of the expression that was performed based
on a foundation of trained data. The human memory interferes a lot on evaluating the
quality of experience, so the value of the score chunk is updated based on a memory filter
that was applied to simulate the reality of a streaming session. The objective of the trained
method (with a database) was checked with a subjective method. The solution obtained
was more reliable using this method. Thus, in a second phase, a survey of 20 test scenarios
were conducted to prove the implemented method. The ITU recommends more than 50
people to obtain confident results, so, for the purpose of improving the way of acquiring
the responses, we designed an on-line platform for anonymous users answer.
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Chapter 6

Tests & Results

6.1 Introduction

This chapter contains the most relevant results acquired in this dissertation. After
implementing the method for obtaining the quality of experience by the user, there is the
need to test and verify the operation. The chapter contains also results related to the
behaviour of the smooth streaming player. Thus, this chapter can be divided into two
parts which will be shown below:

e Section [6.2]

The architecture of the player is the base of this method to get the quality of expe-
rience from the user. So in order to check the operation of the player, several tests
were performed with videos in the networks with different conditions. These tests
were expanded to and [VOI] and their behaviour will be analysed. PT Comu-
nicacoes operator aims to have communications services with lowest time zapping
possible; then, in this section it is created testing scenarios to calculate the zapping
time. The type of channel coding can provide better or worse compression ratios;
then this behaviour will be analysed.

e Section [6.3

After the method has been implemented, it is necessary to test and verify the expected
values of quality of experience. This section will describe tests to demonstrate the
operation of the method, both objective and subjective.

6.2 Scenarios in the operation of the player

6.2.1 Test Scenarios

In this section, it will be tested the behaviour of the player. Different testing scenarios
are going to be created, with congestion, delay, limited bandwidth and losses for state
validation of the heuristics.
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6.2.1.1 Network Profiles

Table contains profiles of networks which are subsequently used in the testing sce-
narios. Network Emulator for Windows Toolkit program was used to emulate networks
with different characteristics. This program allows to create network profiles that allow to
control the laptop interface with the real network. We note that, as was used a multimedia
web server (requires internet access to the Internet network), the Ethernet connection to
decrease the influence of the access network.

Profile BW (Dw/Up) [bps] | Latency [ms] | Loss
56 K 56K /33.6K Fixed (250) | 1079
ADSL 512K /128K Fixed (50) | 10°
GPRS 35K /10K Fixed (750) | ~ 0.02

CDMA2000 2.4M /384K Fixed (100) ~ 0.001

WCDMA 28M/1L5M Fixed (60) | ~ 0.001
[EEES02.11b 300K /300K Fixed (10) ~ 0.001
TEEES02.11b 11M/11M Fixed (10) | ~ 0.001
IEEE802.11b 54M /54M Fixed (10) ~ 0.001

Table 6.1: Network Profiles

6.2.1.2 Dedicated hosting service without traffic

The dedicated server is used to host the adaptive multimedia streaming of the providers.
This server contains a 720p (HD]) and the video file will be transmitted in various bit-
rates that depend on network and device performances. As mentioned in the previous
subsection, the network access interfere with the results, so a PING test was done to check
the performance.

Video on Demand (VOD)
The server on Demand allows to access the storage video. In this case, the VODI server

used has a Big Buck Bunny video in the http://video3.smoothhd.com.edgesuite.net/ server
with the 35 ms of PING.

Bit-rate

We include tests with differents bit-rates to check the expected funding of the system.
As predicted, a connection of 56K can not playback the stream of the video, because there
is not enough bandwidth (Figure[6.1)). Also, It is possible to observe in the Figure [6.1] that
when the beginning of the play starts with the lowest quality, and subsequently, it rises at
intervals. With 10 seconds, it is possible to have a high quality, because the these systems
of transmissions have one fast adaptation to the network.
As the scenario presents no traffic, the networks achieve better performances and this

68


h

results in quite good quality. The case of congestion will be treated in a Section [6.2.1.3] of
this chapter.
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Figure 6.1: Bit-rate [VODI

Perceived Bandwidth

The player tries to realize the available bandwidth. This calculation, as mentioned in
Chapter 3, is based on the time that takes between the requests and the size of the request.
It can be seen that there are three groups in the graph (Figure : the 56K network is
the weakest, the broadband mobile networks (CDMA, WCDMA) in the middle and finally
the faster networks (IEEE 802.11g). In the case of mobile networks, the player perceives
less bandwidth because the mobile networks exhibits more delay; then the player makes
an estimate with lower bandwidth. This estimation of the player also depends heavily
on the network status; in the case there is no traffic. The case scenarios uses a network
that is almost ideal, because it use only the characteristics of the physical layer (without
background traffic).

Latency
The latency is an important characteristic of the network, and if the value is high enough,
it may compromise the network performance. Latency is a metric that can more to vary, it
depends of the network congestion and performance. In this case, it is possible to observe
in the Figure [6.3|that the mobile networks (CDMA & WCDMA) and ADSL are those with
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Figure 6.2: Perceived Bandwith [VODI

more latency. The 56k is not considered, because the value of latency was high in the scale
of the graph. This latency is influenced by the 35ms ping to the server.

Video on Live (VOL)

Video on live is similar to live streaming, but have small differences, such as it will be
possible to observe. This type of streaming is used by Meo Go service. The service allows
live streaming and to see the oldest contents of the streaming video.

Bit-rate
The VOL requires the best performances, as it can be seen in Figure [6.4 Note that
only two connection(profiles) can transmit streaming video with good quality. The others

are trying to link up, but as there is more loss, delay and lower bandwidth it will decrease
their bit-rate.

Perceived Bandwidth
The bit-rate has only two profiles that are able to provide performance. Here the same
happens, as the player realizes that it is well suited to transmit high qualities. Figure [6.5
presents the increased bandwidth (54Mbps). This shows that the player does not know
well the bandwidth, but it makes a good estimate, because when it is most needed by the
network, it recognizes the best solutions in the access network.
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Latency
Since the latency is affected by the network server and the status of the test computer,
it is higher than expected. It is possible to observe in Figure [6.6] that again the two best
networks continue to have the best values. We can observe a peak of 10 seconds because
at that time the network is 11 Mbps with a peak bit-rate, as it is possible to observe in

Figure

Buffer Size

The buffer size in both VOD and VOL is shown to verify the differences in the sizes of
the video buffers. As can be seen in the Figure [6.7] it is possible to verify that the VOD
buffer fills up to avoid most impact in the network. But the VOL does not have a good
behaviour, because the video files can not be ready in the server (Live Stream), so the
data in the buffer is lower than the VOD. The buffer engine, with high capacity, allows to
decrease the fails in the network. The management of the buffer is already prepared for
the 2 scenarios. It is noteworthy that, in the service of Meo Go, the network is a factor
that will affect the performance because we will consider a VOL.

6.2.1.3 Dedicated hosting service with traffic

This section considers the existence of background traffic. In the real network, the
background traffic influences the network behaviour. In this case, the Figure shows the
test scenario with background traffic in the Smooth Streaming. The traffic was generated
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with the Network Emulator for Windows Toolkit and it is simulated with a Pareto distri-
bution. This section presents two different scenarios. In the first one we used a network
with a 54 Mbps bandwidth, we insert a background traffic in order to decrease the player
performance, so we could verify the stability of the quality changes over time. In the sec-
ond, we used a network with a 300 Kbps bandwidth, but in this cases it was simulated
the quality performance with the traffic background between of the 250 Kbps and the 300
Kbps.

Background Traffic
Loss & Errors in the
channel

NETWORK

: '
AT
I th Streami
Silverlight Video Player S Sgr?;n ;rr\?;mmg
(Client)

Figure 6.8: Scenario with traffic in the network.

Traffic Background

e 53.9Mbps of Traffic Background in network with 54Mbps of Bandwidth

The traffic is simulated with Pareto distribution. As it is not fixed, then one can not
say that there is a bandwidth of 100 Kbps. It is noted that the value of the traffic is
not fixed, because their distribution varies and the network can have different levels
of the occupation. In the Figure [6.9] the curve of the perceived bandwidth presents
this effect with the maximum extremes of this value, in the 150 and 370 seconds.
Then it is possible to observe that the bit-rate always tries to climb the minimum,
but it can not do so. Sometimes it makes re-buffering, as can be seen near the 300
seconds. The buffer size varies with its network status. The bandwidth that aims to
estimate varies because the network is not stable (Figure [6.9).

e Differences between 250 Kbps and 300 Kbps of Traffic Background in the network
with 300 Kbps of Bandwidth

In this phase, the tests are performed in a network with 300 Kbps, but with different
traffics to verify the characteristics of the player with various congestions.
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Figure 6.9: IEEE802.11g (54Mbps) with 53.9Mbps of Traffic.

In traffic of 250 kbps (Figure , it still tries the 600kbps bit-rate, but has no
success and have to use 300kbps. After the saturated network (Figure , the
player can try and reproduce the minimum quality and with some re-bufferings,
because we want a value close to real traffic, so we used this distribution.

The buffer of Figure 6.10 grew initially as the bit-rate increased, during 20 seconds,
to the peak with maximum bit-rate. Then, the buffer has a decrement, after there is
a decrement in quality (the player lowered his quality). The player keeps the bit-rate
of 608 Kbps more than 20 seconds.

After 50 seconds of time elapsed, the buffer grows the size of audio and video, because
the video streaming contains a worst quality. The player has one metric (Switching
Frequency), this metric suspends tracks that tries to increase the quality and it is
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Figure 6.10: IEEE802.11g (300 Kbps) with 250Kbps of Traffic

6.2.1.4 Zapping time estimation

One factor that greatly affects quality of service is the time of zapping: when the
consumer changes channels, aims at a rapid change and continue watching the next channel.
Therefore, we include tests to analyse the zapping time. This time is calculated as the time
of doing a request to the server to change the channel and until it is changed.

First Scenario
This scenario aims to observe the zapping time for multiple servers in the same section.
Figure [6.12] presents the time to get the manifest to analyse its the zapping time, but
what influences is the time to start playing. This may depend on the terminal where
it is, because it is an issue of decompressing the video and start playing. The time has
manifested this term because it is necessary to obtain and read the [XMI] structure, so it is
slower to get the chunk. The chunk, as is always the beginning with worse quality, makes
the size the smallest possible, and therefore, it is be much faster obtaining the chunk.
Figure |6.13| shows more details about the aim to obtain various times zapping. In the
case of source 2, it seems to be more unstable, since it attempts to increase the bit-rate
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Figure 6.11: IEEE802.11g (300 Kbps) with 300Kbps of Traffic.

and it can not. The issue of buffer shows quite similar behaviour. When there is a change
in the stream, it is necessary to re-buffering as it is possible to observe.

Regarding the bit-rate, the source 1 increases more easily than others, but the source 4
is there are with a a higher peak. This depends on the qualities that presents the manifest,
since it can be scaled and take longer to increase, and on the other hand gives more metrics
to take advantage of the best quality of service. To submit a zapping time course, it is
necessary to have the minimum bit-rate to start, as it is observed in the source 3 and source
4. Later, it climbs as fast as possible to the peak, and therefore, it can not have too many
steps because each step has a period at least 2 seconds.

Second Scenario - (VODI & [VOL)
In a second test, we aim to calculate the time of zapping a streaming and VOII
It is aimed to observe the state of the buffer and the performance level.

In the Figure [6.14]it can be observed that the zapping time doubles; it also shows the
average variation of the zapping time, around 1.5 seconds. This is not very high, but the
ideal value would be below 1 second. In the buffer size it is possible to distinguish the
& VOI because the [VOIJ requires better network performance, as can be seen in
Figure Also, the player estimates that the [VOI] bandwidth is smaller, but when
playing a stream, we verify a higher bit-rate on VODI When we have high rates of bit-rate
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‘ Start Simulation ‘
Source 1 ‘ Tz= 418 ms, Source: Big Buck Bunny ‘
Get Manifest : 138 ms
Select & Get Chunk: 23 ms
Start Playback: 240 ms
Source 2 Tz=2.981 s, Source: Elephants Dream ‘
Get Manifest : 188 ms
Select & Get Chunk: 1 ms
Start Playback: 2.792 s
Source 3
Tz=6.737 s, Source: NBA Channel |
\‘ Get Manifest : 935 ms
Select & Get Chunk: ~0 ms
Start Playback: 5.802 s
Source 4
Tz=3.316 s, Source: Changeling |
Get Manifest : 795 ms
Time Select & Get Chunk: 1 ms
v Start Playback: 2.52 s

Figure 6.12: Scenario 1 - Zapping time

and the chunks (that are downloaded through TCP layer) have a high variation, there may
increase the delay and this impacts on the bandwidth calculation. The Meo Go, by using
the [VOII service, requires the knowledge of the state of the network. This is important
because, by knowing several network indicators, the provider (PT) can adjust the stream
quality. So, it is necessary to improve the quality of service to increase the quality of
experience.
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Figure 6.13: Scenario 1 - Zapping time (Metrics).

6.2.1.5 Chunk Size with the channel type

As mentioned in Chapter 4, when there is an assessment of the type of channel,
as Sports, Information, Generalist, Kids, Movies and Documentaries, influence the com-
pression of the videos. The H.264 (AVC) codec compresses the video by using the change
of pixels between frames: if the video is slower than the average the compression is more
efficient (smaller size [15]). The chunks size is influenced by the behaviour of several types
of channels. It was tested this influence in the channels (47 channels ([I1])) of the Meo Go
server (live-picoas.online.meo.pt) during 48 hours.

The Table[6.2.1.5contains the number of channels used in the experiments (the channels
used were those served at Meo Go package without the premium channels).

In the test scenario, the chunks were obtained with the higher bit-rate (2.1 Mbps) to
have the maximum size. The behaviour of sports channels are those with larger variations
in size chunks. The movie and generalists channels have the lower variations and may be
due to have similar characteristics of contents. The channel categories information, kids
and documentary channels, have almost the same range of standard deviation. These tests
were made at intervals of 2 hours, by getting an average value.
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| Start Simulation |
Source 1 -
Tz= 490 ms, Source: Big Buck Bunn
(VOD) | 9 v
Gel Manifest : 145 ms
Select & Get Chunk: 23 ms
Start Playback: 371 ms
Source 2 | Tz= 2.629 s, Source: Live Sport |
(VOL)
Get Manifest : 166 ms
Select & Get Chunk: 1 ms
Start Playback: 493 ms
Source 1
(VOD) | Tz=1.010 s, Source: Big Buck Bunny |
Get Manifest : 935 ms
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Figure 6.14: Scenario 2 - Zapping time(VOD] & VOIJ).
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Figure 6.15: Scenario 2 - Zapping time(VOD] & VOII) (Metrics).

It is possible to verify that the contents of the channels are important for assessing the
quality of experience. The sports channels have greater realism, and therefore, a higher

rate of frames per second. Information channels and kids have contents that with a lower
rate of frames per second.
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Number of Channels Type
4 Generalist
7 Information
6 Sports
7 Kids
10 Movies
8 Documentaries
5 Music

Table 6.2: Number of Channels

This type of assessment can not be fully effective only by the size of the chunks, because
the compression method may not be linear. This research aims to approximate the be-
haviour with measurements of long sessions, and the results are as expected. It is possible
to relate the values of the chunk sizes (2 seconds at 2.1Mbps), with the type of the channel
in the Figure [6.16]

x 10°
5.311

5.3
5.29+ o]
528 @

5.27r

Chunk Size (Bytes)

5.26

5.25¢

1 1 1 1 1 1

Generalist Information ~ Sport Kids Movies Documentaries

Figure 6.16: Chunk Size with the channel type.
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6.3 Test Scenarios for the method of

To analyse the proposed QoE evaluation method, we initially tests scenarios that were
created in PEV(, where a section of video change bit-rate, FPS, Re-buffering and the ratio
between the screen size and native resolution of the track. These scenarios are classified
in PEVq software that are subsequently compared with the method implemented in this
dissertation. These scenarios have to be close to reality because the method is planed to be
implemented on the TV streaming service, that nowadays can be found away from home
(ex.:riding a train, in the restaurant, among other places with a internet connection). Even
at home, the conditions of the network may not be the best, because the Meo Go service
is used usually away from the box (include hotspot WIFT).

6.3.1 Simulate Scenario

This scenario aims to verify if the method responds well to the worst cases scenarios.
These simulated scenarios will be very important to observe the behaviour of the expected
filter of human memory. This type of evaluation depends on the condition of the person,
but on average it is expected that the filter is quite similar. In these scenarios, streaming
sequences have to have many variations, so it is possible to test the majority of the effects
of the filter of the human memory.

e Scenario 1 - Low quality of the network

In this first scenario (Figure , we tested the method in very unfavourable condi-
tions of the network. It features Re-bufferings and never increases from the minimum
quality. This scenario was simulated on the PEVq and obtained 1.72 (MOS scale from
1 to 5). Using the function that was created with the method in MATLAB, this pre-
sented a result of 1.53. This scenario happens a lot when the network is heavily
congested or the access network is weak.

e Scenario 2 - Increase quality of the network

In this second scenario (Figure [6.18)), we tested the method under conditions where
the network fluctuates; in other words, it presents poor as well as excellent condi-
tions in the network. It features Re-bufferings and once increases from the minimum
quality. This scenario was simulated and obtained a 2.7 in the PEVq (MOS scale
from 1 to 5). Using the function that was created with the method in MATLAB,
this presented a result of 2.53. Compared to the previous case, one can observe a
large increase in the MOS, because there was a large increase in the last 2 seconds of
the bit-rate; although this increase provided great quality (Score chunk = 4.9), the
quality of experience just have the value of 2.7: this shows that the memory of the
consumer is a very relevant factor.
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Figure 6.17: Scenario 1 - Low quality of the network.
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Figure 6.18: Scenario 2 - Low quality & High quality of the network.
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e Scenario 3 - Video session with a larger size

The scenario Figure presents a longer session of a streaming, where the network
conditions are not favourable. It performs well up to 1 Mbps peak, but then began
to affect the network congestion and made the bit-rate reduced. Later, the streaming
video is transmitted with low bit-rates and can make re-buffering. It was obtained a
value of 1.1 PEV(q, while the method gave a value of 1.2172. This type of scenario
can occur, for example, when a user is watching TV on the tablet and plans to go to
another room where the wireless network is poor [35].

‘ Start Simulation ‘

‘ 2.3 seconds (Buffering) ‘

‘ 2 seconds ‘
\\xx_, 200kbps,10FPS,1280x
720p
‘ 2 seconds ‘
\\xh*'SOUKbp&QOFPSJQSOM
720p
‘ 2 seconds ‘
\\Hm*r500Kbp&2DFPSJ2SOm
720p
‘ 2 seconds ‘
\. 1Mbps,20FPS,1280x7
20p
‘ 2 seconds ‘

\\xm*'SDDKbp&EDFPSJQBGx
720p

‘ 1.8 seconds (Buffering) ‘

‘ 2 seconds ‘
200Kbps,10FPS,1280x
720p
‘ 2 seconds ‘
200Kbps,10FPS,1280x
720p
‘ 1 seconds (Buffering)
‘ 2 seconds ‘
Time 200Kbps,10FPS,1280x
720p

\J

Figure 6.19: Scenario 3 - Video session with a larger size.
In the Figure [6.20} it is observed the convergence of the method that was used, over

time. It can be observed that the method adjusts according to the quality of the
conditions, by growing initially (which is good conditions). After the peak, it is
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possible to observe that the method declined and go to meet the final value (at 20
seconds) due to bad conditions (200kbps and 10 fps).

—A— QOE (Final Value)
—A— QOE (Instant Value)

A
a1
T

N
T

Quiality of Experience [1,5]
w
(63

2 4 6 8 10 12 14 16 18 20
Time (seconds)

Figure 6.20: Scenario 3 - QoE value with the time (s).

6.3.2 Video Scenario

Stream Video
1 Big Buck Bunny,1080p [22]
2 Skydive Dubai,2012,4K [21]
3 Jet Ski,720p [52]
4 Elysium Trailer,2013,4K [16]

Table 6.3: Video Streams

The implemented method was calibrated using a database of already trained sequences.
At this stage, it is aimed to check whether the method has a good confidence interval
(95%) for 4 examples of videos with different categories. The figure [6.21] shows a graph
that contains the method and 4 videos (Table in a range of FPS (5-30) at a fixed bit
rate of IMbps. The confidence interval of the method is obtained in the implementation
by Curve Fitting Tool (CETOOI]) function of MATLAB software: This range increases,
on average, with increasing FPS, caused by the channel categories. For example, it is first
necessary to realize that the bit-rate corresponds to an H.264 encoded video, and this bit-
rate has a fixed value. In the decoding process, there is a maximum limit of FPS for the
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video, but the performance of the device can have a lower value of instant FPS. Therefore,
if the video shows large movements in the content, then it creates defocus in the video,
and it is decreased the quality of the experience. In the Graph, the Stream 1 (animation
for kids) contains a high quality value at 20 FPS and the video has less defocus. However,
in the Stream 4, the quality is lower than on the other streams (after 15 FPS), then this
video has larger defocus. Clearly the results are related to the type of content of the video.

w
a1
T

of

Quality [Experience [1,5]
w

25
Method
ot X  Streaml
X Stream2
15} X  Stream3
Stream4
1 C 1 1 1 1 1 1
5 10 15 20 25 30
FPS

Figure 6.21: FPS variation @ Bit-rate = 1Mbps.

The point of view of the variation of bit-rate is also necessary to prove that the method
has good confidence interval, thus the Figure presents a test scenario of the method
implemented, with four video streams, where the bit-rate variates and the FPS is fixed at
20 FPS. The implemented method has effective confidence intervals, since just two values
are not in the range, and these values are related to an animation video. Such high ratio
with quality / bit-rate allows the user to classify higher, and so these values are above the
expected. However, the values are near to the confidence interval, so the method does not
deviate from the expected. In this perspective the values of the videos stream are obtained
by a calibrated data base, so they are not, until now, the real values. These real values are
presented in the following section.
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Figure 6.22: Bit-rate variation @ 20 FPS.

6.3.3 Real Scenarios

In the previous chapter, it was presented the subjective method. Following the ITU
recommendations, the number responses in the survey must be at least 50 or higher, to
achieve a larger convergence and thus increase the confidence level. This subjective method
is quite crucial in verifying the implemented method, and in a perspective of subjective
tests, it is difficult to get the average higher than 4.5 and less than 1.5, because not everyone
gives 5 or 1, a characteristic of MOS tests.

The figure[6.23|shows the results of the video qualities questionnaire (subjective method),
showing that the effect of ratings does not have values near the extremes (MOS = 5 or
1). The values obtained in the survey are closer to the video animation file (scenario 15-20
test). This effect may be due to having better compression than the compression made on
the sport video (scenarios 1-15): if the bit-rate can be the same, but the quality is differ-
ent, the sport video has more losses. The values obtained in the method do not deviate
much from the measured ones in the questionnaire. In this perspective, it is possible to
conclude that the method has a good behaviour when it uses the database trained, since
the subjective method does not present results near the extremes.

Note a particular case, the scenario 1 and 11 are the same, but these two are separated
by 10 scenarios. In this sense, the user when viewing the scenario 11, he does not remember
the scenario 1, and with this perspective, the values of the evaluation may be different.

Note that the recommendation ITU indicates that it must be acquired at least 50
responses, and in this work we considered 64 responses.
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Figure 6.23: Survey with 20 Scores.

6.4 Conclusions

In this chapter, the results of the proposed solution were obtained. The first results
are related with the study of the smooth streaming architecture: the test scenarios were
built in order to validate the operation of the player. At this stage, the player has been
tested with different network profiles, traffic, time zapping and chunk size by the type of
channel. The results fall into the expected behaviour of the player described in Chapter 3.
In the scenario without traffic, as we predicted, the selection of quality depends only on the
profiles created, in particular the 56K profile is not able to get a continuous video stream-
ing because it does not have enough bandwidth. In the case of mobile network profiles,
it shows higher latency; this directly affects the player by presenting a lower bandwidth.
This effect does not affect the quality of the video stream in the VOD service, but in the
VOL service there is a decrease in the video stream quality.

The VOL and VOD services present different characteristics in the network perfor-
mance. The tested scenarios show that these services have distinct buffer engines: the
VOL buffer size is lower than the VOD buffer in order to minimize the latency in live
streaming.

In real scenarios the network has background traffic, so we created test scenarios with

traffic that affects the adaptative streaming. These results indicate the main characteristic
of the smooth streaming player: the player suspends unstable qualities (track) to allow the

88



maximum of the quality of experience, when the network status is affected by the traffic.
For example, in the test scenario defined by 300 Kbps of bandwidth and 250 Kbps of traffic
(Figure , after 52 seconds, the quality is limited to 300 kbps of the bit-rate that allows
the continuous session of the video streaming.

In a second phase, we preseted results obtained by the objective and subjective meth-
ods. Initially, we created one test scenario to verify the influence of the different types of
channels. In the sport video, the size of the chunk presents the larger size, but the influence
is not significant due to the limitation of the encoded bit-rate. The method of QoE was
tested with three different scenarios. The test scenarios were created to simulate real cases.
The results allow to confirm the performance of the method implemented, because the test
scenarios are characterized by many changes over the time.

Finally, we implemented the subjective method to confirm the behaviour in the real
cases. The results of the survey show that the subjective evaluation gets similar results to
the objective ones, and that the values present a larger error when they are near the limits

(MOS =5 and 1).
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Chapter 7

Conclusions

7.1 Final Conclusions

This dissertation was proposed to develop a QoE monitoring system for the Meo Go
streaming service. This method aims to assess the metrics obtained from the Smooth
Streaming Player in order to create an ISP streaming QoE rating. This rating was estab-
lished based not only on the network performance, but it also takes into account the device
and the experience of the user.

Initially, the architecture of the player was studied to understand the implemented met-

rics and their analysis. Subsequently, test scenarios were performed to verify the operation
of the player in various types of standard access networks.
In the second phase, it was necessary to understand which metrics translate the QoE of
the user, as explained in the Chapter 4. With those metrics, it was possible to directly
evaluate the first video analysis using a filter of human memory, that takes into account
previous QoE analysis of the stream session that allows an adaptative rating over time.

To validate the performance of the developed method, both objective and subjective
tests were performed, which allowed to evaluate, according to the chosen metrics, the
quality of experience of the user.

In the objective test, it was performed a comparison between the implemented method
and PEV(q results over different network quality scenarios and metrics, such as Bit-rate,
FPS, Re-buffering time and Screen Size. In this case, from all scenarios tested, the max-
imum deviation was 0.19 in the MOS scale (from 1 to 5). In addition, the metrics were
fixed in order to test the influence of the video content in the method results, that led to
conclude that the interval confidence is not exceeded in most of the cases. In a further
phase of testing, the results of the objective method were obtained, which showed that the
proposed method works even in the worst cases.

In the subjective assessment, a questionnaire was designed to create scenarios of tests
in order to compare with the objective method. This questionnaire was created in an
internet web page that allowed an automatic submission and an easy video hosting. In
the animation video, the results were almost identical, but the sports video led to small
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discrepancies caused by the lack of identical submissions.

The proposed method has presented good results for evaluating the quality of experi-
ence, since it is influenced by features that a user considers important, such as bit-rate,
FPS, the screen size and re-buffering. This will lead to better streaming quality and satis-
faction from both parts: the provider that uses its infrastructure as efficiently as possible,
and the user that gets the better streaming quality possible based on its resources. This
matching is greatly improved by the QoE rating feedback that is given to the provider.

7.2 Future Work

This Dissertation presents some areas that are possible to develop and expand in the
future. We envision several opportunities for future work:

e The operator can create an application to measure the on mobile devices that
allows to collect informations of the streaming sessions. The application will provide
a non-intrusive measurement that can increase the quality and also provide more
information about the users.

e The adaptative smooth streaming is used to test this architecture to obtain QoE,
but there are a lot of other adaptative streaming platforms that can be used to test
it; for example, the streaming technology by Apple, Adobe and Youtube.

e With the increase of the video quality, the implemented method will need new ranges
of metrics to update QoE. For example, the ultra HD is a new technology that allows
resolutions at 3840x2160p; the work in [7] presents experimental results from the
analysis of subjective quality assessment on 4K video.

e The 3D streaming has new metrics of the performance of the device to evaluate the
quality of experience, and its evaluation is yet only addressed in the work in [63] that
introduces some possible methods to evaluate 3D qualities.
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