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#### Abstract

This chapter studies the collision avoidance problem in the motion coordination control strategies for multi-agent systems. The proposed control strategies are decentralised, since agents have no global knowledge of the goal to achieve, knowing only the position and velocity of some agents. These control strategies allow a set of mobile agents achieve formations, formation tracking and containment. For the collision avoidance, we add a repulsive vector field of the unstable focus type to the motion coordination control strategies. We use formation graphs to represent interactions between agents. The results are presented for the front points of differential-drive mobile robots. The theoretical results are verified by numerical simulation.
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## 1. Introduction

Multi-agent systems are defined as bundles of multiple autonomous robots coordinated to accomplish cooperative tasks. In recent years, the study of multi-agent systems has gained special interest, because these systems can achieve tasks that would be hard or impossible to achieve by agents working individually. Multiple agents can solve tasks working cooperatively, making them more reliable, faster and cheaper than it is possible with a single agent [1].

The main applications of multi-agent systems include the transport and manipulation of objects, localization, exploration and motion coordination [1, 2]. The main idea of motion coordination is the strategic navigation of a group of agents. Some of the main areas of research in the motion
coordination are the formation control, where the goal is to achieve a desired pattern defined by relative position vectors, the time-varying formation tracking control, where the goal is to track a pre-established trajectory while the agents maintain a time-varying desired formation and the time-varying containment control, which consists in a group of mobile agents (called leaders) that track a predetermined trajectory, while another group of agents (called followers) remain within the region determined by the leaders [3].

The time-varying formation problem has been scarcely studied and some examples can be found in [4-7]. The time-varying formation control can be applied as the solution to complex motion coordination problems. In our case, the time-varying formation allows trajectory tracking with formations oriented to the heading angle of a leader robot, as well as changes in the physical dimensions of the formations. More specifically, the time-varying formation is composed of a predefined static formation which is transformed by a rotation matrix, which depends on the orientation of a specific leader robot and a scaling matrix, which depends on a factor that varies with respect to time. This time-varying formation allows the group of agents to behave as a rigid body which can be translated, rotated and scaled in the plane.

Another ubiquitous problem in all areas of motion coordination is the possible collision between agents when they try to achieve a desired position into a formation or during the trajectory tracking. In the literature, we can find different methods to predict/avoid collisions. In Ref. [8], a mechanism for collision avoidance under central control mode (traffic control type) is presented. In Refs. [9-11], navigation functions and artificial potential functions are used to avoid collisions between agents. These non-collision strategies are developed based on a combination of attractive potential functions (APFs) and repulsive potential functions (RPFs). Works [12-15] address the formation control problem without collisions using discontinuous vector fields.

The interaction topology between agents is modelled by formation graphs, where each agent is represented by a vertex, and the sharing of information between agents is represented by an edge. The control strategies designed in this work are presented for differential-drive mobile robots. This kind of mobile robots is commonly chosen as test bed because of simplicity and commercial availability. Differential-drive mobile robots present interesting challenges because they possess non-holonomic restrictions and even though have a simple kinematic model, it presents singularities. For this reason, the stabilization of such kind of mobile robots has been studied for several years by researches from diverse viewpoints.

The goal of this chapter is to design decentralised control strategies that allow motion coordination for multi-agent systems avoiding collisions between agents. The non-collision strategy is based on previous works [16, 17]. We use bounded control strategies based on sigmoid functions adding a repulsive vector field.

## 2. Preliminaries

### 2.1. Differential-drive mobile robots

Let $N=\left\{R_{1}, \ldots, R_{\mathrm{n}}\right\}$ be a set of differential-drive mobile robots moving on the plane with positions $\xi_{i}=\left[x_{i}, y_{i}\right]^{T}, i=1, \ldots, n$. The kinematic model for each robot according to Figure $\mathbf{1}$, is given by

$$
\left[\begin{array}{c}
\dot{x}_{i}  \tag{1}\\
\dot{y}_{i} \\
\dot{\theta}_{i}
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta_{i} & 0 \\
\sin \theta_{i} & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
v_{i} \\
w_{i}
\end{array}\right], \quad i=1, \ldots, n
$$

where $v_{i}$ is the longitudinal velocity of the middle point of wheels axis of the $i$ th robot, $w_{i}$ its angular velocity and $\theta_{i}$ the orientation with respect to the $X$ axis. It is known that systems like Eq. (1) cannot be stabilised by any continuous and time-invariant control law [18]. Moreover, if the position $\xi_{i}$ is taken as output of the system Eq. (1), the so-called decoupling matrix becomes singular. For this reason, to avoid singularities in the control law, it is common to study the kinematics of a point $\alpha_{i}$ off the wheels axis. The coordinates of point $\alpha_{i}$ are given by

$$
\alpha_{i}=\left[\begin{array}{l}
\alpha_{x i}  \tag{2}\\
\alpha_{y i}
\end{array}\right]=\left[\begin{array}{l}
x_{i}+\ell \cos \theta_{i} \\
y_{i}+\ell \sin \theta_{i}
\end{array}\right]
$$

The kinematics of point $\alpha_{i}$ is given by

$$
\left[\begin{array}{c}
\dot{\alpha}_{x i}  \tag{3}\\
\dot{\alpha}_{y i}
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta_{i} & -\ell \sin \theta_{i} \\
\sin \theta_{i} & \ell \cos \theta_{i}
\end{array}\right]\left[\begin{array}{c}
v_{i} \\
w_{i}
\end{array}\right]=A_{i}\left(\theta_{i}\right)\left[\begin{array}{c}
v_{i} \\
w_{i}
\end{array}\right]
$$

where $A_{i}\left(\theta_{i}\right)$ is the decoupling matrix for each robot $R_{i}$. The decoupling matrix is non-singular since $\operatorname{det}\left(A_{i}\left(\theta_{i}\right)\right)=\ell \neq 0$.


Figure 1. Kinematic model of the differential-drive mobile robot.

### 2.2. Algebraic graph theory

Definition 1. (Formation Graph). Let $N=\left\{R_{1}, \ldots, R_{n}\right\}$ be a set of mobile agents and $N_{i}$ be the subset of agents which have a flow of information towards the ith agent. A formation graph $G=\{V, E, C\}$ consists of

- A set of vertices $V=\left\{R_{1}, \ldots, R_{n}\right\}$ corresponding to the $n$ agents of the system.
- A set of edges $E=\left\{\left(R_{j}, R_{i}\right) \in V \times V \mid j \in N_{i}\right\}$ where each edge represents a flow of information that goes from agent $R_{j}$ towards agent $R_{i}$.
- A set of labels $C=\left\{c_{j i}=R_{i}-R_{j}\right\}$ with $\left(R_{j} R_{i}\right) \in E$, $c_{j i} \in \mathbb{R}^{2}$, with $c_{j i}$ being a vector specifying a desired relative position between the agents $R_{j}$ and $R_{i}$.

Definition 2. (Laplacian). Let us have a formation graph $G$, the Laplacian associated with $G$ is given by

$$
\begin{equation*}
\mathcal{L}(G)=\Delta-\mathcal{A}_{d} \tag{4}
\end{equation*}
$$

With $\Delta$ the degree matrix defined by

$$
\begin{equation*}
\Delta=\operatorname{diag}\left\{g_{1}, \ldots, g_{n}\right\} \tag{5}
\end{equation*}
$$

where $g_{i}=\operatorname{card}\left\{N_{i}\right\}, i=1, \ldots, n$ and $\mathcal{A}_{d}$ is the adjacency matrix of $G$ defined by

$$
a_{i j}= \begin{cases}1, & \text { if }\left(R_{j}, R_{i}\right) \in E  \tag{6}\\ 0, & \text { otherwise }\end{cases}
$$

Given a formation graph $G$, there exist a path in this graph if between the vertices $R_{i}$ and $R_{j}$, there is a sequence of edges $\left(R_{i}, R_{m_{1}}\right),\left(R_{m_{1}}, R_{m_{2}}\right), \ldots,\left(R_{m_{r}}, R_{j}\right)$ with $i \neq j$. We call cycle to a path that begins and ends at the same vertex.

For further details about formation graphs, Laplacian and its properties and algebraic graph theory, the reader is referred to Refs. [19-21].

### 2.3. Mathematical miscellaneous

Definition 3. [22,23] Let $A=\left(a_{i j}\right) \in \mathbb{R}^{n \times n}$ that satisfies $a_{i j} \leq 0$ whenever $i \neq j$ and $a_{i i}>0$ for each $i$. The matrix $A$ is called an $M$-matrix if it satisfies any one of the following equivalent conditions

- $A=\eta I-M$ for some non-negative matrix $M$ and some $\eta>\rho(M)$, where $\rho(M)$ is the spectral radius of $M$.
- The real part of each eigenvalue of $A$ is positive.
- All principal minors of $A$ are positive.
- $A^{-1}$ exists and the elements of $A^{-1}$ are non-negative.

Definition 4. [24] The convex hull of a set of vectors $Z=\left\{z_{1}, \ldots, z_{p}\right\} \subset \mathbb{R}^{n}$, denoted by $\operatorname{co}(Z)$, is defined by

$$
\begin{equation*}
\operatorname{co}(Z)=\left\{\sum_{j=1}^{p} \mu_{j} z_{j} \mid \mu_{j} \in \mathbb{R}, \mu_{j} \geq 0, \sum_{j=i}^{p} \mu_{j}=1\right\} . \tag{7}
\end{equation*}
$$

Definition 5. Given a point $z_{q}=[x, y]^{T}$ and a set $Z=\left\{z_{1}, \ldots, z_{p}\right\}$, the distance between $z_{q}$ and $\operatorname{co}(Z)$ is defined by $\operatorname{dist}\left(z_{q}, \operatorname{co}(Z)\right)=\inf \left(\operatorname{dist}\left(z_{q}, z\right)\right), z \in Z$.
Definition 6. Given a vector $z=\left[z_{1}, \ldots, z_{p}\right]^{T}$, we define

$$
\begin{equation*}
\tanh (z)=\left[\tanh \left(z_{1}\right), \ldots, \tanh \left(z_{p}\right)\right]^{T} \tag{8}
\end{equation*}
$$

Definition 7. Given a matrix $A \in \mathbb{C}^{n \times n}$ with eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$, then its spectral radius $\rho(X)$ is defined as $\rho(X)=\max \left\{\left|\lambda_{1}\right|, \ldots,\left|\lambda_{n}\right|\right\}$.
Definition 8. Let $H \in \mathbb{R}^{n \times n}$ be a block triangular matrix

$$
H=\left[\begin{array}{ll}
A & B  \tag{9}\\
0 & C
\end{array}\right]
$$

With $A \in \mathbb{R}^{k \times k}$ and $C \in \mathbb{R}^{(n-k) \times(n-k)}$. Then, the eigenvalues of the matrix $H$ are the eigenvalues of the submatrices $A$ and $C$.

Definition 9. [17] Consider the dynamical system $\dot{x}=A x$ with $x=\left[x_{1}, \ldots, x_{n}\right]^{T}$ and $A \in \mathbb{R}^{n \times n}$ Hurwitz. Then, the normalised system $\dot{x}=A D(x) x$ with $D(x)=\operatorname{diag}\left\{1 /\left\|x_{1}\right\|, \ldots, 1 /\left\|x_{n}\right\|\right\}$ is stable with finite time convergence.

### 2.4. Repulsive vector fields

Let $N=\left\{R_{1}, \ldots, R_{n}\right\}$ be a set of first order agents moving on the plane. The distance between two agents is given by $\left\|\xi_{i}-\xi_{j}\right\|, \forall i, j \in N, i \neq j$. Then, the agents $R_{j}$ that are in risk of collision with agent $R_{i}$ belong to the set

$$
\begin{equation*}
M_{i}=\left\{R_{j} \in N \mid\left\|\xi_{i}-\xi_{j}\right\| \leq d\right\}, \quad i=1,2, \ldots, n \tag{10}
\end{equation*}
$$

where $d$ is the minimum allowed distance between the agents. To avoid collisions between agents, we propose repulsive vector fields given by

$$
\beta_{i}=\epsilon \sum_{j \in M_{i}} \delta_{i j}\left[\begin{array}{l}
\left(x_{i}-x_{j}\right)-\left(y_{i}-y_{j}\right)  \tag{11}\\
\left(x_{i}-x_{j}\right)+\left(y_{i}-y_{j}\right)
\end{array}\right]
$$

where $\epsilon>0$ and the parameter $\delta_{i j}$ is given as follows

$$
\delta_{i j}= \begin{cases}1, & \text { if }\left\|\xi_{i}-\xi_{j}\right\| \leq d  \tag{12}\\ 0, & \text { if }\left\|\xi_{i}-\xi_{j}\right\|>d\end{cases}
$$

The repulsive vector fields are proposed in such a way that there is an unstable focus that rotates anticlockwise as shown in Figure 2, centred on the position of the other agents that are in risk of collision.

For the control strategies designed in this chapter, we will take into account the following assumptions:

Assumption 1. The initial conditions of all agents satisfy $\left\|\alpha_{i}(0)-\alpha_{j}(0)\right\| \geq d, \forall i, j \in N$, with $i \neq j$. That is, there is no risk of collision between any agents at $t=0$.

Assumption 2. The ith agent, besides knowing the position of the agents of the set $N_{i}$, it can detect the presence of any other agent that is within the circle of radius $d$.

Also, consider the following:
Remark 1. It should be clear that the minimum allowed distance between agents $d$ must be less than the minimum distance between agents within a desired formation, i.e. $d<\min \left\{\left|c_{i j}\right|\right\}$.


Figure 2. Phase plane of the repulsive vector field $\beta_{i j}$.

### 2.5. Case of study: Formation with collision avoidance

The desired relative position of the $i$ th agent in a desired formation is given by

$$
\begin{equation*}
\alpha_{i}^{*}=\frac{1}{g_{i}} \sum_{k \in N_{i}}\left(\alpha_{k}+c_{k i}\right) \tag{13}
\end{equation*}
$$

where $c_{k i}$ is the position vector between agents $R_{i}$ and $R_{k}$. The goal is to design a decentralised control law $\left[v_{i}, w_{i}\right]^{T}=f_{i}\left(\alpha_{i}, N_{i}\right), i=1, \ldots, n$ such that

- The agents achieve a desired formation, i.e.

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\alpha_{i}(t)-\alpha_{i}^{*}(t)\right)=0 \tag{14}
\end{equation*}
$$

- Collision avoidance among agents is achieved. In addition, for all time $t$, the agents remain at a distance greater than or equal to a predefined minimum distance $d$ between them, i.e.

$$
\begin{equation*}
\left\|\alpha_{i}(t)-\alpha_{j}(t)\right\| \geq d, \forall t \geq 0, i \neq j \tag{15}
\end{equation*}
$$

A control law to achieve a desired formation is given by

$$
\begin{equation*}
\gamma_{i}=-k e_{i}, \quad i=1, \ldots, n \tag{16}
\end{equation*}
$$

where $e_{i}=\alpha_{i}-\alpha_{i}^{*}$ is the position error and $k>0$ the control gain. For differential-drive mobile robots, we have

$$
\left[\begin{array}{c}
v_{i}  \tag{17}\\
w_{i}
\end{array}\right]=A_{i}^{-1}\left(\theta_{i}\right) \gamma_{i^{\prime}} \quad i=1, \ldots, n
$$

where $A_{i}^{-1}\left(\theta_{i}\right)$ is the inverse of the decoupling matrix. We consider a normalised version of Eq. (10) to deal with a system where all agents move at the same velocity, given by

$$
\gamma_{i}=\left\{\begin{array}{cc}
-\mu \frac{e_{i}}{\left\|e_{i}\right\|^{\prime}}, & e_{i} \neq 0  \tag{18}\\
0, & e_{i}=0
\end{array} \quad i=1, \ldots, n\right.
$$

where $\mu$ is the constant velocity of all agents.
Proposition 1. Consider the system Eq. (3) and the control law Eq. (17) with $\gamma_{i}$ given by (18) and a connected formation graph composed entirety by the superposition of different cycles. Then, in the closed-loop system Eqs. (3)-(17), we have finite time convergence of the agents to the desired formation.

Proof. The proof of this Proposition is detailed in [17].
To achieve formation with collision avoidance between agents, we propose a control law given by

$$
\left[\begin{array}{c}
v_{i}  \tag{19}\\
w_{i}
\end{array}\right]=A_{i}^{-1}\left(\theta_{i}\right)\left(\gamma_{i}+\beta_{i}\right), \quad i=1, \ldots, n
$$

With $\gamma_{i}$ given by Eq. (18) and $\beta_{i}$ the repulsive vector field given by Eq. (11).
Proposition 2. Consider the system Eq. (3) and the control law Eq. (19) with Eqs. (18) and (11). Also consider a connected formation graph composed entirety by the superposition of different cycles. Suppose that there exist risk of collision between $n$ agents at time instant $t$ and $\epsilon>6(\mu / d)$. Then, in the closed-loop system Eqs. (3)-(19), the agents reach their desired position in finite time and remain at a distance greater than or equal to a predefined minimum distance d between them for all $t \geq 0$.

Proof. For the proof of this Proposition, mathematical induction is performed, first showing the cases of risk of collision between two agents and between three agents, applying induction to arrive at the general solution of $n$ agents. This proof is detailed in Ref. [17]. It is worth mentioning that, geometrically, the worst case occurs when an agent is surrounded by other six agents. Also, the value of $\epsilon>6(\mu / d)$ is very conservative, so it is possible that with a lower $\epsilon$, collision avoidance is achieved.

The results obtained from a numerical simulation using the control strategy given by Eq. (19) are shown below. For the simulation, three differential-drive mobile robots are considered, where the point $\alpha_{i}$ to be controlled is located at 0.045 m in front of the mid-point of wheels axis. The formation graph using in the simulation is shown in Figure 3.

The parameters used in the simulation are $d=0.2, \mu=0.1, \epsilon=2(\mu / d)$. The position vectors are given by $c_{32}=[-0.3,0]^{T}, c_{21}=[0.3 \cos (\pi / 3), 0.3 \sin (\pi / 3)]^{T}$ and $c_{13}=[0.3 \sin (\pi / 6),-0.3$ $\cos (\pi / 6)]^{T}$. The desired formation is an equilateral triangle of 0.3 m . The agents were placed in initial positions in such a way that in the trajectories towards their desired positions risk of collision between them exits.

Figure 4 shows the motion of the agents in the plane. It is observed how the agents achieve the desired formation avoiding collisions. The effect of the repulsive vector fields can be seen when modified the trajectories of the agents to avoid collisions. In Figure 5, the distances between agents are shown, we can see that the minimum distance between agents is always greater


Figure 3. Formation graph for the simulation (formation with collision avoidance problem).


Figure 4. Trajectories of the agents in the plane (formation with collision avoidance problem).


Figure 5. Distances between agents (formation with collision avoidance problem).
than or equal to the predefined distance $d=0.2$. Figure 6 shows the position errors of the agents. Such errors converge to zero.


Figure 6. Position errors of the agents (formation with collision avoidance problem).

## 3. Motion coordination control strategies

### 3.1. Time-varying position vector

In order to maintain a formation oriented to the direction of a leader agent $R_{n}$ and resize the formation, we use a time-varying position vector given by

$$
\begin{equation*}
C_{j i}(t)=\delta(t) R\left(\theta_{n}\right) c_{j i} \tag{20}
\end{equation*}
$$

where $c_{j i}$ is a position vector corresponding to the static desired formation, $R\left(\theta_{n}\right)$ is a rotation matrix given by

$$
R\left(\theta_{n}\right)=\left[\begin{array}{cc}
\cos \theta_{n} & -\sin \theta_{n}  \tag{21}\\
\sin \theta_{n} & \cos \theta_{n}
\end{array}\right]
$$

and $\delta(t)$ is a scaling factor. The time derivative of Eq. (14) is given by

$$
\begin{equation*}
\dot{C}_{j i}(t)=\dot{\delta}(t) R\left(\theta_{n}\right) c_{j i}+\delta(t) \dot{R}\left(\theta_{n}\right) c_{j i} \tag{22}
\end{equation*}
$$

where

$$
\dot{R}\left(\theta_{n}\right)=\left[\begin{array}{cc}
-\sin \theta_{n} & -\cos \theta_{n}  \tag{23}\\
\cos \theta_{n} & -\sin \theta_{n}
\end{array}\right] w_{n}
$$

### 3.2. Time-varying formation tracking with collision avoidance

In the time-varying formation tracking problem presented in this subsection, the agent $R_{n}$ is the leader, responsible for tracking a desired trajectory. The $n-1$ remaining agents are follower, responsible for performing a time-varying formation with respect to the leader. The leader agent does not know the position and velocities of the followers agents but only knows the desired trajectory and velocity. The followers do not know the desired trajectory and velocity but only knows the positions and velocities of others agents in the system.

We make the following standing assumption
Assumption 3. For each follower agent, there is a path to the leader agent, i.e., for all $R_{i}, i=1, \ldots, n-1$, there are edges $\left(R_{n}, R_{m_{1}}\right),\left(R_{m_{1}}, R_{m_{2}}\right), \ldots,\left(R_{m_{r}}, R_{i}\right) \in E$.

Let $m(t)=\left[m_{p}(t), m_{q}(t)\right]^{T}$ be a continuously differentiable pre-established navigation trajectory, where $\|\dot{m}(t)\| \leq \eta_{m^{\prime}}, \forall t \geq 0$.

The desired relative position of the $i$ th follower within the desired time-varying formation is given by

$$
\begin{equation*}
\alpha_{i}^{*}(t)=\frac{1}{g_{i}} \sum_{j \in N_{i}}\left(\alpha_{j}(t)+C_{j i}(t)\right), \quad i=1, \ldots, n-1, \tag{24}
\end{equation*}
$$

where $C_{j i}(t)$ is a time-varying position vector between the agents $R_{i}$ and $R_{j}$. The time derivative of $C_{j i}(t)$ satisfies $\left\|\dot{C}_{j i}(t)\right\| \leq \eta_{c^{\prime}} \forall t \geq 0$.

The goal is to design a decentralised control law $\left[v_{i}, w_{i}\right]^{T}=f_{i}\left(\alpha_{i}, N_{i}\right), i=1, \ldots, n$ that achieves

- Asymptotic tracking of a prescribed trajectory by the leader agent, i.e.

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\alpha_{n}(t)-m(t)\right)=0 \tag{25}
\end{equation*}
$$

- Asymptotic time-varying formation by the follower agents, i.e. for $i=1, \ldots, n-1$

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\alpha_{i}(t)-\alpha_{i}^{*}(t)\right)=0 . \tag{26}
\end{equation*}
$$

- Collision avoidance between agents, that is, all agents in the system remain at some distance greater than or equal to a predefined minimum distance $d$ from each other, i.e.

$$
\begin{equation*}
\left\|\alpha_{i}(t)-\alpha_{j}(t)\right\| \geq d, \quad i, j=1, \ldots, n, i \neq j, \forall t \geq 0 . \tag{27}
\end{equation*}
$$

To achieve time-varying formation tracking, we propose a control law defined by

$$
\begin{align*}
& {\left[\begin{array}{c}
v_{n} \\
w_{n}
\end{array}\right]=A_{n}^{-1}\left(\theta_{n}\right)\left(-k_{m} \tanh \left(\alpha_{n}-m(t)\right)+\dot{m}(t)\right)} \\
& {\left[\begin{array}{c}
v_{i} \\
w_{i}
\end{array}\right]=A_{i}^{-1}\left(\theta_{i}\right)\left(-k_{f} \tanh \left(\alpha_{i}-\alpha_{i}^{*}\right)+\dot{\alpha}_{i}^{*}\right), i=1, \ldots, n-1} \tag{28}
\end{align*}
$$

where $A_{i}^{-1}\left(\theta_{i}\right)$ is the inverse of the decoupling matrix, $m(t)$ is the desired trajectory, $\dot{m}(t)$ is the navigation velocity, $k_{m}$ and $k_{f}$ are the control gains.
The first main result of this subsection is the following:
Proposition 3. Consider the system Eq. (3) and the control law Eq. (28). Suppose that $k_{m}, k_{f}>0$. Then, in the closed-loop system defined by Eqs. (3)-(28), it follows that the leader agent $R_{n}$ converge to the desired trajectory, i.e. $\lim _{t \rightarrow \infty}\left(\alpha_{n}(t)-m(t)\right)=0$, whereas the follower agents converge to the desired formation, i.e. $\lim _{t \rightarrow \infty}\left(\alpha_{i}(t)-\alpha_{i}^{*}(t)\right)=0$, for $i=1, \ldots, n-1$.

Proof. The closed-loop system Eqs. (3)-(28) is given by

$$
\begin{equation*}
\dot{\alpha}=\left(A \otimes I_{2}\right)^{-1}\left[-\left(K \otimes I_{2}\right) \tanh \left(\left(A \otimes I_{2}\right) \alpha-C\right)+M\right] \tag{29}
\end{equation*}
$$

where $\alpha=\left[\alpha_{1}, \ldots, \alpha_{n}\right]^{T}, K=\operatorname{diag}\left\{k_{f}, \ldots, k_{f}, k_{m}\right\}, \otimes$ denote the Kronecker product, $I_{2}$ is the $2 \times 2$ identity matrix,

$$
\begin{align*}
C & =\left[\frac{1}{g_{1}} \sum_{j \in N_{1}} C_{j i}(t), \ldots, \frac{1}{g_{n-1}} \sum_{j \in N_{n-1}} C_{j i}(t), m(t)\right]^{T}  \tag{30}\\
M & =\left[\frac{1}{g_{1}} \sum_{j \in N_{1}} \dot{C}_{j i}(t), \ldots, \frac{1}{g_{n-1}} \sum_{j \in N_{n-1}} \dot{C}_{j i}(t), \dot{m}(t)\right]^{T}
\end{align*}
$$

$A=\Lambda \mathcal{L}(G)+\Gamma$, where $\mathcal{L}(G)$ is the Laplacian of the formation graph $G, \Lambda=\operatorname{diag}\left\{1 / g_{1}, \ldots\right.$, $\left.1 / g_{n-1}, 0\right\}$ and

$$
\Gamma=\left[\begin{array}{ccc}
0 & \cdots & 0  \tag{31}\\
\vdots & \ddots & \vdots \\
0 & \cdots & 1
\end{array}\right]
$$

At this point, we have to show that $\left(A \otimes I_{2}\right)$ is invertible. From the properties of the Kronecker product, we have $\left(A \otimes I_{2}\right)^{-1}=A^{-1} \otimes I_{2}^{-1}$. Since $I_{2}$ is the identity matrix, then $I_{2}^{-1}$ exits and we address in the matrix $A=\Lambda \mathcal{L}(G)+\Gamma$. From the properties of the Laplacian, we know that the matrix $\Lambda \mathcal{L}(G)$ is positive semidefinite and singular, that is, it has no inverse. This since the vector of ones $X=[1, \ldots, 1]^{T}$ is solution of the system $\Lambda \mathcal{L}(G) X=0$. When matrix $\Gamma$ is added to $\Lambda \mathcal{L}(G)$, the resulting matrix $A$ is no singular and positive definite, since taking into consideration the Assumption 3 , the system $\Lambda \mathcal{L}(G) X=0$ has the unique solution $X=[0, \ldots, 0]^{T}$.

Now define the errors of the system as

$$
\begin{align*}
& e_{n}=\alpha_{n}-m(t) \\
& e_{i}=\alpha_{i}-\alpha_{i}^{*}, i=1, \ldots, n-1 \tag{32}
\end{align*}
$$

The system errors in matrix form are given by

$$
\begin{equation*}
e=\left(A \otimes I_{2}\right) \alpha-C \tag{33}
\end{equation*}
$$

where $e=\left[e_{1}, \ldots, e_{n}\right]^{T}$. The dynamics of the error coordinates are given by

$$
\begin{equation*}
\dot{e}=-\left(K \otimes I_{2}\right) \tanh (e) \tag{34}
\end{equation*}
$$

We propose a Lyapunov function candidate given by

$$
\begin{equation*}
V=\frac{1}{2} e^{T}\left(K \otimes I_{2}\right)^{-1} e \tag{35}
\end{equation*}
$$

and evaluating its time derivative along the trajectories of the system, we have

$$
\begin{equation*}
\dot{V}=e^{T}\left(K \otimes I_{2}\right)^{-1}\left(K \otimes I_{2}\right) \tanh (e)=-e^{T} \tanh (e)<0, \forall e \text { with } e \neq 0 \tag{36}
\end{equation*}
$$

then the errors converge asymptotically to zero.
Modifying the previous control law Eq. (28) by adding the repulsive vector field Eq. (11), finally, we have the strategy to achieve time-varying formation tracking with collision avoidance given by

$$
\begin{align*}
& {\left[\begin{array}{c}
v_{n} \\
w_{n}
\end{array}\right]=A_{n}^{-1}\left(\theta_{n}\right)\left(-k_{m} \tanh \left(\alpha_{n}-m(t)\right)+\dot{m}(t)+\beta_{n}\right)} \\
& {\left[\begin{array}{c}
v_{i} \\
w_{i}
\end{array}\right]=A_{i}^{-1}\left(\theta_{i}\right)\left(-k_{f} \tanh \left(\alpha_{i}-\alpha_{i}^{*}\right)+\dot{\alpha}_{i}^{*}+\beta_{i}\right), i=1, \ldots, n-1} \tag{37}
\end{align*}
$$

To analyse the relative distance among the $j$ th and $i$ th agents, we define the variables $p_{j i}=\alpha_{x i}-\alpha_{x j}$ and $q_{j i}=\alpha_{y i}-\alpha_{y j}, j, i=1, \ldots, n, j \neq i$ which correspond to the horizontal and vertical distances between agents. In the plane $p_{j i}-q_{j i}$, we identify the origin as the point where collision between the $j$ th and $i$ th agents occurs and a circle of radius $d$, centred at the origin, as the influence region between the two agents. Outside the circle, only the time-varying formation tracking control law acts, while inside the circle, the repulsive vector fields appear.

In order to present our second main result, we need to establish the following Technical Lemma.
Lemma 1. Consider the system Eq. (3) and the control law Eq. (28) along with definitions $k^{*}=\max \left(k_{f}, k_{m}\right)$ and $\eta^{*}=\max \left(\eta_{m^{\prime}} \eta_{c}\right)$. Then in the closed-loop system Eqs. (3)-(28), the velocities of the agents are bounded by $\hat{\eta}=\sqrt{\rho\left(A^{-1}\right)}\left(k^{*} \sqrt{2 n}+\eta^{*} \sqrt{n}\right)$.

Proof. Taking the norm of the system Eq. (29), we get

$$
\begin{align*}
& \|\dot{\alpha}\| \leq\left\|\left(A \otimes I_{2}\right)^{-1}\left[-\left(K \otimes I_{2}\right) \tanh \left(\left(A \otimes I_{2}\right) \alpha-C\right)+M\right]\right\| \\
& \|\dot{\alpha}\| \leq\left\|\left(A \otimes I_{2}\right)^{-1}\right\|\left\|-\left(K \otimes I_{2}\right)\right\|\left\|\tanh \left(\left(A \otimes I_{2}\right) \alpha-C\right)\right\|+\|M\| \tag{38}
\end{align*}
$$

where $\quad\left\|\tanh \left(\left(A \otimes I_{2}\right) \alpha-C\right)\right\| \leq \sqrt{2 n},\|M\| \leq \eta^{*} \sqrt{n}$, with $\quad\left\|-\left(K \otimes I_{2}\right)\right\|=\rho\left(K \otimes I_{2}\right) \quad$ and $\left\|\left(A \otimes I_{2}\right)^{-1}\right\|=\sqrt{\rho\left(\left[\left(A \otimes I_{2}\right)^{-1}\right]\right)}$, but since $I_{2}$ is the identity matrix with two eigenvalues 1 and from the spectrum properties of the Kronecker product, we have $\left\|-\left(K \otimes I_{2}\right)\right\|=\rho(K)=$ $\max \left(k_{f}, k_{m}\right)=k^{*}$ and $\left\|\left(A \otimes I_{2}\right)^{-1}\right\|=\sqrt{\rho\left(\left[(A)^{-1}\right]\right)}$. Finally, we have

$$
\begin{equation*}
\|\dot{\alpha}\| \leq \sqrt{\rho\left(A^{-1}\right)}\left(k^{*} \sqrt{2 n}+\eta^{*} \sqrt{n}\right)=\hat{\eta} . \tag{39}
\end{equation*}
$$

This concludes the proof.
Now, we can state our second main result. First, we consider the case when only two agents are in risk of collision. From this simplest case, we state a series of theorems leading to the general case.

Proposition 4. Consider the system Eq. (3) and the control law Eq. (37). Suppose that there exists risk of collision between only two agents at time instant $t$ and the parameter $\epsilon$ satisfies $\epsilon>\hat{\eta} / d$. Then, in the closed-loop system Eqs. (3)-(37), the agents tend asymptotically to their desired positions, and they stay at a distance greater than or equal to $d, \forall t \geq 0$.

Proof. We show that the $r$ th and sth agents will avoid collision between them, and they stay at some minimum distance from each other. Define a surface given by

$$
\begin{equation*}
\sigma_{r s}=p_{r s}^{2}+q_{r s}^{2}-d^{2}=0 \tag{40}
\end{equation*}
$$

To determine the behaviour under the action of the repulsive vector fields, we use the positive definite function $V=\frac{1}{2} \sigma_{r s}^{2}$ which time derivative is given by $\dot{V}=\sigma_{r s} \dot{\sigma}_{r s}$. The time derivative of Eq. (40) along the trajectories of the closed-loop system is given by

$$
\begin{align*}
\dot{\sigma}_{r s}= & 2\left[\begin{array}{ll}
p_{r s} & q_{r s}
\end{array}\right]\left[\begin{array}{l}
\dot{p}_{r s} \\
\dot{q}_{r s}
\end{array}\right]=4 \epsilon\left(p_{r s}^{2}+q_{r s}^{2}\right)  \tag{41}\\
& -2\left[\begin{array}{ll}
p_{r s} & q_{r s}
\end{array}\right]\left(\left(\dot{\alpha}_{s}^{*}-k_{s} \tanh \left(\alpha_{s}-\alpha_{s}^{*}\right)\right)-\left(\dot{\alpha}_{r}^{*}-k_{r} \tanh \left(\alpha_{r}-\alpha_{r}^{*}\right)\right)\right)
\end{align*}
$$

Therefore, $\dot{V} \leq 0$ is achieved if $\sigma_{r s} \dot{\sigma}_{r s} \leq 0$. When there exists risk of collision, $\left(p_{r s^{\prime}} q_{r s}\right)$ lies in the inner region of $\sigma_{r s}=0$, that is $\sigma_{r s} \leq 0$, then the analysis reduces to show that $\dot{\sigma}_{r s} \geq 0$. That means the resulting vector fields inside the circle point outwards, that is, to the region free of collision. Using the definition of the cross product, we have

$$
\begin{equation*}
\dot{\sigma}_{r s}=4 \epsilon\left(p_{r s}^{2}+q_{r s}^{2}\right)+4 \sqrt{p_{r s}^{2}+q_{r s}^{2}} \hat{\eta} \cos \theta_{r s} \geq 4 \epsilon\left(p_{r s}^{2}+q_{r s}^{2}\right)-4 \sqrt{p_{r s}^{2}+q_{r s}^{2}} \hat{\eta}>0 . \tag{42}
\end{equation*}
$$

Solving for $\epsilon$, we have that, if $\epsilon>\hat{\eta} / d$, then $\dot{\sigma}_{r s}>0$. This implies that the $r$ th and $s$ th agents move away from each other until they reach a distance $d$. Since $\left\|\alpha_{s}(0)-\alpha_{r}(0)\right\| \geq d$, then the agents not only avoid collision but also satisfy $\left\|\alpha_{s}(t)-\alpha_{r}(t)\right\| \geq d$ for all time.
Now, we consider the case when three agents are in risk of collision, that is, agent $R_{r}$ is in risk of collision against agents $R_{s 1}$ and $R_{s 2}$.

Proposition 5. Consider the system Eq. (3) and the control law Eq. (37). Suppose that there exists risk of collision between three agents and the parameter $\epsilon$ satisfies $\epsilon>2(\hat{\eta} / d)$. Then, in the closed-loop system, Eqs. (3)-(37), the agents converge asymptotically to their desired positions, and they stay at a distance greater than or equal to $d, \forall t \geq 0$.

Proof. We define a surface composed of two components given by

$$
\sigma=\left[\begin{array}{l}
\sigma_{r s 1}  \tag{43}\\
\sigma_{r s 2}
\end{array}\right]=\left[\begin{array}{l}
p_{r 1}^{2}+q_{r s 1}^{2}-d^{2} \\
p_{r s 2}^{2}+q_{r s 2}^{2}-d^{2}
\end{array}\right]=0 .
$$

We use the positive definite function $V=\frac{1}{2} \sigma^{T} \sigma$ which time derivative is given by $\dot{V}=\sigma^{T} \dot{\sigma}=$ $\sigma_{r s 1} \dot{\sigma}_{r s 1}+\sigma_{r s 2} \dot{\sigma}_{r s 2} \leq \sigma^{*}\left(\dot{\sigma}_{r s 1}+\dot{\sigma}_{r s 2}\right)$ where $\sigma^{*}=\max \left\{\sigma_{r s 1}, \sigma_{r s 2}\right\}$. Evaluating $\dot{V}$ and considering that the trajectories lie in the inner region of $\sigma=0$, that is, $\sigma_{r s 1}, \sigma_{r s 2}<0$ then the analysis reduces to show that $\dot{\sigma}_{r s 1}+\dot{\sigma}_{r s 2}>0$. Hence,

$$
\begin{align*}
\dot{\sigma}_{r s 1}+\dot{\sigma}_{r s 2}= & 4 \epsilon\left(p_{r s 1}^{2}+q_{r s 1}^{2}\right)+2\left[\begin{array}{ll}
p_{r s 1} & \left.q_{r s 1}\right]\left(\left(-k_{s 1} \tanh \left(\alpha_{s 1}-\alpha_{s 1}^{*}\right)+\dot{\alpha}_{s 1}^{*}\right)\right. \\
& \left.-\left(-k_{r} \tanh \left(\alpha_{r}-\alpha_{r}^{*}\right)+\dot{\alpha}_{r}^{*}\right)\right)+4 \epsilon\left(p_{r s 2}^{2}+q_{r s 2}^{2}\right) \\
& +2\left[\begin{array}{ll}
p_{r s 2} & q_{r s 2}
\end{array}\right]\left(\left(-k_{s 2} \tanh \left(\alpha_{s 2}-\alpha_{s 2}^{*}\right)+\dot{\alpha}_{s 2}^{*}\right)\right. \\
& \left.-\left(-k_{r} \tanh \left(\alpha_{r}-\alpha_{r}^{*}\right)+\dot{\alpha}_{r}^{*}\right)\right)+4 \epsilon\left[\begin{array}{ll}
p_{r s 1} & q_{r s 1}
\end{array}\right]\left[\begin{array}{l}
p_{r s 2} \\
q_{r s 2}
\end{array}\right] \\
& \geq 4 \epsilon\left(p_{r s 1}^{2}+q_{r s 1}^{2}\right)-4 \sqrt{p_{r s 1}^{2}+q_{r s 1}^{2} \hat{\eta}}+4 \epsilon\left(p_{r s 2}^{2}+q_{r s 2}^{2}\right) \\
& -4 \sqrt{p_{r s 2}^{2}+q_{r s 2}^{2} \hat{\eta}}+4 \epsilon \sqrt{p_{r s 1}^{2}+q_{r s 1}^{2}} \sqrt{p_{r s 2}^{2}+q_{r s 2}^{2}} \cos \theta_{r s 1, r s 2} \\
& >0 .
\end{array} .\right.
\end{align*}
$$

In this scenario, agents $R_{s 1}$ and $R_{s 2}$ can be positioned at any point of the circumference of radius $d$ around the agent $R_{r}$, considering that, from Proposition 4, they must remain at a distance greater than or equal to $d$ between them. The worst case occurs when the agents $R_{s 1}$ and $R_{s 2}$ are uniformly distributed over the circumference of radius $d$. Thus, $\cos \theta_{r 11, r s 2}=-1$ and solving for $\epsilon$, we have that, if $\epsilon>2(\hat{\eta} / d)$, then $\dot{\sigma}_{r s 1}+\dot{\sigma}_{r s 2}>0$. This implies that agents $R_{s 1}$, $R_{s 2}$ and $R_{r}$ avoid collision between them.
Geometrically, the most general case occurs when the $r$ th agent is surrounded by six agents, i.e. seven agents are in danger of collision.


Figure 7. Formation graph for the simulation (formation tracking with collision avoidance problem).
Proposition 6. Consider the system Eq. (3) and the control law Eq. (37). Suppose that there exists risk of collision between $n \geq 3$ agents and the parameter $\epsilon$ satisfies $\epsilon>2(\hat{\eta} / d)$. Then, in the closed-loop system Eqs. (3)-(37), the agents converge asymptotically to their desired positions, and they stay at a distance greater than or equal to $d, \forall t \geq 0$.

Proof. We follow a similar procedure to that presented in the proof of Proposition 5, considering a surface with $n-1$ components and showing that, if $\sigma_{r s 1}+\ldots+\dot{\sigma}_{r(n-1)}>0$, then $\dot{V}<0$, taking into account that the worst case is presented when the $n-1$ agents are uniformly distributed over the circumference of radio $d$ around the agent $R_{r}$, so the agents avoid collision between them.

The results of a numerical simulation using the control strategy given by Eq. (37) are shown below. For the simulation, we considered five differential-drive mobile robots, where the point $\alpha_{i}$ to control is located 0.15 m ahead the mid-point of the wheel axis. The formation graph employed in the simulation is shown in Figure 7.

The control gains used in the simulation are $k_{m}=2$ and $k_{f}=3$. The desired marching trajectory is a quadrifolium curve given by $m(t)=[4 \sin (2 \omega t) \cos (\omega t), 4 \sin (2 \omega t) \sin (\omega t)]^{T}$ where $\omega=2 \pi / T$ with a period of $T=80 \mathrm{~s}$. The static position vectors are given by $c_{12}=[0,0.6]^{T}, c_{21}=[0,-0.6]^{T}$, $c_{32}=[-0.6 \cos (\pi / 10),-0.6 \sin (\pi / 10)]^{T}, c_{34}=[0,-0.97]^{T}, c_{43}=[0,0.97]^{T}$, and $c_{54}=[-0.6 \cos$ $(3 \pi / 10),-0.6 \sin (3 \pi / 10)]^{T}$. The scaling factor is given by $\delta(t)=1+0.2 \sin (\omega t)$.

The minimum allowed distance between agents is $d=0.3 \mathrm{~m}$ and the parameter $\epsilon$ was set to $\epsilon=1.5(2(\hat{\eta} / d))$ to ensure the minimum distance condition will not be violated.

Figure 8 shows the motion of the agents in the plane. The initial position of the agents is indicated with an ' $x$ ' and positions in different time instants are represented with a circle ' $o$ '. Is observed how the leader follows the desired trajectory while the followers achieve a timevarying formation. Furthermore, the minimum distance requirement is satisfied as shown in Figure 9, which depicts all the possible distances between agents. The distances between any pair of agents are always greater than or equal to the predefined distance $d=0.3$. Figure 10 shows the position errors of the agents. Such errors converge to zero.

### 3.3. Time-varying containment problem with collision avoidance

Let $N=\left\{R_{1}, \ldots, R_{n}\right\}$ be a set of mobile robots. The set $N$ is composed of two disjoint subsets, so that $N=N_{F} \cup N_{L}$, where $N_{F}=\left\{R_{1}, \ldots, R_{n_{F}}\right\}$, with $n_{F}$ agents, is the subset of followers, and $N_{L}=\left\{R_{n_{F}+1}, \ldots, R_{n}\right\}$, with $n_{L}$ agents, is the subset of leaders. The agent $R_{n}$ is the main leader, responsible for tracking a desired trajectory. The $n_{L}-1$ remaining agents are secondary leaders, responsible for performing a time-varying formation with respect to the main leader.


Figure 8. Trajectories of the agents in the plane (formation tracking with collision avoidance problem).


Figure 9. Distances among agents (formation tracking with collision avoidance problem).


Figure 10. Position Errors of the agents (formation tracking with collision avoidance problem).
In this subsection, we make the following standings assumptions
Assumption 4. For each follower, there is a path to at least one leader agent, i.e. for all $R_{j} \in N_{F}$, there are edges $\left(R_{i}, R_{m_{1}}\right),\left(R_{m_{1}}, R_{m_{2}}\right), \ldots,\left(R_{m_{r}}, R_{j}\right) \in E$ with $R_{i} \in N_{L}$.

Assumption 5. For each secondary leader, there is a path to the main leader, i.e. for all $R_{i} \in N_{L}$, $i=n_{F}+1, \ldots, n-1$, there are edges $\left(R_{n}, R_{m_{1}}\right),\left(R_{m_{1}}, R_{m_{2}}\right), \ldots,\left(R_{m_{r}}, R_{i}\right) \in E$.

In order to define the problem statement, let us introduce some notation. Let $m(t)=\left[m_{p}(t), m_{q}(t)\right]^{T}$ be a continuously differentiable pre-established trajectory, where $\|\dot{m}(t)\| \leq \eta_{m^{\prime}} \forall t \geq 0$. The desired relative position of the $i$ th secondary leader within the desired time-varying formation is given by

$$
\begin{equation*}
\alpha_{i}^{*}(t)=\frac{1}{g_{i}} \sum_{k \in N_{i}}\left(\alpha_{k}(t)+C_{k i}(t)\right), \quad i=n_{F}+1, \ldots, n-1, \tag{45}
\end{equation*}
$$

where $C_{j i}(t)$ is a time-varying position vector between the agents $R_{i}$ and $R_{j}$ where $\left\|\dot{C}_{j i}(t)\right\| \leq \eta_{c^{\prime}} \forall t \geq 0$. The desired relative position of the $j$ th follower is given by

$$
\begin{equation*}
\alpha_{j}^{*}=\frac{1}{g_{j}} \sum_{k \in N_{j}} \alpha_{k}, \quad j=1, \ldots, n_{F} . \tag{46}
\end{equation*}
$$

The goal of this work is to design a decentralised control law $\left[v_{i}, w_{i}\right]^{T}=\left(\alpha_{i}, N_{i}\right), i=1, \ldots, n$ that ensures

- Asymptotic tracking of a prescribed trajectory by the main leader agent, i.e.

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\alpha_{n}(t)-m(t)\right)=0 \tag{47}
\end{equation*}
$$

- Asymptotic time-varying formation by the secondary leader agents, i.e.

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\alpha_{i}(t)-\alpha_{i}^{*}(t)\right)=0, \quad i=n_{F}+1, \ldots, n-1 . \tag{48}
\end{equation*}
$$

- Convergence of the follower agents to the convex hull formed by the leaders, i.e.

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \operatorname{dist}\left(\alpha_{i}(t), \operatorname{co}\left(\alpha_{L}(t)\right)\right)=0, \quad i=1, \ldots, n_{F} \tag{49}
\end{equation*}
$$

- Collision avoidance among all agents, that is, all agents in the system remain at a distance greater than or equal to a predefined minimum distance $d$ from each other, i.e.

$$
\begin{equation*}
\left\|\alpha_{r}(t)-\alpha_{s}(t) \geq d\right\|, \quad r, s=1, \ldots, n, r \neq s, \forall t \geq 0 . \tag{50}
\end{equation*}
$$

To achieve time-varying containment, we propose a bounded control law given by

$$
\begin{align*}
& {\left[\begin{array}{c}
v_{n} \\
w_{n}
\end{array}\right]=A_{n}^{-1}\left(\theta_{n}\right)\left(-k_{m} \tanh \left(\alpha_{n}-m(t)\right)+\dot{m}(t)\right)} \\
& {\left[\begin{array}{c}
v_{i} \\
w_{i}
\end{array}\right]=A_{i}^{-1}\left(\theta_{i}\right)\left(-k_{f} \tanh \left(\alpha_{i}-\alpha_{i}^{*}\right)+\dot{\alpha}_{i}^{*}\right), \quad i=n_{F}+1, \ldots, n-1}  \tag{51}\\
& {\left[\begin{array}{c}
v_{j} \\
w_{j}
\end{array}\right]=A_{j}^{-1}\left(\theta_{j}\right)\left(-k_{c} \tanh \left(\alpha_{j}-\alpha_{j}^{*}\right)+\dot{\alpha}_{j}^{*}\right), \quad j=1, \ldots, n_{F}}
\end{align*}
$$

where $k_{m}, k_{f}$ and $k_{c}$ are control gains. Note that for each secondary leader and each follower, the control input depends on the position and velocity of the agents with which has a communication. In practical implementations, these velocities can be calculated by numerical differentiation.

The first main result of this subsection is the following.
Proposition 7. Consider the system Eq. (3) and the control law Eq. (51). Suppose that $k_{m}, k_{f}, k_{c}>0$. Then, in the closed-loop system defined by Eqs. (3)-(51), it follows that:

1. The main leader $R_{n}$ converges to the desired marching trajectory, i.e. $\lim _{t \rightarrow \infty}\left(\alpha_{n}(t)-m(t)\right)=0$, whereas the secondary leaders converge to the desired formation, i.e. $\lim _{t \rightarrow \infty}\left(\alpha_{i}(t)-\alpha_{i}^{*}(t)\right)=0$, for $i=n_{F}+1, \ldots, n-1$.
2. The followers converge to the convex hull formed by the leaders, i.e. $\lim _{t \rightarrow \infty} \operatorname{dist}\left(\alpha_{j}(t), \operatorname{co}\left(\alpha_{L}(t)\right)\right)=0$, for $j=n_{1}, \ldots, n_{F}$.
Proof. For part 1, the proof has a procedure similar to that performed in the Proposition 3.
For part 2, the system errors are given by

$$
\left[\begin{array}{c}
e_{F}  \tag{52}\\
e_{L}
\end{array}\right]=\left(\left[\begin{array}{cc}
P_{F F} & P_{F L} \\
0 & P_{L L}
\end{array}\right] \otimes I_{2}\right)\left[\begin{array}{c}
\alpha_{F} \\
\alpha_{L}
\end{array}\right]-\left[\begin{array}{c}
0 \\
\tilde{C}_{L}
\end{array}\right]
$$

where $e_{F}=\left[e_{1}^{T}, \ldots, e_{n_{F}}^{T}\right]^{T}, e_{L}=\left[e_{n_{F}+1}^{T}, \ldots, e_{n}^{T}\right]^{T}, \alpha_{F}=\left[\alpha_{1}^{T}, \ldots, \alpha_{n_{F}}^{T}\right]^{T}, \alpha_{L}=\left[\alpha_{n_{F}+1}^{T}, \ldots, \alpha_{n}^{T}\right]^{T}$,

$$
\begin{gather*}
\tilde{C}_{L}=\left[\frac{1}{g_{n_{F}+1}} \sum_{k \in N_{n_{F}+1}} C_{k\left(n n_{F}+1\right)}^{T}(t), \ldots, \frac{1}{g_{n-1}} \sum_{k \in N_{n-1}} C_{k(n-1)}^{T}(t), m^{T}(t)\right]^{T},  \tag{53}\\
P_{F F}=\left[\frac{1}{g_{1}} \mathcal{L}_{F F_{1},}^{T} \cdots, \frac{1}{g_{n_{F}}} \mathcal{L}_{F F_{n_{F}}}^{T}\right]^{T}, P_{F L}=\left[\frac{1}{g_{1}} \mathcal{L}_{F L_{1}}^{T} \cdots, \frac{1}{g_{n_{F}}} \mathcal{L}_{F L_{n_{F}}}^{T}\right]^{T}, \\
P_{L L}=\left[\frac{1}{g_{n_{F}+1}} \mathcal{L}_{L L_{1}}^{T}, \ldots, \frac{1}{g_{n-1}} \mathcal{L}_{L L_{n_{L}-1}}^{T}\left(\left[\begin{array}{llll}
0 & \cdots & 0 & \left.1]_{1 \times n_{L}}\right)^{T}
\end{array}\right]^{T},\right.\right.
\end{gather*}
$$

where $\mathcal{L}_{F F_{i}}, \mathcal{L}_{F L_{i}}$, and $\mathcal{L}_{L L_{i}}$ are the $i$ th row of the submatrices $\mathcal{L}_{F F}, \mathcal{L}_{F L}$, and $\mathcal{L}_{L L}$, respectively. Solving for the position of follower agents $\alpha_{F}(t)$ of Eq. (52), we have

$$
\begin{equation*}
\alpha_{F}(t)=P_{F F}^{-1} e_{F}(t)-P_{F F}^{-1} P_{F L} \alpha_{L}(t) . \tag{54}
\end{equation*}
$$

Since $e_{F}(t) \rightarrow 0$ as $t \rightarrow \infty$, then $\alpha_{F}(t) \rightarrow-P_{F F}^{-1} P_{F L} \alpha_{L}(t)$. To verify that $P_{F F}^{-1}$ exist, we have to analyse the submatrix $P_{F F}$. Making a similar analysis to [25], we can rewrite $P_{F F}$ as

$$
\begin{equation*}
P_{F F}=\eta I_{F F_{n_{F} \times n_{F}}}-M_{F F_{n_{F} \times n_{F}}} \tag{55}
\end{equation*}
$$

where $\eta=1, M_{F F_{n_{F} \times n_{F}}}$ is a non-negative matrix and according to Assumption 4, it holds that $\rho\left(M_{F F_{n_{F} \times n_{F}}}\right)<\eta$. Therefore, $P_{F F}$ is an $M$-matrix, which is non-singular, thus $P_{F F}^{-1}$ exists, and the elements of $P_{F F}^{-1}$ are non-negative. Since the elements of $P_{F L}$ are negative or zero, then the elements of $-P_{F F}^{-1} P_{F L}$ are non-negative. Since the sum of the elements of each row of $\left[P_{F F} \quad P_{F L}\right]$ is 0 , we have that the sum of the elements of each row of $-P_{F F}^{-1} P_{F L}$ is 1 and according to Definition 4, when $t \rightarrow \infty$, the follower positions are within the convex hull formed by the leaders.

Modifying the previous control law Eq. (51) by adding the repulsive vector field Eq. (11), finally, we have the strategy to achieve time-varying containment with collision avoidance given by

$$
\begin{align*}
{\left[\begin{array}{c}
v_{n} \\
w_{n}
\end{array}\right] } & =A_{n}^{-1}\left(\theta_{n}\right)\left(-k_{m} \tanh \left(\alpha_{n}-m(t)\right)+\dot{m}(t)+\beta_{n}\right) \\
{\left[\begin{array}{c}
v_{i} \\
w_{i}
\end{array}\right] } & =A_{i}^{-1}\left(\theta_{i}\right)\left(-k_{f} \tanh \left(\alpha_{i}-\alpha_{i}^{*}\right)+\dot{\alpha}_{i}^{*}+\beta_{i}\right), \quad i=n_{F}+1, \ldots, n-1  \tag{56}\\
{\left[\begin{array}{c}
v_{j} \\
w_{j}
\end{array}\right] } & =A_{j}^{-1}\left(\theta_{j}\right)\left(-k_{c} \tanh \left(\alpha_{j}-\alpha_{j}^{*}\right)+\dot{\alpha}_{j}^{*}+\beta_{j}\right), \quad j=1, \ldots, n_{F}
\end{align*}
$$

The second main result in this subsection is very similar to the second presented in the previous subsection, which consists of a series of three propositions, considering the simplest case, when there is risk of collision between two agents, then the case when there is risk of collision between three agents and, finally, the general case.

The results of a numerical simulation using the control strategy given by (56) are shown below. For the simulation, we considered eight differential-drive mobile robots, where the point $\alpha_{i}$ to
control is located 0.15 m ahead the mid-point of the wheels axis. The formation graph employed in the simulation is shown in Figure 11.


Figure 11. Formation graph (time-varying containment with collision avoidance problem).

The parameters used in the simulation are $k_{m}=1, k_{f}=k_{c}=2$. The desired marching trajectory is a Lissajous curve given $\operatorname{bym}(t)=\left[4.5 \sin \left(\omega_{x} t+(\pi / 2)\right), 1.5 \sin \left(\omega_{y t}\right)\right]^{T}$ where $\omega_{x}=2 \pi / T$ and $\omega_{y}=6 \pi / T$ with a period of $T=80$ s. The static position vectors are $c_{87}=[-1.2,-0.6]^{T}$, $c_{76}=[0,1.2]^{T}, c_{67}=[0,-1.2]^{T}$ and $c_{65}=[-0.6,-0.6]^{T}$. The scaling factor is given by $\delta(t)=$ $1+0.2 \sin \left(\omega_{x} t\right)$.


Figure 12. Trajectories of the agents (time-varying containment with collision avoidance problem).

The minimum allowed distance between agents is $d=0.2 \mathrm{~m}$, and the parameter $\epsilon$ was set to $\epsilon=1.5(2(\hat{\eta} / d))$ to ensure the minimum distance condition will not be violated.

Figure 12 shows the motion of the agents in the plane. The initial positions of leader and follower agents are indicated with an ' $x$ ' $*$ ' ' and positions in times $t=0.38,12,22,32,42,52,62$ and 72 s are represented with a circle ' $o$ ' $\square$. It is observed how the main leader follows the desired trajectory while the secondary leaders achieve a time-varying formation and the followers converge to the convex hull formed by the leaders. Furthermore, there is no collision between agents as shown in Figure 13, which depicts all the possible distances between agents. The distances between any


Figure 13. Distances among agents (time-varying containment with collision avoidance problem).


Figure 14. Position errors of the agents (time-varying containment with collision avoidance problem).
pair of agents are always greater than or equal to the predefined distance $d=0.2$. Figure 14 shows the position errors of the follower and the leaders. Such errors converge to zero.

## 4. Conclusions and outlooks

This chapter presents motion coordination problems with collision avoidance for multi-agent systems, where the agents are differential-drive mobile robots. We propose decentralised control strategies which ensure formation, time-varying formation tracking and time-varying containment. Furthermore, collision avoidance between agents is achieved. We use formation graphs to represent interactions between agents. As shown in numerical simulations, the goals are achieved and system errors converge to zero.

As future work, it is proposed to control the mid-point of wheel axis of the differential-drive mobile robots and include a strategy for obstacle avoidance. It is also intended to validate the theoretical results obtained through real-time experiments.
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