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Resumo Os sistemas distribuídos ontrolados por omputador (DistributedComputer-Control Systems / DCCS) enontram-se largamentedisseminados, obrindo apliações que vão desde automação eontrolo de proessos industriais à aviónia, robótia e ontroloautomóvel. Muitas destas apliações inluem atividades om a-raterístias de tempo-real, i.e., atividades que têm de ser exe-utadas durante janelas temporais bem de�nidas. Pela sua natu-reza distribuída, estes sistemas ompreendem múltiplas unidadesde proessamento as quais, apesar de autónomas, neessitam deomuniar entre si para assegurar o ontrolo global do sistema.Assim, a troa de dados entre nodos enontra-se também sujeitaa restrições temporais, donde o sistema de omuniação tem degarantir que esta oorre de aordo om as restrições temporaisrequeridas pela apliação.Muitas apliações de DCCS são omplexas e heterogéneas, in-luindo diferentes onjuntos de atividades, as quais exibem di-ferentes propriedades e requisitos. Por exemplo, enontram-sefrequentemente atividades periódias, resultando por exemplode ontroladores operando em malha fehada, e atividades es-porádias resultantes de eventos que oorrem em instantes im-previsíveis no ambiente a ontrolar. Todavia, a importânia etipos de requisitos temporais destas atividades são independen-tes da natureza da sua ativação. Por outro lado, em sistemasDCCS a �exibilidade tem vindo a reser de importânia, emresultado quer da neessidade de reduzir ustos de instalação,on�guração e manutenção, quer do uso deste tipo de sistemasem apliações emergentes, omo manufatura ágil (�exible man-ufaturing), bases de dados de tempo-real om número variávelde lientes, robótia móvel em ambientes não estruturados e on-trolo automátio de tráfego, que têm de lidar om ambientes quesão inerentemente dinâmios.Apliações exibindo este grau de omplexidade e dinamismo re-querem sistemas suportando serviços ativados quer pela passa-gem do tempo (time-triggered) quer por eventos (event-triggered)om garantias temporais e ao mesmo tempo exibindo �exibilidadeoperaional, suportando alterações dinâmias às araterístiasdas atividades que ompreendem.



No que respeita espei�amente ao sistema de omuniação, osprotoolos existentes generiamente não preenhem estes requi-sitos. Em sistemas eminentemente time-triggered , os serviçosevent-triggered não existem ou são implementados de uma formaine�iente, enquanto em sistemas eminentemente event-triggeredalgumas das propriedades mais interessantes exibidas pelos sis-temas time-triggered são perdidas. Por outro lado �exibilidadee garantias temporais têm sido onsideradas omo propriedadeson�ituosas; sistemas que provideniam serviços om garantiastemporais frequentemente requerem a espei�ação estátia dosrequisitos de omuniação, enquanto sistemas que suportam alte-rações dinâmias aos requisitos de omuniação usualmente nãoforneem garantias temporais.O paradigma de omuniação apresentado nesta tese, denomi-nado Flexible Time-Triggered ommuniation (FTT), onentraos requisitos de omuniação e o esalonamento de tráfego numúnio nodo e utiliza uma ténia para distribuição do esalona-mento denominada master/multi-slave. Esta arateriza-se poronsumir poua largura de banda e por ser independente do al-goritmo de esalonamento utilizado. Esta arquitetura failitanão só a implementação de esalonamento on-line, suportandoportanto alterações aos requisitos de omuniação durante o fun-ionamento do sistema, omo também a implementação on-linede ontrolo de admissão, o que permite rejeitar alterações queomprometam as garantias temporais do sistema, assegurandoassim um omportamento previsível.Em alguns domínios espeí�os de apliação de DCCS, veri�a-seuma neessidade resente de suporte a gestão on-line de Quali-dade de Serviço (Quality of Servie / QoS). Generiamente, estafunionalidade permite aumentar a e�iênia da exploração dosreursos do sistema, pois habitualmente veri�a-se uma relaçãodireta entre o grau de reursos aloados às atividades de umsistema e o respetivo QoS. A gestão dinâmia de QoS requer umalto grau de �exibilidade, donde esta tese também desreve omoo paradigma FTT suporta este tipo de serviço no que onerneao tráfego.



Esta tese apresenta o paradigma FTT e defende que este permiteombinar no mesmo sistema de omuniação diferentes tipos detráfego, om a possibilidade de alterar as suas propriedades, exe-utar gestão de QoS e alterar a politia de esalonamento duranteo funionamento, sem omprometer as garantias temporais gran-jeadas ao tráfego e atingindo uma elevada e�iênia no uso dalargura de banda.O paradigma FTT apresentado nesta tese teve a sua génese noprotoolo FTT-CAN. Após algum trabalho realizado sobre esteprotoolo veri�ou-se que os oneitos prinipais poderiam serabstraídos, resultando um paradigma de omuniação genério,passível de implementação em diversos meios de omuniação.Para veri�ar a performane do paradigma FTT, esta dissertaçãoinlui algumas ontribuições relativas ao protoolo FTT-CAN,nomeadamente no que onerne ao estudo do desempenho emtermos de esalonamento e análise de tempos de resposta. Poroutro lado é também apresentada a implementação do paradigmaFTT sobre Ethernet (FTT-Ethernet), a qual se destina a aplia-ções mais exigentes no que respeita a poder de proessamentoe largura de banda, por exemplo apliações integrando tráfegomultimédia. No que respeita a este último protoolo explora-seessenialmente assuntos omo a gestão dinâmia de QoS.



Abstrat Distributed omputer-ontrol systems (DCCS) are widely disseminated,appearing in appliations ranging from automated proess and manu-faturing ontrol to automotive, avionis and robotis. Many of theseappliations omprise real-time ativities, that is, ativities that must beperformed within strit time bounds. Due to its distributed nature, thesesystems omprise multiple autonomous proessing units that, despite be-ing autonomous, need to exhange data in order to ahieve ontrol overthe environment. For this reason the data exhange among di�erentnodes is also subjet to real-time onstraints, and thus the ommunia-tion subsystem must be able to deliver data within spei� time bounds.Many DCCS appliations are omplex and heterogeneous, omprising dif-ferent sets of ativities with di�erent properties and requirements. Forinstane, they ommonly inlude periodi ativities, e.g. resulting fromlosed loop ontrol, and sporadi ativities resulting from events that o-ur at unpreditable instants in time in the environment under ontrol.These types of ativities an have distint levels of ritialness and time-liness requirements, independently of their ativation nature. On theother hand, �exibility is beoming inreasingly important in DCCS, dueboth to the need of reduing the osts of set-up, on�guration hangesand maintenane, and also to the reent use of DCCS in new typesof appliations, suh as agile manufaturing, real-time databases withvariable number of lients, automotive, mobile robotis in unstruturedenvironments and automati tra� ontrol systems, that must deal withenvironments that are inherently dynami.To ope with suh high degree of omplexity and dynamism, distributedreal-time systems must support both time and event-triggered ommu-niation servies under timing onstraints and, at the same time, theymust be operationally �exible, supporting on-the-�y hanges to the om-putational ativities they exeute. Conerning spei�ally the ommu-niation subsystem, existing real-time protools do not generally ful�llthese requirements. In systems eminently time-triggered, event-triggeredservies are either non-existing or handled ine�iently, while in systemseminently event-triggered, interesting properties of time-triggered ser-vies are normally lost. On the other hand, �exibility and timeliness areoften onsidered as on�iting: systems that provide timeliness guaran-tees are based on a stati on�guration of the ommuniation ativitieswhile systems that support dynami hanges to the ommuniation a-tivities do not provide timeliness guarantees.



The ommuniation paradigm herein presented, the Flexible Time-Triggered ommuniation (FTT) paradigm, entralizes the ommunia-tion requirements and sheduling of synhronous tra� in a single nodeand uses a master/multi-slave shedule distribution tehnique that re-quires low overhead and is independent of the partiular sheduling al-gorithm employed. This arhiteture failitates the implementation ofon-line sheduling, whih supports dynami hanges to the message setproperties, and the implementation of on-line admission ontrol, whihpermits to ensure that hanges to the message set are only aepted ifthe timeliness requirements are all met.In some appliation domains DCCS are also faing a trend towards higher�exibility in order to support on-line Quality-of-Servie (QoS) manage-ment. This feature is generally useful to inrease the e�ieny in theutilization of system resoures sine typially there is a diret relation-ship between resoure utilization and delivered QoS. On-line QoS man-agement requires a high level of �exibility, and thus this dissertation alsodesribes how the FTT ommuniation paradigm an support suh typeof servies.This dissertation presents the FTT paradigm and argues that thisparadigm allows to ombine in the same ommuniation system di�erenttypes of tra�, with the ability to hange their properties and the respe-tive sheduling poliy at run-time, without relinquishing preditabilityguarantees and ahieving e�ient use of network bandwidth.The FTT paradigm presented in this thesis has its roots in the FTT-CAN protool. After some work performed over the FTT-CAN protool,it was realized that the main onepts ould be abstrated and used tobuild a generi ommuniation paradigm, whih ould be implementedin distint ommuniation networks. To assess the performane of theFTT paradigm, this dissertation inludes some ontributions to the FTT-CAN protool, mainly in what onerns sheduling and response-timeanalysis. Moreover, it also presents an implementation over Ethernet(FTT-Ethernet), whih aims at more resoure demanding appliations,supporting for instane multimedia ativities. For this reason, in thesope of the FTT-Ethernet protool most of the work presented is relatedto on-line QoS management.
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Chapter 1Introdution
1.1 OverviewIn the last deades distributed omputer ontrol systems (DCCS) beamewidely disseminated, appearing in many appliation �elds suh as auto-mated proess and manufaturing ontrol, automotive systems, avionis androbotis [Pim90, LA99, Kop97℄. Many of these appliations pose stringentonstraints to the properties of the underlying ontrol system, whih arisefrom the need to provide preditable behavior during extended time periods.Depending on the partiular type of appliation, failure to meet these on-straints an ause important eonomi losses or even put human lifes in risk[Kop97℄.To ope with these requirements, early DCCSs have been developed basedon stati o�-line sheduling, i.e., all ativities are modeled and analyzed dur-ing system design, based on a omplete a priori knowledge about the systemproperties (e.g. [Kop99℄). The resulting stati shedule is used during systemrun-time to oordinate all system ativities. This framework provides a highlevel of preditability, sine all ativities and respetive ativation instantsare known beforehand, and so a orret system will perform as planned in allantiipated irumstanes. For this motive, many safety ritial appliationsemploy stati o�-line sheduling.Frequently, omplete knowledge about the system is hard or even impos-sible to gather at design time [SLST99℄. In this ase, the use of stati o�-linesheduling of ativities would be impossible at all, or, even when possible,would result in poor resoure e�ieny, beause it would require the use of1



2 CHAPTER 1. INTRODUCTIONan extended range of onservative approahes. Thus, to be able to deploysuh kind of appliation in a more e�etive way, system ativities should bedynamially sheduled during run-time, as they are required. In this ase itis also possible to provide a priori guarantees about the system preditabil-ity, however the amount of information required is lower than in the ase ofstati o�-line sheduling.1.2 Flexible real-time distributed systemsMany real-world systems are omplex and dynami, evolving during timeand onsequently hanging their requirements that nevertheless must be al-ways ful�lled by the ontrol system. Furthermore, the adoption of DCCSs inmarkets suh as the automotive, in whih eonomi issues are of paramountimportane, requires highly e�ient systems. To ope with the requirementsof suh appliations, DCCS systems must be able to adapt themselves tothe evolving requirements of the environment they are attahed to. How-ever, high resoure e�ieny frequently on�its with stati sheduling ap-proahes, aording to whih resoures are permanently alloated based onworst-ase requirements.An initial step to improve e�ieny onsists in the provision of severalmodes of operation during system design. At run-time, the partiular modeof operation that better �ts the operational requirements is seleted. Is-sues onerning the timeliness during mode hanges have been addressedin previous sienti� work [Ped99, Foh93℄. Some ommuniation protoolssupport the mode hanges semanti to provide some level of �exibility (e.g.Time-Triggered Protool (TTP) [KG94℄). Nevertheless, mode hanges arestill restritive, sine all the modes are required to be ompletely known andharaterized during system design. For omplex highly dynami systems,this degree of knowledge an be unavailable, or an result in an explosion onthe number of possible modes, making their implementation umbersome oreven impossible at all.To be able to support appliations having suh high omplexity and highdegree of dynamism, a distributed real-time system must be operationally�exible, meaning that it must support on-the-�y hanges to the omputa-tional ativities arried on. In distributed systems, omputation ativitiesimply the exeution of tasks, eventually residing in distint nodes, as well as



1.3. CENTRAL PROPOSITION AND CONTRIBUTIONS 3data exhanges between them using an appropriate ommuniation network.Both task exeution and data exhange ativities are losely related. In adistributed environment tasks require as input and/or produe as outputdata, whih must be distributed by the underlying ommuniation networkwithin onstrained time boundaries [TC94, GH98℄. Failing to meet suhtime onstraints an result in feeding tasks with outdated data, whih in itsturn an ompromise the entire system behavior. From this strong inter-dependeny between tasks and ommuniation ativities within distributedsystems, it follows that hanges in the properties of real time ativities anlead to hanges both in the task and message sheduling.Another requirement found in real-time distributed systems is the apa-ity to deliver both time and event-triggered ommuniation servies undertiming onstraints [LA99℄. In time-triggered systems the ommuniationativities are triggered at pre-de�ned time instants, aording to a globalshedule, thus requiring a global time synhronization. This approah al-lows setting the di�erent message streams out of phase, whih in some asesmay result in a redution in the number of message streams that beomeready for transmission simultaneously. Therefore, this type of systems iswell suited to onvey periodi updates of state data. On the other hand, inevent-triggered systems ommuniation ativities our only when required,thus these systems are more adapted to onvey alarms and managementdata. Most DCCSs privilege either one or the other type of servies. Insystems eminently time-triggered, event-triggered servies are either non-existing or handled ine�iently in terms of either response time or networkutilization. On the other hand, in systems eminently event-triggered, inter-esting properties of time-triggered servies suh as global synhronizationand omposability with respet to the temporal behavior are normally lost.Thus, another aspet that should be addressed by a �exible system is the e�-ient integration of both these tra� paradigms, with mehanisms providingtemporal isolation between them, in order to prevent mutual interferene.1.3 Central proposition and ontributionsThis work introdues a ommuniation paradigm deemed to support the re-quirements of �exible distributed real-time systems. It is our thesis that theproposed ommuniation paradigm allows ombining in the same ommu-



4 CHAPTER 1. INTRODUCTIONniation system di�erent types of tra�, with the ability to hange tra�properties and/or the respetive sheduling poliy during system run-time,without relinquishing preditability guarantees and ahieving e�ient use ofnetwork bandwidth. More spei�ally, the envisaged tra� types are timeand event-triggered with distint timeliness requirements (hard/soft/non-real-time). The proposed ommuniation paradigm meets the following ob-jetives:
• Support for on-line message sheduling of time-triggered messages basedon dynami requirements;
• Support for on-line hanges between di�erent sheduling poliies, bothwith �xed and dynami priorities, onerning the time-triggered tra�;
• Timeliness guarantees onerning the real-time tra�, based on on-lineadmission ontrol;
• Support for distint tra� types (time and event-triggered) with tem-poral isolation;
• Low protool overhead;The ontributions found in this thesis relate to the spei�ation, analysis andimplementation of suh ommuniation paradigm, and are the following:1.3.1 Improvements on the FTT-CAN protool:The FTT-CAN protool was developed at the University of Aveiro ([AFF98℄)and relies on the Controller Area Network (CAN) [Rob91℄ as the base om-muniation network protool. The initial implementation of the FTT-CANprotool omprised a planning sheduler and an on-line admission ontrolprotool based on a shedulability analysis for the periodi tra� assuming�xed priorities. The researh made in the sope of this thesis addresses onone hand the sheduling of periodi messages using dynami priorities andrespetive feasibility analysis, and on the other hand the support for aperi-odi tra�, both real and non-real-time, and respetive timeliness analysis.1.3.2 Spei�ation of the FTT paradigmBased on the set of requirements resulting from the main proposition ofthis thesis, the major ontribution onsists on the de�nition of a framework



1.3. CENTRAL PROPOSITION AND CONTRIBUTIONS 5able to support the ommuniation requirements of �exible distributed real-time systems. This framework is designated Flexible Time-Triggered (FTT)paradigm and de�nes a ommuniation system arhiteture. The system ar-hiteture herein referred to is generi in the sense that it does not rely onany partiular network protool. The only requirement posed by the FTTparadigm with respet to the underline ommuniation protool is the abilityto exhange broadast messages. The FTT paradigm de�nes a entralizedsheduling arhiteture, where a partiular node, designated by Master, isresponsible for managing a database with all the relevant ommuniation re-quirements, performs on-line feasibility tests onerning the real-time tra�,exeutes a dynami sheduler and �nally distributes the generated shedulesto the network devies. From the devie side, the FTT paradigm also de�nesthe rules to perform ommuniations. Furthermore, all these funtions areabstrated from the respetive implementation, thus allowing appliationsto be developed independently of the partiular implementation and MAC.To support suh arhiteture, suitable sheduling and on-line admission pro-tools were also developed.
1.3.3 The FTT-Ethernet protoolOne important aspet of �exibility is related to salability. Distributed real-time systems are used in a wide range of appliations, with di�erent require-ments in many aspets, namely bandwidth. Observing that some applia-tions require greater bandwidth than the one made available by traditional�eldbus protools like CAN, the FTT paradigm was also implemented overEthernet, leading to the FTT-Ethernet protool. With respet to this proto-ol, besides the implementation of the funtions stritly related with the FTTparadigm, a further researh was developed in the �eld of dynami Quality ofServie (QoS) handling and support for multimedia message streams. Con-erning the dynami QoS management, an implementation of the ElastiTask Model [BLA98℄ was performed, providing support for message streamsharaterized by ranges of aeptable QoS onerning the network utiliza-tion, as well as a method to assign dynamially the best possible QoS toeah suh message, aording to the available network resoures.



6 CHAPTER 1. INTRODUCTION1.4 Organization of the dissertationIn this hapter we have outlined the sope of the thesis and brie�y disussedthe need for further researh on the �exibility of the ommuniation net-works supporting distributed real-time systems. Finally, it was presentedthe entral proposition of this thesis and its main ontributions. The re-minder of this thesis provides bakground information on this researh �eldand presents the work done in order to support the proposition made above,being organized as follows:Chapter 2 inludes a brief overview of the area of real-time systems, withspeial emphasis on the issues that are addressed in this dissertation.Starting with an informal presentation of the main onepts on real-time systems, the fous then moves to an overview of the most relevantresults in the �eld of sheduling algorithms and shedulability analysis.Chapter 3 is devoted to distributed real-time systems. This hapter startsby a haraterization of distributed real-time systems, task ativationand o-operation models and message sheduling. Then it presents anoverview of some of the more relevant ommuniation protools usedin DCCS systems. Besides the dediated ommuniation protools,developed spei�ally for use in DCCSs, are also addressed real-timeprotools based on Ethernet, whih reently has been target of inter-est both from the sienti� and industrial ommunities. This hapterinludes two tables that summarize the properties of these protools inissues ranging from the support of di�erent types of tra� to timelinessguarantees and operational �exibility.Chapter 4 presents the Flexible Time-Triggered ommuniation paradigm.This hapter is the heart of this dissertation and starts by present-ing a set of requirements that �exible real-time ommuniation net-works must ful�ll, as well as the justi�ation for the proposal of a newparadigm. Then the FTT paradigm is presented in detail, both froman arhitetural and funtional point of view. Furthermore, this hap-ter also presents a generi shedulability analysis, both onerning thesynhronous and asynhronous tra�, adapted to ope with the FTTonstraints. Although generi, the analysis herein presented must beslightly adapted to handle the peuliarities of the underline ommu-



1.4. ORGANIZATION OF THE DISSERTATION 7niation network, issue that is addressed in Chapters 6 and 7, for theFTT-CAN and FTT-Ethernet implementations, respetively.Although hronologially the FTT paradigm as appeared after theFTT-CAN protool, the presentation beomes more lear and under-standable if the paradigm is presented before the implementations.For this reason the FTT paradigm is presented in Chapter 4, whilethe FTT-CAN and FTT-Ethernet implementations are presented inChapters 6 and 7, respetively.Chapter 5 disusses the suitability of the FTT paradigm to support sys-tems that bene�t or even require dynami QoS management. Thishapter starts by disussing the internal impliations of supportingthis type of servie. Then two illustrative QoS management poliiesare presented, whih are used in a simple ase study.Chapter 6 and 7 present two FTT implementations, one based on theController Area Network protool (Chapter 6), and another based onEthernet (Chapter 7). Although from the appliation point-of-view theset of servies provided by any of the implementations is basially thesame, their internals must ope with the partiularities that eah oneof the underline ommuniation protools presents. Suh partiulari-ties beome speially visible in what onerns the message arbitration,aess-ontrol and arbitration tehniques employed in eah ase, whihare arefully disussed. Moreover, these hapters also inlude the smalladaptations that must be performed in the generi shedulability anal-ysis presented in Chapter 4.Both of these hapters inlude simulation and experimental results thatallow, in some extent, to assess the performane of the protools.Chapter 8 ontains a brief summary and disussion about the ontribu-tions presented in this dissertation and suggests some lines of futureresearh that seem promising.



8 CHAPTER 1. INTRODUCTION



Chapter 2Real-time systemsfundamentals
2.1 Basi onepts on real-time systemsComputer-based ontrol systems are beoming a ommonplae. They areoften found in appliations ranging from bread toasters, washing mahines,automati doors and aess ontrol systems to automotive, avionis, robotisand proess and manufaturing industries. A omputer-based ontrol systemomprises at least a sensory system to gather data about the state of thesystem under ontrol, or environment, a omputer able to exeute a ontrolalgorithm and an atuation system.The nature of the omputations made in this kind of systems is verybroad, ranging from omplex numerial omputations required to imple-

Environmnet

Sensory
System

Actuation
System

Figure 2.1: Generi omputer-based ontrol system blok diagram9



10 CHAPTER 2. REAL-TIME SYSTEMS FUNDAMENTALSment advaned ontrol algorithms or image proessing used for instane inrobotis, to basi operations like turning some devie on or o� aording toa binary input fed by some sensor. A broad range of values is also foundonerning the time granularity. For example, in industrial environments itis usual to �nd ontrol loops in the range of seonds to milliseonds.Systems are onsidered to produe logially orret results when its out-puts are related to the atual inputs aording to the laws determined dur-ing system spei�ation. However, for some systems, this requirement isnot enough. For instane, if the bread toaster ontroller takes an exes-sive amount of time to turn it o� after deteting that the bread is enoughtoasted, the output of the proess an beome a piee of haroal. Suhkind of systems, in whih omputations must be arried within spei� timeboundaries, are referred as having real-time requirements. More onisely,a real-time omputer system is a omputer system in whih the orretnessof the system behavior depends not only on the value of the omputation butalso on the time at whih the results are produed [SR88℄. Thus, a real-timesystem must reat to hanges in the state of the objet under ontrol withintime boundaries, whih depend on the dynamis of the ontrolled objet.The last instant at whih a result an be produed is alled deadline.Depending on the partiular appliation, failing to meet deadlines anhave dissimilar onsequenes. For example, to be able to reah some geo-graphial position, a mobile robot must ollet data from the environmentand use it to perform trajetory planning. However, to be able to deal withreal environments, it must also be able to detet and avoid obstales. If dueto some system overload, the trajetory planning task sometimes does nothave enough omputational resoures to exeute, the robot will take moretime to reah its goal, but eventually will reah it, provided that the deadlinemiss ratio is not too high. On the other hand, if, in the ourse of the sameoverload, the robot fails in timely deteting the presene of an obstale, itan ollide with it. This failure an ause eonomial losses, for example ifthe robot or the objet with whih it ollides beomes damaged, or it analso put human lifes in risk, for example if the undeteted objet is a person.In [Kop97℄ deadlines are lassi�ed as �rm or soft. If a result has utility evenafter the deadline has passed, the deadline is lassi�ed as soft, otherwise itis �rm. Whenever failing to meet a �rm deadline an lead to a atastro-phe, the deadline is alled hard. Whenever a omputer system exeutes at



2.2. SCHEDULING REAL-TIME SYSTEMS TASKS 11least one ativity having an hard deadline it is alled a hard real-time systemor safety-ritial real-time system. If no hard real-time deadlines exist, thesystem is alled soft real-time system.2.2 Sheduling real-time systems tasksIn the sope of real-time systems, proesses (or logial units of onurrenywithin the system, interating to ahieve a ommon goal [Aud93℄) in a real-time appliation are mapped on software tasks. Tasks thus represent a-tivities handled by the omputational system. Usually omputational sys-tems exeute several ativities, eventually with di�erent deadline onstraints.Some of these ativities are independent of eah other, with no preedeneonstraints or shared resoures. Other ativities must be exeuted in somespei� order, or share aess to some entities, suh as data strutures orI/O devies.To be able to perform orretly, the resoures required by all the ativ-ities should be granted in a way that they an be ompletely served withintheir respetive deadlines, while respeting any other requirements, suh aspreedene onstraints. The proedure of seleting whih task should beexeuted at a partiular point in time is alled sheduling and the set ofrules that, at any time, determines the order in whih tasks are exeuted isalled a sheduling algorithm. More aurately, a sheduling problem anbe de�ned [But97℄ by three sets: a set of n tasks J = {J1, J2, ..., Jn}, aset of m proessors P = {P1, P2, ..., Pm} and a set of s types of resoures
R = {R1, R2, ..., Rs}. Furthermore, preedene relations among tasks an bespei�ed through a direted ayli graph and eah task an have assoiatedtiming onstraints. In this ontext sheduling means to assign proessorsfrom P and resoures from R to tasks from J in order to omplete all tasksunder the imposed onstraints.Real-time sheduling is perhaps the researh topi that deserved mostattention from the real-time researh ommunity. A ommon taxonomy (e.g.[But97℄) of real-time task sheduling is presented in Figure 2.2:O�-line. All sheduling deisions are made prior to system exeution.The resulting shedule is stored in a table, alled dispather table, whihontains the list of tasks and the respetive ativation instants. During run-time a yli exeutive, alled dispather, sequentially and repeatedly sans
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Figure 2.2: Taxonomy of real-time sheduling algorithmsthe list and ativates the tasks at the appropriate instants. To be able to usethis approah, a omplete haraterization of the properties of the task setis required in advane. Therefore, this method annot handle systems thatrequire runtime hanges to the task set. On the other hand, suh systemsrequire low runtime overhead and support omplex sheduling algorithms.The former property results from the fat that, during runtime, the overheadis due only to the dispather exeution, whih in turn only needs to read datasequentially from a table. The latter feature results from the fat that thesheduling is performed prior to system exeution. Thus, the time requiredto build the shedule is not tightly onstrained. Moreover, the shedulingalgorithm an be (and usually is) exeuted in a omputational system otherthan the one used to deploy the system, whih an have more adequateresoures to perform this funtion.On-line. Sheduler deisions are taken during system runtime, uponthe ourrene of some event that requires resheduling. Suh events anbe for instane the arrival of new tasks, a bloking, or the termination ofthe urrently exeuting task. To selet the next task to exeute among theready ones, a partiular parameter, usually alled priority, is used. Thepriority is derived by some spei� methodology, resulting for instane fromthe temporal properties of the task or its relative importane. This approahsupports runtime hanges to the message set, sine in eah invoation thesheduler onsiders only the set of ready tasks. On the other hand, theruntime proessing required to �nd a shedule an be substantial. Sinethe time required to build the shedule is overhead in what onerns theexeution of appliation tasks, the omplexity of the sheduling algorithmsmust be bounded.Stati. Sheduling deisions are based on �xed information that is avail-



2.3. SCHEDULABILITY ANALYSIS 13able at pre-runtime, e.g. �xed priorities.Dynami. Sheduling deisions are based on information that is avail-able at runtime, only, e.g. the release instants of aperiodi tasks.Non-preemptive. A running task exeutes until it deides to releasethe alloated resoures, usually on ompletion, irrespetively of other tasksbeoming ready, eventually with higher priority. In this ase shedulingdeisions are only required after task's ompletion instants.Preemptive. A running task an be suspended or interrupted duringits exeution, if at some instant a task with higher priority beomes ready.In non-preemptive systems, when a task beomes ready, it must wait at leastfor the ompletion of the running task, independently of their relative prior-ities. This e�et is alled bloking. Preemptive systems are more responsiveonerning higher priority tasks, sine these tasks do not su�er bloking fromlower priority ones. However, in this ase, sheduling events are generatedmore often, in all task ativation instants, resulting in higher overhead whenompared with non-preemptive systems.2.3 Shedulability analysisHard real-time systems demand a high degree of preditability, thus thefeasibility of the shedule should be guaranteed in advane. On the otherhand, soft real-time systems have less stringent requirements, and missingdeadlines have no atastrophi onsequenes. Sheduling algorithms fall intotwo lasses, guarantee-oriented and best e�ort [SR92℄. In o�-line sheduledsystems task properties suh as ativation instants, worst-ase omputationtimes, et. are known a priori, and the shedule is built before runtime.Provided that the assumptions onerning the task properties are au-rate, if a feasible shedule is found the tasks are guaranteed to meet theirdeadlines during system runtime. Thus, this kind of algorithms fall intothe guaranteed-oriented lass. However, in on-line sheduled systems, thatknowledge might not be available, e.g. when tasks are reated and removeddynamially during runtime. In this ase, if there is an on-line admissionontrol mehanism based on a shedulability test, responsible for rejetinghanges to the task set that ompromise the system timeliness, the shedul-ing algorithm also falls into the guarantee-oriented lass. This shedulingparadigm is known as dynami planning based [RS94℄, beause the resoures
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Figure 2.3: Exat, su�ient and neessary shedulability testsof aepted tasks are reserved into the future. On the other hand, if hangesto the task set are always aepted without any kind of assessment, it is notpossible to guarantee the system timeliness, and thus suh algorithms fall inthe best e�ort ategory .The shedulability test algorithms are losely related to the partiularsheduling algorithm. The shedulability test result must re�et the ability ofthe partiular sheduling algorithm to �nd or not a feasible shedule. In someases, the shedulability test is exat, meaning that, if a feasible shedule anbe built, the test result is positive, and onversely, a negative result impliesthat the sheduling algorithm is unable to �nd a feasible shedule. However,exat shedulability tests an be too omplex to exeute on-line, or even beomputationally intratable [GJ75℄. Su�ient shedulability test algorithmsan be simpler. However, a su�ient shedulability test an rejet feasiblesets. On the other hand, sets rejeted by a neessary shedulability testalgorithm are not ertainly shedulable, but tasks sets that are not rejetedmay be not shedulable. Figure 2.3 depits the guarantees delivered by thesetypes of shedulability tests.2.4 Examples of sheduling algorithmsThis setion brie�y presents some paradigmati sheduling algorithms andrespetive shedulability analysis. Partiular attention is devoted to RateMonotoni and Earliest Deadline First sheduling algorithms beause lateron these algorithms will be re-used for message sheduling.2.4.1 Task modelTasks are ativated in response to some event. For instane, in a omputerontrolled system, whenever a sensor detets a hange in a partiular en-vironment variable, the task that implements the ontrol algorithm an be



2.4. EXAMPLES OF SCHEDULING ALGORITHMS 15ativated and exeuted when possible. In this ase the ativation instants ofthe tasks annot be predited. These tasks are alled aperiodi. If there is aminimum inter-arrival time between any two onseutive ativations, tasksare alled sporadi. Some other tasks are required to be ativated regularly.This situation is often found in omputer ontrol systems, to enfore thesampling of data at some desired rate. These tasks are known as periodi.To be able to shedule a set of tasks, sheduling algorithms need to have aminimum level of knowledge about eah task properties. A set of perioditasks Γ an be denoted by:
Γ = {τi(Ci, Ti, Phi,Di, P ri), i = 1, ..., n} (2.1)where:

• Ci is the worst ase omputation time required by task τi;
• Ti is the period of task τi;
• Phi, is the initial phase of task τi;
• Di is the relative deadline of task τi;
• Pri is the priority or value of task τi.The ativation instant (ai,k) and absolute deadline value (di,k) of the generi

kth instane of the periodi task τi an be omputed as:
ai,k = Phi + (k − 1) ∗ Ti

di,k = ai,k + DiThe same notation is valid for sporadi tasks, exept that the period (Ti)beomes the minimum inter-arrival time (miti) and the initial phase is notde�ned. In this ase the ativation instant and absolute deadline instantsan be omputed as:
ai,k ≥ ai,k−1 + miti

di,k = ai,k + Di



16 CHAPTER 2. REAL-TIME SYSTEMS FUNDAMENTALS2.4.2 On-line sheduling algorithmsThe seminal work by Liu and Laylan [LL73℄ inludes two of the most impor-tant sheduling algorithms for independent task sheduling in single CPUsystems. These algorithms are the Rate Monotoni, for stati priorities sys-tems and Earliest Deadline First for dynami priorities systems. The rele-vane of these algorithms results from the fat that they are optimal amongtheir lasses. An algorithm is optimal if it is able to generate a feasibleshedule whenever some other algorithm of the same lass is able to do it.Rate Monotoni algorithmThe Rate Monotoni (RM) algorithm [LL73℄ is an on-line preemptive algo-rithm based on stati priorities.Aording to the RM algorithm, priorities are assigned monotoniallywith respet to the tasks period; the shorter the period, the greater thepriority:
∀τi, τj ∈ Γ : Ti < Tj ⇒ Pri > Prj (2.2)At runtime, whenever a task instane is ativated or the running task�nishes exeuting, the sheduler selets the task with highest period amongthe ready ones. The overall omplexity of this algorithm is O(n) sine in-serting a new task instane in an order queue of n elements may take up to

n steps. At dispathing time, seleting the highest priority ready task justrequires to get the �rst element of the head of the queue.Earliest Deadline First AlgorithmThe Earliest Deadline First (EDF) [LL73℄ algorithm is an on-line preemptivealgorithm based on dynami priorities. Aording to the EDF algorithm, theearliest the deadline the highest the priority of the task. During runtime thefollowing relation holds:
∀τi, τj ∈ ΓR : di < dj ⇒ Pri > Prj (2.3)where ΓR is the subset of Γ omprising the ready tasks and (di ,dj) arethe absolute deadlines of tasks τi and τj.



2.4. EXAMPLES OF SCHEDULING ALGORITHMS 17Task T C1 4 22 6 23 11 1Table 2.1: Periodi task set properties
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τ1

τ2

τ3 Figure 2.4: Shedule generated by RMAt runtime, whenever a task instane is ativated or the running task �n-ishes exeuting, the sheduler selets the task with highest period among theready ones. Sine the task priorities are dynami, it is neessary to sort theready task queue whenever new task instanes are ativated. Thus, the timeomplexity of this algorithm is O(n∗ log(n)). If follows that EDF shedulingrequires higher runtime overhead than the RM sheduling algorithm, whihan be problemati in systems based on low proessing power CPUs, oftenfound in some embedded distributed ontrol appliations. However, as it willbe seen further on, ompared to RM, the EDF algorithm is able to ahievehigher utilization fators and, at the same time, the number of preemptionsan be potentially lower. This results in a trade-o� between runtime over-head and shedulability level, whih must be evaluated ase by ase. Figures2.4 and 2.5 depit the timeliness relative to the shedules generated bothby an RM and EDF shedule algorithms for a periodi task set with theproperties stated in table 2.1.In Figure 2.4, onerning the RM sheduler, it an be observed that task
τ1 always exeutes �rst, sine it has the shortest period among all tasks, andthus the highest priority. Task τ2 always exeutes before task τ3 beause ithas a shorter period. However, in Figure 2.5, onerning the EDF sheduler,the priority depends on the distane to the deadline, and thus it hanges
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τ1

τ2

τ3Figure 2.5: Shedule generated by EDFduring runtime. For instane, at time t=6 task τ3 has the shortest deadlineand thus exeutes before task τ2.Other sheduling algorithmsMany other sheduling have been developed along the years. Two other well-known algorithms are the Deadline Monotoni (DM) [LW82℄ and the Least-Laxity (LL) algorithms [MD78℄. The DM algorithm belongs to the lass ofthe stati priorities preemptive algorithms and uses the same assumptionsas the RM algorithm exept that relative deadlines an be shorter than theperiods. In this algorithm task priorities are assigned aording to the taskrelative deadlines instead of periods. The DM algorithm is also optimal inits lass [LW82℄. The LL algorithm makes the same assumptions as the EDFalgorithm. However, the priority assignment is made aording to the laxityof the task, i.e., the amount of time that a task an wait to be able to �nishwithin the deadline. The LL algorithm also is optimal in its lass [MD78℄.2.4.3 Shedulability testsMost of the shedulability tests fall in one of two lasses: utilization-basedand response-time based. The former ones have a lower omputational om-plexity than the latter ones, thus from this point of view are more suit-able to be used in on-line sheduled systems. However, response-time basedshedulability tests are usually less pessimisti and an provide individualresponse-time bounds for eah task.



2.4. EXAMPLES OF SCHEDULING ALGORITHMS 19Utilization-based shedulability testsLiu and Layland present a su�ient shedulability ondition for the RMalgorithm [LL73℄. The following assumptions are assumed:
• Task set only omprises periodi tasks;
• Relative deadlines of all tasks are equal to the tasks periods;
• Independent tasks, i.e., no preedene or mutual exlusion onstraints;
• All task instanes have the same worst-ase exeution time.Moreover, it is impliitly assumed that, one started, task instanes exeuteuntil ompletion or preemption and that the operating system overhead (e.g.time required for ontext swithing and tik handling) is small and an beignored. However, when required, the operating system overhead an beaounted for in the analysis.The proessor utilization fator of a task set is de�ned as the frationof the proessor time spent in the exeution of the task set. The ratiobetween the omputation time of a task and its period gives the fration ofthe proessor time spent in exeuting that task. Thus, the utilization fator

U of a task set omposed by n tasks is:
U =

n
∑

i=1

(
Ci

Ti
) (2.4)The su�ient shedulability analysis presented in [LL73℄ onsists in theomputation of the least upper bound for the task set utilization. For alltask sets having a utilization fator below this bound there exist a feasibleshedule. The least upper bound is given by the following equation:

U =

n
∑

i=1

(
Ci

Ti
) < n(2

1

n − 1) (2.5)This funtion approahes (≃ 0.69) as n goes to in�nity. For task sets withharmoni periods the least upper bound is one, the maximum attainable insingle proessors. To perform this feasibility test it is required to sum theutilizations of eah task. For a task set with n messages this takes n steps,thus the omputational omplexity of this method is O(n).



20 CHAPTER 2. REAL-TIME SYSTEMS FUNDAMENTALSOther utilization-based analysis for the RM sheduling algorithm havebeen proposed, some of them providing exat results ([LSD89℄) even forarbitrary deadlines ([Leh90℄). However, despite being more omplex to om-pute, they still do not provide timing information for individual tasks, asresponse-time based shedulability tests do.An extension of the original analysis of Liu and Layland for non-preemptivesystems was presented in [SS93℄. In this ase high priority tasks an bebloked by running lower priority tasks. This bloking ours at most onein eah task instane ativation if a suitable resoure aess protool is used(e.g. Priority Ceiling Protool). For these assumptions, a set of n perioditasks is shedulable by RM if:
∀i, 1 ≤ i ≤ n,

i−1
∑

j=1

(
Cj

Tj

) +
Ci + Bi

Ti

≤ i(2
1

i − 1) (2.6)where Bi is the time during whih task τi is bloked by lower priority tasks(priority inversion). The task set is supposed to be ordered by dereasingpriorities, i.e., ∀i, j : 1 ≤ i, j ≤ n, i < j ⇒ Pi ≥ Pj .
Bi is determined as follows:

{

Bi = 0, Pi = minj=1..n {Pj}

Bi = maxj∈lp(i) {Cj} , Pi 6= minj=1..n {Pj}
(2.7)where lp(i) denotes the set of tasks having lower priority than task τi .In [LL73℄ it is also presented a shedulability ondition for the EDFalgorithm. It relies on the same assumptions of the RM shedulability testabove referred. This ondition is exat (neessary and su�ient):

U =

n
∑

i=1

(
Ci

Ti
) ≤ 1 (2.8)As in the ase of RM shedulability test, it is required to sum the uti-lizations of eah task. For a task set with n messages this takes at most nsteps, thus the omplexity of this method is also O(n).Response-time based shedulability testsSeveral response-time based shedulability tests have been proposed. Parti-ularly interesting approahes are [JP86℄ and [ABRW91, ABR+93℄, sine they



2.4. EXAMPLES OF SCHEDULING ALGORITHMS 21not only provide shedulability tests for task sets with arbitrary �xed prior-ity ordering, but also provide estimations of the atual worst-ase responsetime of eah task.Aording to the method presented in [ABR+93℄, the longest responsetime of a periodi task τi, denoted as Ri, is given by the sum of its om-putation time (Ci) with the amount of interferene that it an su�er fromhigher priority tasks (Ii), alulated in the ritial instant, i.e., the instant inwhih the ombination of the ativations of the tasks auses the maximuminterferene.
Ri = Ci + Ii (2.9)The amount of interferene due to higher priority tasks is:

Ii =
∑

∀j∈hp(i)

⌈

Ri

Tj

⌉

Cj (2.10)where hp(i) is the set of tasks with higher priorities.Combining equations 2.9 and 2.10 results:
Ri = Ci +

∑

∀j∈hp(i)

⌈

Ri

Tj

⌉

Cj (2.11)Unfortunately, the response time Ri appears in both sides of equation2.11. However, it an be used an interative tehnique to solve it. Let rn
i bethe nth approximation of the real value of ri. The suessive approximationsare generated by:

rn+1
i = Ci +

∑

∀j∈hp(i)

⌈

rn
i

Tj

⌉

Cj (2.12)The iteration starts with r0
i = 0+ and stops when rn+1

i = rn
i . As referredin [ABR+93℄, it an be shown that rn+1

i ≥ rn
i and so the iteration anbe stopped either when rn+1

i = rn
i or when rn

i exeeds the task deadlineor period (for Deadline Monotoni or Rate Monotoni sheduling poliy,respetively). Moreover, in eah iteration of Equation 2.12 either rn+1
i = rn

iand the proess is �nished, or rn+1
i > rn

i meaning that (at least) an instaneof an higher priority task beame ready. Thus, iteration steps are lower-bounded by the lower exeution time among the higher-priority task, whih



22 CHAPTER 2. REAL-TIME SYSTEMS FUNDAMENTALSimplies that the termination ondition is reahed in a �nite number of steps.The analysis presented in [ABR+93℄ also inludes the e�et of non-preemption due to resoure sharing. Moreover, it an be extended to in-dependent non-preemptive systems. In this ase Equation 2.9 an still beused but the interferene equation must be rede�ned to inlude the blokingfator due to lower priority tasks, as follows:
Ii = Bi +

∑

∀j∈hp(i)

⌈

Ii

Tj

⌉

Cj (2.13)The bloking term Bi is still given by 2.7. As in the ase of Equation2.11, Equation 2.13 is also solved iteratively. Note however that Equation2.13 does not inlude the omputation time of the task τi itself, sine innon-preemptive systems, one a task is dispathed it annot be interruptedby other tasks.Contrarily to what happens in �xed priority systems suh as DM or RM,the worst-ase response times of a general task set sheduled by EDF arenot neessarily obtained with a synhronous pattern of arrival, i.e., whenall tasks beome ready at the same (arbitrary) time instant. In fat, theworst-ase response time of a task τi is found in a deadline busy period,in whih all tasks but τi are released synhronously from the beginning ofthe deadline busy period and at their maximum rate [GRS96℄. In order to�nd the worst-ase response time of τi, it is neessary to onsider severalsenarios, in whih τi has an ativation released at time a, while all othertasks are released synhronously, at an arbitrary time instant, usually t = 0[Spu96℄. Thus, for a given value of a, the response time of a τi instanereleased at time a is given by:
Ri(a) = max{Ci, Li(a) − a} (2.14)where Li(a) is the length of the busy period that inludes τi ativation.To ompute Li(a) the following iterative omputation is performed:

L
(0)
i (a) = 0, L

(k+1)
i (a) = Wi(a,L

(k)
i (a)) + (1 +

⌊

a

Ti

⌋

)Ci (2.15)where Wi(a, t) inludes the ontributions of all instanes of all tasks ex-ept τi having absolute deadlines smaller or equal to a + Di, i.e.:



2.4. EXAMPLES OF SCHEDULING ALGORITHMS 23
Wi(a, t) =

∑

j 6= i

dj ≤ a + Di

min
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, 1 +

⌊

a + Di − dj

Tj

⌋}

Cj (2.16)
The issue of EDF task sheduling analysis on non-preemptive systemswas addressed in [GRS96℄. As in the ase of �xed priorities addressed above,also in systems based on EDF, the shedulability analysis is similar in boththe preemptive and non-preemptive ases. The only two di�erenes are:
• Due to the absene of preemption, a task instane with a later absolutedeadline an ause bloking, thus induing priority inversions;
• The alulation of the busy period must be performed until the starttime of the task instane instead of its ompletion time, sine, onedispathed, the task instane always exeutes until ompletion.Therefore, Equations 2.14, 2.15 and 2.16 for non-preemptive systems beomerespetively:

Ri(a) = max{Ci, Li(a) + Ci − a} (2.17)
L
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i (a) = max

Dj>a+Di

{Cj − 1} + Wi(a,L
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Wi(a, t) =

∑
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As in the ase of preemptive systems, Equation 2.18 is a monotoni non-dereasing step funtion, and an be solved iteratively, starting with L0

i (a) =

0.



24 CHAPTER 2. REAL-TIME SYSTEMS FUNDAMENTALS2.5 ConlusionThis hapter presents a brief overview about the major onepts and hal-lenges onerning real-time systems. Starting from a generi perspetiveabout real-time omputer-based ontrol systems, the hapter evolves to is-sues like task sheduling, sheduling algorithms and shedulability analysis.Computer-based ontrol systems omprise sensors to gather data fromthe environment, omputers to exeute ontrol algorithms and atuators todrive the environment. Some of these ativities may have to be performedwithin strit time bounds. In this ase the system is alled a real-time system.Moreover, if failing to meet these temporal onstraints an be tolerated, thesystem is alled soft real-time, while if suh failure an lead to atastrophiresults the system is alled hard real-time.For hard real-time systems it is neessary to assign the resoures requiredby the omputational ativities so that they an be ompletely served withinthe required time bounds. Moreover, other requirements ommonly found,suh as preedene onstraints, must also be ful�lled. Sheduling has been afertile researh �eld, with a large variety of methodologies desribed in theliterature. One important aspet onerns the instant where the sheduledeisions are performed. In o�-line sheduled systems, sheduling deisionsare made prior to system exeution, and their results are stored in a tablethat is used during run-time to trigger the system ativities. In on-linesheduled systems the shedule is built during system run-time, based onthe instantaneous system requirements.While in some real-time systems it is possible to haraterize in advaneall the ativities, in others this is either di�ult or even impossible at all. Inthe former ase it is possible to shedule the ativities o�-line. However, thelatter type of systems are more e�iently supported by on-line sheduling,sine in this ase the ativities are sheduled for exeution based only on theinstantaneous system state.In o�-line sheduled systems, one a feasible shedule is found, the real-time behavior of the system in assured. If no suh shedule is found, thesystem designer an tune some of the system parameters and repeat theproess the number of times neessary to ahieve positive results, sine thisjob is arried before system runtime. However, in on-line sheduled systems,this is not possible, sine sheduling is arried during system run-time, and



2.5. CONCLUSION 25thus the sheduler must promptly selet the ativity that should be exeutednext. Continued real-time behavior an be ahieved in this latter ase bythe exeution of appropriate shedulability tests, whih rejet the admissionof ativities that may ompromise the system real-time behavior.Distint shedulability analysis di�er in their auray and omputa-tional ost. Some tehniques require less omputational resoures (e.g. utilization-based) when ompared to others that produe more exat results, but inurin higher omputational overhead (e.g. response-time based). The issueof omputational ost is partiularly relevant in on-line sheduled systemsthat must respond promptly to hanges in the system requirements duringrun-time. To assure ontinued real-time behavior the shedulability analysismust be performed whenever the requirements hange. Thus, in this ase,the system responsiveness to suh hanges depends diretly of the omplexityof the shedulability analysis.
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Chapter 3Distributed real-time systemsSeveral de�nitions of the term "distributed system" an be found in the lit-erature. None of them is ompletely in agreement with any one of the others,and they depend heavily on the partiular �environment and bakground�.For example, in the COSI projet [PD00℄, meant to assess ritially and de-velop new ways of thinking about soial proesses, distributed systems aresystems made of a olletion of entities (humans, tehnial systems, insets,et.) and where deision (ontrol) is totally or partially taken by these enti-ties. Moving to the �eld of omputer siene, Tannenbaum [Tan95℄ de�nesa distributed system as a olletion of independent omputers that appearto the users of the system as a single omputer. On its hand, Coulouris etal [CDK94℄ go deeper and de�ne a distributed system as a system onsist-ing of a olletion of autonomous omputers linked by a omputer networkand equipped with distributed system software. Distributed system softwareenables omputers to oordinate their ativities and to share the resouresof the system � hardware, software, and data. Users of a well-designed dis-tributed system should pereive a single, integrated omputing faility eventhough it may be implemented by many omputers in di�erent loations.The bottom line is that distributed systems omprise multiple autonomousproessing units (or entities), ooperating to ahieve a ommon objetive orgoal. To ahieve their goal the proessing units need to exhange information,thus eah one is attahed or integrates a network interfae unit providing a-ess to a suitable ommuniation system. This type of system is looselyoupled in the sense that all information exhange is performed exlusivelyvia the ommuniation system using messages.27



28 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSA distributed real-time system is a distributed system in whih there existreal-time ativities, i.e., ativities that must be arried within spei� timebounds. To be aomplished, these time-onstrained ativities require theexeution of tasks in some proessing units, whih, in its turn, may eventuallyrequire the exhange of data with other task(s) that may be exeuting indi�erent proessing units. Thus, to be able to perform real-time ativities,the distributed real-time system must be able to exeute both tasks and dataexhanges stritly within the time boundaries imposed by the timelinessrequirements of eah of the real-time ativities arried out in the system[GH98, TC94℄.Distributed real-time systems are required to losely interat with theenvironment under ontrol. In some irumstanes the environment an beompletely haraterized and its requirements are onsidered as time invari-ant. This situation is typially found in distributed omputer ontrol sys-tems, in whih ontrol engineers speify the ontrol loops based on systemdynamis and then generate the timing requirements of the orrespondingtasks and messages. However, real systems often do not �t within these re-stritive assumptions: omplete knowledge about the environment is some-times too ostly or even impossible to gather, environments evolve and thushange their properties during lifetime, upon overload or failure onditionsthe best possible funtionality level must be delivered, et.. Typial appli-ations �tting in this ategory are mobile robotis, multimedia and adaptiveontrol systems. To ope with this framework, a distributed real-time sys-tem must be operationally �exible, i.e., must be able to adapt itself to theevolving requirements during runtime, without disruption of the servies de-livered to the system. The �exibility an have several forms: use of adequatesheduling poliies, in order to deliver best possible performane in normalsituations, but with the apability to hange to more robust sheduling poli-ies upon errors or overloads; apaity to aommodate new ativities andremove or hange the properties of existing ativities, in order to adapt tothe evolving requirements.3.1 Real-time ommuniationDistributed systems omprise a set of autonomous proessing devies, whih,to aomplish their mission, need to exhange information aross the net-



3.1. REAL-TIME COMMUNICATION 29work. Thus, the temporal behavior of the whole distributed system dependsnot only on the timeliness of tasks exeuting on eah proessing devie butalso on the apability of the underlying ommuniation system to providemessage delivery within spei� timing requirements [GH98, TC94℄. Com-muniation systems able to support suh temporal requirements are alledreal-time ommuniation systems. The remainder of this setion addressessome important issues onerning real-time ommuniation.3.1.1 Event and Time-triggered ommuniation paradigmsOver the last years, a reurring debate onerns the paradigm used for ap-pliation arhitetures, with event-triggered (ET) ones being opposed tothose based on time-triggering (TT) [Kop93, APF02℄. One of the mainaspets of this debate onerns the ommuniation infrastruture in dis-tributed appliations. This disussion has been fostered by the appearaneof the Time-Triggered Protool - TTP [KG94, Kop99℄ that highlighted theadvantages of that paradigm in real-time ommuniation systems. Morereently, suh paradigm has also been addressed by the ISO Tehnial Com-mittee TC22/SC3/WG1 that, in 1999, set up a task fore (TF6) to work onthe de�nition of a new CAN-based standard, TT-CAN [Int00℄, whih is atime-triggered pro�le for CAN. In event-triggered ommuniation, messagesare sent by the appliation upon the ourrene of some event, suh as ahange in the value of some input. On the other hand, aording to thetime-triggered paradigm, messages are sent only in preise pre-de�ned timeinstants.Event-triggered ommuniation does seem more ergonomi and even moreresoure e�ient. However, when worst-ase requirements are onsidered,that e�ieny is not veri�ed. Sine events are asynhronous by nature, atypial worst-ase assumption is that all events that must be handled by thesystem will our simultaneously. In order to ope with suh situation in atimely fashion, the required amount of resoures (e.g. network bandwidth)is very high.On the ontrary, the time-triggered approah fores the ommuniationativity to our at pre-de�ned instants in time at a rate determined by thedynamis of the environment under ontrol. One of the features of this ap-proah is that it allows relative phase ontrol among the streams of messagesto be transmitted over the ommuniation system. By using this feature,



30 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSmessages of di�erent streams an be set out-of-phase allowing a redutionon the number of messages that beome ready for transmission simultane-ously.This feature is responsible for one of the most important properties oftime-triggered ommuniation as stressed by Kopetz [Kop97℄, i.e. the sup-port for omposability with respet to the temporal behavior. This propertyassures that, when two subsystems are integrated to form a new system, thetemporal behavior of eah of them will not be a�eted.This does not hold true for event-triggered ommuniation. In this ase,the level of ontention at the network aess that eah subsystem feels beforeintegration is always inreased upon integration due to the tra� generatedby the other subsystems. Furthermore, the relative phase ontrol allowed bythe time-triggered approah may lead to two other positive e�ets. Firstly,it improves the ontrol over the transmission jitter felt by periodi messagestreams. Seondly, it supports higher network utilization with timelinessguarantees. Therefore, when onsidering worst-ase requirements, the time-triggered approah is more resoure e�ient than the event-triggered one.However, when onsidering average-ase requirements, time-triggered om-muniation is onsiderably greedy when ompared to event-triggered one.Consequently, by dimensioning a system aording to its worst-ase require-ments, as typial in hard real-time systems, the time-triggered approahtends to be less expensive than the event-triggered one. Nevertheless, sinethe average network utilization of event-triggered systems is normally lower,suh systems an easily support other types of ommuniation with less strin-gent or no timing onstraints (e.g. tra� assoiated with the managementof either remote nodes or network) without any additional ost. This fatan have a positive impat on the overall e�ieny of the ommuniationsystem utilization, reduing its exploitation osts. Apart from the aboveonsiderations on network utilization, it is ommonly aepted [TC99℄ thattime-triggered ommuniation is well adapted to ontrol appliations thattypially require regular transmission of state data, with low or bounded,jitter (e.g. motion ontrol, engine ontrol, temperature ontrol, positionontrol). On the other hand, event-triggered ommuniation is well adaptedto the monitoring of alarm onditions that are supposed to our sporadi-ally and seldom, and also to support asynhronous non-real-time tra� e.g.for global system management.



3.1. REAL-TIME COMMUNICATION 313.1.2 Combining event and time-triggered tra�Despite their di�erent harateristis, many appliations do require jointsupport for both event and time-triggered tra� (e.g. automotive [LA99℄)and thus, a ombination of both paradigms in order to share their advantagesis desirable. An important aspet is that temporal isolation of both typesof tra� must be enfored or, otherwise, the asynhrony of event-triggeredtra� an spoil the properties of the time-triggered one. This isolation isahieved by alloating bandwidth exlusively to eah type of tra�.A typial implementation makes use of bus-time slots alled elementaryyles, or miro-yles (e.g. [RN93℄), ontaining two onseutive phases ded-iated to one type of tra� eah. The bus time beomes, then, an alternatesequene of time-triggered and event-triggered phases. The maximum dura-tion of eah phase an be tailored to suit the needs of a partiular appliation.If eah type of tra� is fored to remain within the respetive phase thentemporal isolation is guaranteed. This onept is used, for example, in theWorldFIP [IEC00℄, Foundation Fieldbus-H1 [IEC00℄ and FlexRay [MF02℄�eldbuses.Even protools relying in a pure TDMA approah usually support event-triggered ommuniations semantis, usually by reserving time for poolingthis type of tra�, as in the ase of TTP/C [Kop99℄. However, in this ase,if no transmission request for the respetive message is pending the slot iswasted, i.e. unused. This time-based polling mehanism for eah event-triggered message auses these ones to be undi�erentiated from the time-triggered tra�, inheriting the properties referred in the previous setion,partiularly high e�ieny under worst-ase requirements and low e�ienyunder average-ase requirements whenever these are substantially lower thanthe former ones.3.1.3 Message ShedulingDistributed systems usually rely on a shared medium network to interhangedata among nodes. Therefore, as for the ase of tasks in miroproessors,to be able to meet their timing onstraints, messages aess to the ommu-niation network must also be properly sheduled. Other similarities anbe found between message sheduling in ommuniation networks and tasksheduling in miroproessors [CM95℄; messages an also have distint time-



32 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSliness requirements (soft, hard, best e�ort) and ativation patterns (peri-odi, sporadi). This resemblane allows the appliation of several resultsobtained for task sheduling into message sheduling (e.g. [TBW95℄ and[Nat00℄). Moreover, some of the paradigms found in real-time task shedul-ing (o�-line, on-line with �xed/dynami priorities) are also found in real-timemessage sheduling [AF98℄.However, message sheduling in distributed real-time systems has its ownhallenges, due to the partiularities of this environment. On one hand, theresoure requests are issued by entities spread among the system nodes andthus an not be immediately known, as in the ase of entralized systems.Moreover, also due to the systems distributed nature, omplete knowledgeabout the system state is sometimes unavailable, and thus sheduling dei-sions must be taken based on inomplete information [SS93℄. Due to the lakof omplete information about the system state or the substantial overheadrequired to get suh information, optimal sheduling tehniques developedfor miroproessors, when transported to distributed systems frequently donot keep their optimality [MZ95℄.Another issue is related to the lak of preemption during message trans-missions. Preemptive systems are known to have higher level of shedula-bility than non-preemptive ones, thus the lak of this feature in messagetransmission an penalize e�ieny. A partial solution to this problem isimplemented by most of the available ommuniation protools and onsistsin limiting the maximum length of eah message, thus avoiding �long� peri-ods of bloking. Long messages sent by the appliation are broken is several�short� messages (i.e., messages respeting the maximum length de�ned bythe partiular ommuniation protool), transmitted and reassembled at thedestination. The ounterpart is an inreased overhead in systems nodes,required by the break and reassembling proedures.Real-time ommuniations are usually implemented based on some kindof multiple aess networks [MZ95℄, within somehow limited geographialspaes (e.g. a manufaturing ell, an enterprise building, a ship). Systemnodes omprise the hardware required to handle the ommuniations (a Net-work Interfae Card) and usually have a layered ommuniation arhiteture.Eah layer has a set of protools responsible for arrying out the spei� op-erations that must be made available to other layers. Figure 3.1 shows thearhiteture of the ISO Referene Model for Open Systems Interonnetion
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Figure 3.1: Layered ommuniation arhiteture[Zim80℄. Frequently, real-time ommuniation networks employ a �ollapsed�OSI-based arhiteture, in whih the upper 5 layers are merged into a singleappliation layer, as shown also in Figure 3.1. The OSI Referene modelwas developed for generi ommuniation systems. Many distributed ap-pliations are implemented on onstrained hardware resoures, and thus theimplementation of the full OSI referene model an be too expensive in termsof both CPU power and memory, thus the need to some lightweight protoolstak.Nevertheless, independently of the arhitetural peuliarities, a ommu-niation stak omprises some or all of the following funtions: an applia-tion interfae, providing ommon servies required to the partiular applia-tions; a presentation layer, to provide an uniform data aess, independentlyof the equipment (interoperability); a session layer, allowing to open andlose dialogs between senders and reeivers; a transport layer whih handlesthe end-to-end ommuniation; a network layer whih handles the node ad-dressing and message routing; a data-link layer responsible for the aess tothe ommuniation medium and logial data transfer; and �nally a physiallayer, whih handles the way the messages are transmitted physially overthe ommuniation medium (pins assignments, number of wires, eletrialharaterization, repeaters).The performane of the ommuniation system as a whole strongly de-pends on the performane of eah one of its layers. New tehniques have beenreently proposed to enhane the performane onerning the time spent in



34 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSthe internal proessing at the di�erent protool layers, for example by pro-viding distint queues and paths for real-time and non-real-time tra� (e.g.[SJH02℄). However, the data-link layer is of utmost importane, sine it isthis layer that is responsible for deiding when nodes an aess the busand for how long. Medium aess ontrol (MAC) protools an be lassi�edin two lasses: ontrolled aess and unontrolled aess ([Tho98℄). In theformer lass, aess to the ommuniation hannel is handled by a partiularmehanism whih is responsible for ensuring that ollisions (i.e. simultaneousmessage transmission by two or more distint nodes) annot our. Com-monly used mehanisms are: master-slave, token passing and Time-DivisionMultiple Aess. Conerning the latter lass, unontrolled aess, no globalarbitration method exists and thus ollisions an our. However, speialmehanisms are used to detet these events and resolve them. Carrier-SenseMultiple Aess based protools, suh as Ethernet, use this method.A omprehensive study and lassi�ation of aess protools suited toreal-time ommuniation over multiple-aess networks is presented in [MZ95℄.In this work the MAC protools are desribed as onsisting of two proesses:aess arbitration and transmission ontrol. The aess arbitration proessdetermines when a node an aess the ommuniation hannel to send mes-sages; the transmission ontrol proess determines for how long a node anontinue to use the hannel to send messages. Examples of protools rely-ing either in aess arbitration or transmission ontrol are also presented.Furthermore, in this work it is also presented and analyzed, in terms of ef-�ieny and message timeliness, the implementation of several shedulingpoliies (e.g. Rate Monotoni, Minimum-Laxity-First).3.1.4 Co-operation modelsAs referred in the beginning of this setion, distributed systems omprisemultiple autonomous proessing units, ooperating to ahieve a ommon ob-jetive or goal. Information exhange is arried by a suitable ommuniationsystem and onsists not only in the physial transmission of the messageaross the network but also in the way it is distributed by the nodes in thenetwork, i.e., o-operation model. Depending on the partiular appliation,nodes may need data that resides in one or more other nodes. Moreover, thesame data an also be needed in several distint nodes. Thus, ommuniationan be one-to-one, one-to-many, many-to-one and many-to-many.



3.1. REAL-TIME COMMUNICATION 35Two well-known o-operation models are the produer-onsumer andlient-server [VR01℄.The produer-onsumer model assoiates unique logial handles toeah message type. Messages are generated and reeived based only onthese logial handles, without any expliit referene to the partiular soureor destination nodes of the messages. Consumer nodes selet the logialhandle(s) related to the data they need to perform their own omputationsand reeive all messages identi�ed with those handle(s). Produer nodesneed not to know who and how many are the onsumers of its data, andonversely reeiver nodes need not to know whih partiular node is theproduer of the data.The produer-onsumer o-operation model inherently supports one-to-one and one-to-many ommuniation, without inurring in spatial data on-sisteny problems, sine the same data message is used to update all theloal images in all the onsumer nodes in the network. However, this prop-erty an be lost if the underline ommuniation network does not supportatomi broadasts. In this ase, due to errors during transmission, somenodes an reeive orretly a message while others an reeive the very samemessage with errors. If this situation happens, di�erent nodes an end upwith di�erent images of the same entity, i.e., spatial inonsisteny.On the other hand, this model does not solve the problem of temporalonsisteny. Whenever there are several produer nodes, there is ontentionfor message transmission on the network among the several produers, andtherefore some messages are delayed in this proess, whih an result in out-dated values sent to the bus. This problem has been solved by the produer-distributor-onsumer (PDC) model [Tho93℄, whih adds a oordinationlayer to the produer-onsumer model. In the PDC model the produersbehave as slaves with respet to an arbitrator node (alled master), and thusonly transmit messages when authorized. The master node is fed with theproperties and temporal requirements of the messages that are exhangedby the bus and builds a suitable shedule, whih, then is used to grant theproduers the right to transmit their messages.Another approah is the lient-server model. In this ase, nodes thatare produers of some data that an be required elsewhere in the networkbehave as servers. The nodes that need the data (lients) issue requests tothe respetive server, whih in its turn replies with the demanded data value.



36 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSThis ommuniation model is inherently one-to-one, and an lead to bothspatial and temporal data inonsisteny problems when used to support one-to-many or many-to-one ommuniation. For instane, if the same data isrequired in several nodes, di�erent nodes issue the respetive requests to theserver. If the data value hanges during this period, the suessive replies ofthe server will arry di�erent values for the same entity, resulting in spatialinonsisteny. On the other hand, when a node needs data from di�erentservers, it must issue the requests sequentially, one after the other, whihan result in temporal inonsisteny. Another problem posed by this modelis related with the internal sheduling and proessing of requests inside theservers. The requests reah the servers asynhronously and take some time tobe proessed, thus the time required to handle a partiular request dependson the request arrival pattern, whih is not deterministi [VR01℄.3.2 Fieldbus Protools - brief surveyOver the last 30 years a large number of real-time ommuniation proto-ols for distributed omputer-ontrolled systems have emerged, developedby di�erent ompanies and organizations all over the world. These proto-ols, known as �eldbuses, are used at the �eld level to interonnet deviessuh as sensors, PLCs and atuators. Although �eldbuses are to some extentsimilar to general-purpose loal area network protools, they are tailored toful�ll the spei� requirements of real-time omputer-ontrolled distributedsystems, suh as [Pim90, De01℄:
• Handle short messages in an e�ient manner;
• Support for periodi tra� with di�erent periods as well as aperioditra�;
• Bounded response time;
• No single point of failure;
• Low ost, both at the devie level as well as at the infrastrutureinstallation and maintenane levels.In the remainder of this setion it will be presented a brief overview of some ofthe most relevant �eldbus protools, with speial emphasis on the sheduling



3.2. FIELDBUS PROTOCOLS - BRIEF SURVEY 37paradigms, support for dynami ommuniation requirements, handling ofevent and time-triggered tra� and temporal isolation between TT and ETtra�. Partiular attention is devoted to the CAN protool, sine one of theFTT paradigm implementations is based on it.3.2.1 The Controller Area Network (CAN) protoolThe Controller Area Network [Rob91℄ (CAN) protool was developed in themid 1980s by Robert Bosh GmbH, aiming at automotive appliations, toprovide a ost-e�etive ommuniations bus for in-ar eletronis and as analternative to expensive and umbersome wiring looms. It is standardized asISO 11898-2 [ISO93℄ for high speed appliations (1Mbps) and ISO 11519-2[ISO94b℄ for lower speed appliations (125Kbps). The transmission mediumis usually a twisted pair able and the network maximum length dependson the data rate. Due to its bitwise arbitration mehanism, it is requiredthat the bit time must be long enough to allow the signal propagation alongthe entire network as well its deoding by other stations, whih imposes afundamental limit to the maximum speed attainable (e.g. 40m � 1 Mbps;1300m � 50 Kbps).CAN uses a multi-master bus arhiteture and employs the Carrier SenseMultiple Aess with Non-destrutive Bitwise Arbitration (CSMA/NBA)mehanism. It uses a priority arbitration sheme based on numerial identi-�ers to resolve ollisions between nodes trying to transmit at the same time.A logial zero on the bus is dominant (dominant bit) and overwrites a one(reessive bit). Therefore, if a node transmits a logial one whilst anothertransmits a logial zero, the resulting logial level on the bus is zero (the oneis overwritten). A node wishing to transmit must �rst sense the bus, and itan start to transmit the message only when there is no ativity (CSMA),starting by the identi�er, most signi�ant bit �rst. During the transmissionthe nodes also monitor the bus state. If a node transmits a reessive bit andsenses a dominant bit in the bus, it infers that an higher priority message isalso being transmitted and thus gives up from the arbitration proess. There-fore, the node transmitting the message with the highest priority among theones that where ready in the beginning of the arbitration proess wins thearbitration proess. Nodes that loose the arbitration proess must wait forthe bus to beome free again before trying to re-transmit its message. Thisarbitration sheme does not onsume bandwidth, i.e., the transmission time
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3.2. FIELDBUS PROTOCOLS - BRIEF SURVEY 39state. In this state, an error-passive ontroller is still able to transmit andreeive messages but signals errors by transmitting a passive error frame. Ifthe error ount reahes or exeeds a limit of 256, the ontroller enters itsBus-OFF state. In this state the ontroller an no longer transmit or reeivemessages until it has been reset by the host proessor, resetting its hardwareounters bak to zero.In real-time message sheduling, the omputation of the transmissiontime of messages is of paramount importane, sine it is required to per-form any kind of analysis. To provide lok information embedded in the bitstream, CAN does not allow the transmission of more than 5 onseutive bitsof the same polarity. When suh situation ours in the data to be transmit-ted, CAN automatially inserts a bit of opposite polarity. By reversing theproedure, these bits are removed at the reeiver side. This tehnique, alledbit-stu�ng, implies that the atual number of transmitted bits not only anbe larger than the size of the original frame, but also an vary in onseutiveinstanes of the same message, depending on the partiular message instaneontents. Aording to the CAN standard [Rob91℄, the total number of bitsin a CAN frame without bit-stu�ng is given by Equation 3.1, where DLCis the number of bytes of payload data in a CAN frame ([0, 8℄) and 47 is thenumber of ontrol bits (Figure 3.2).
CAN_LENNo_Stuff = 47 + 8 ∗ DLC (3.1)The CAN frame layout is de�ned suh that only 34 of these 47 bits aresubjet to bit-stu�ng. Therefore the worst-ase number of bits after bit-stu�ng is given by Equation 3.2 ([NHNP01℄).

CAN_LENStuff = 47 + 8 ∗ DLC +

⌊

34 + 8 ∗ DLC − 1

4

⌋ (3.2)3.2.2 WorldFIPThe WorldFIP protool (European �eldbus standard EN50170 ([CEN96℄)and international standard IEC61158 ([IEC00℄)) is based on the produer-distributor-onsumers (PDC) ommuniation model [Tho93℄ aording towhih proess variables are made available by produer nodes, one at a time,and are distributed to onsumer nodes that use them.



40 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSThe distributor funtion is performed by the bus arbitrator (BA) whihshedules the produers aess to the bus. The addressing method is based onidenti�ed variables, i.e., the addressed entities are variables to be exhangedand not nodes. At eah network node, the protool data link layer (DLL)manages a set of bu�ers holding the values for the variables to be exhanged.These bu�ers are available loally to the appliation software through ap-pliation layer (AL) servies, whih allow writing to or reading from suhbu�ers. The ontents of the DLL bu�ers in the onsumer nodes are auto-matially updated by the ommuniation system through a network serviealled bu�er transfer. Eah bu�er transfer orresponds to an atomi networktransation whih inludes an identi�ation frame (ID_DAT) sent by the BAwith the identi�ation of the variable to be produed and a response frame(RP_DAT) sent by the node that produes the identi�ed variable, ontain-ing the respetive updated value. The onsumer nodes reeive the responseframe and overwrite the respetive DLL bu�er of the identi�ed variable withits new value.As referred above, the bus aess arbitration is entralized and performedby a partiular node alled Bus Arbitrator (BA). At run-time, the BA usesa stati shedule table, the BAT, to shedule periodi transations. Thistable is usually built o�-line, prior to the system operation. Two importantparameters are assoiated with a WorldFIP BAT: the elementary yle (EC)and the maro-yle (MC). The elementary yle determines the resolutionavailable to express the variable's san periods. The inverse of its durationrepresents the maximum rate at whih the BA may san any variable. Usu-ally, the EC duration is set equal to the maximum ommon divider of thevariable's san periods. The BAT ontains the sequene of ECs that desribethe network periodi tra� during one Least Common Multiple (LCM) pe-riod, whih is alled the maro-yle.Aperiodi message transfers are arried after the last periodi transationof the EC, if enough room is available (Aperiodi window in Figure 3.3). Theaperiodi bu�er transfer takes plae in three steps:1. When transmitting a periodi data frame, a node having bu�ered ape-riodi messages signals this status by setting the aperiodi request bitin the data frame (RP_DAT);2. The BA ollets the aperiodi requests and latter on, in the aperiodi
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Figure 3.3: Periodi message properties and resulting BATwindow, queries the nodes for the list of pending aperiodi requests;3. Finally, the BA proesses the list of pending requests using the samemehanism as for periodi bu�er transfers, but using the aperiodiwindow.Over the last years sheduling and shedulability analysis issues of WorldFIPnetworks have been addressed is several aademi works.Conerning spei�ally the aperiodi requests, Vasques and Juanole [VJ94℄derive an upper bound to the worst-ase response time for the aperiodi re-quests, whih inludes the load due to the periodi transfers during the wholeMC and the time required by all other aperiodi requests that an be issuedduring that period of time. In [PB97℄, Pedro and Burns propose a less pes-simisti analysis based on a lower bound to the aperiodi window of eahEC. Almeida et al present an improved shedulability analysis for both theperiodi [AF99℄ and aperiodi tra� [ATFV01℄. This work is based on theonstrution of a timeline, and an be used for on-line admission ontrol.Dworzeki [Dwo98℄ presents a sheduling tehnique whih laims to bemore e�ient than RM and EDF. The omputational omplexity of theapproah presented by the author is onsiderably higher than the RM/EDFshedulers, however, sine the BAT is built o�ine, suh impat has a limitedrelevane.Kim et al [KJK98℄ present a methodology to redue both the amount ofmemory required by the BAT and the message release jitter. An o�ine builtBAT must hold the shedule for the duration of a maro-yle. When the



42 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSmessage set has messages that have relative prime periods, the LCM, andthus the BAT size, an beome very large. To redue this e�et, the authorsredue the larger san periods, avoiding relative prime values. Conerningthe message release jitter issue, the authors propose to redue the message'ssan periods until they beome harmoni in powers of 2. In this ase itbeomes possible to build a jitter free shedule. However, both of thesemethods imply an inrease in the bandwidth utilization, and thus redue thesystem shedulability.Some e�ort has also been devoted to add support for dynami messagesets to the WorldFIP protool. For example, Almeida et al [APF99℄ proposeon-line planning-based sheduling and admission ontrol tehniques. Withthis approah, the BAT is periodially built, based on the urrent messageproperties. Thus, if these hange, in its next invoation the sheduler uses theupdated values to build the BAT. On the other hand, hanges are alwayssubjet to admission ontrol. Therefore the timeliness guarantees are notompromised despite the dynami environment.3.2.3 Pro�busThe Pro�bus protool (European �eldbus standard EN50170 ([CEN96℄) andinternational standard IEC61158 ([IEC00℄) is a �eldbus network designed fordeterministi ommuniation between omputers and PLCs and �eld deviessuh as sensors, valves, et. The Pro�bus MAC protool is based both ontoken passing between masters and master-slave between master and slavenodes. Token passing is used between master stations to grant the bus aessto eah other. When a partiular master holds the token, it uses a master-slave proedure to ommuniate with slave stations.The MAC is implemented at the layer 2 of the OSI referene model, andin Pro�bus is alled Fieldbus Data Link (FDL). The FDL layer is responsiblefor ontrolling the bus aess and for providing data transmission servies.The data transmission servies supported by the Pro�bus protool aremessage broadasting (from masters) and one-to-one ommuniation be-tween masters and slaves. Only the master holding the token is allowed tosend broadast messages or initiate a transation with one slave. Slave nodes,when pooled by a master, must respond in a bounded time ("immediate-response"). This is partiularly important for the real-time operation of theprotool, sine it allows to upper bound the transations duration, and thus
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Figure 3.4: Pro�bus token-passing and master-slave relationsperform worst-ase omputations. A message yle onsists of a master'sation frame (send, request or send/request frame) and the assoiated re-sponder's aknowledgment or response frame, whih, as referred above, isonstrained to arrive within a prede�ned time, alled slot time. If the re-sponse is not reeived by the master, the request is repeated. The number ofretries before a ommuniation error report is de�ned during system setupin all master stations. This is part of the yle time and is the major soureof the pessimism in the existing analysis.The Pro�bus FDL layer supports a poll list, used for ylially pollingthe network slaves (e.g. sensors). On the other hand, network sharing amongmasters is aomplished by a set of rules onstraining the amount of timethat eah master an hold the token. After reeiving the token, the measure-ment of the token rotation time begins and stops at the next token arrival,resulting in the real token rotation time (TRR). In a Pro�bus network, atarget token rotation time (TTR), ommon to all masters, is pre-on�gured.The value of this parameter must be arefully hoosen to meet the respon-siveness requirements of all masters. When a master reeives the token, itomputes the token holding time (TTH), whih is given by the value of thedi�erene, if positive, between TTR and TRR.In Pro�bus there are two distint lasses of messages, high-priority andlow-priority, using two independent outgoing queues. If a late token is re-eived, i.e. real token rotation time (TRR) greater than the target tokenrotation time (TTR), the master station may exeute at most one high-priority message yle. Otherwise, the master station may exeute message



44 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSyles while TTH is greater than zero. Note that the TTH is always testedat the beginning of the message yle exeution, therefore, one a messageyle is started, it is always ompleted, inluding any required retries, even ifTTH expires during the transation ( TTH overrun). Low-priority messageyles are exeuted only if there are no high-priority messages pending andTTH is greater than zero.Low-priority messages are further subdivided in three subtypes: poll list,non-yli low-priority and Gap List message yles. As referred above, thepoll list messages are used for ylially polling the network slaves, and areproessed after all the high-priority messages being handled. If the poll yleis ompleted and the master still an hold the token (i.e. TTH > 0), it thenproesses the non-yli messages, whih are produed by the appliationlayer and remote management servies.The Gap is the address range between two onseutive master addresses,and eah master periodially heks the Gap addresses to handle dynamihanges in the logial ring.The timeliness analysis of real-time tra� has been addressed in [TV99b℄.The message queues in Pro�bus are First-Come-First-Served, whih anause timeliness problems in heavily loaded networks. Enhanements tothe protool onsisting on loal priority-based message sheduling have beenpresented in [TV99a℄ and [CMTV02℄.3.2.4 P-NetThe P-NET protool (European �eldbus standard EN50170 ([CEN96℄) andinternational standard IEC61158 ([IEC00℄) is a multi-master standard basedon virtual token-passing sheme among masters and master-slave betweenmasters and slaves. The system arhiteture is similar to the presented inFigure 3.4, relatively to the Pro�bus protool.In a P-NET system eah master has a node address (NA), between 1and the number of masters expeted within a system. All masters ontainan Idle Bus Bit Period Counter (IBBPC) whih is inremented for eah bitperiod the bus is idle and reset to zero when bus ativity is deteted. Eahmaster also has an Aess Counter (AC), whih is inremented when theidle bus bit period ounter reahes τ =40 bit periods (520µs at 76.8Kbps).If a master has nothing to transmit, or indeed is not even present, the buswill ontinue to be inative. Following a further period of σ =10 bit periods



3.2. FIELDBUS PROTOCOLS - BRIEF SURVEY 45(130µs at 76.8Kbps), the idle bus bit period ounter will have reahed 50, soall the aess ounters will be inremented again, allowing the next master toaess the bus. The virtual token passing will ontinue every 10 bit periods,until a master does require aess. When the aess ounter exeeds themaximum number of masters, it is preset to 1. To avoid loss of synhronyduring long idle periods, when the IBBPC ounter beomes higher or equalto 360, the token master should send a syn frame. This frame does notarry any meaningful data, but auses all the IBBPC ounters to be leared,resulting in AC ounters synhronization.The P-NET standard allows eah master to perform at most one messageyle per token visit. After reeiving the token, the master must transmit arequest before a ertain time has elapsed. This is denoted as the master'sreation time, and the standard imposes a worst-ase value of up to ρ = 7 bitperiods. A slave is allowed to aess the bus between 11 and 30 bit periodsafter reeiving a request. This delay is denoted as the slave's turnaroundtime. The limitation to one message yle per token visit together withthe upper bounds on the master's reation time and slave's turnaround timeallow to perform timeliness analysis, and thus evaluate if, for a given messageset and system topology, the timing requirements are ompletely ful�lled.P-Net has some interesting features, like the low overhead required in thenodes to implement the protool and the simpliity of dynamially addingand removing nodes. However, the master-salve transmission ontrol teh-nique ombined with the restrition of being possible only one message yleper token visit limits the performane of this protool.The timeliness analysis of real-time tra� has been addressed in [TV98b℄.As in the ase of Pro�bus, P-NET message queues are First-Come-First-Served, thus potentially ausing the same timeliness problems in heavilyloaded networks. Enhanements to the P-NET protool, also onsisting onloal priority-based message sheduling have been presented in [TV98a℄.3.2.5 DevieNetDevieNet [OODVA97℄ was developed by Rokwell Automation as an open�eldbus standard based on the CAN-protool. It was designed spei�allyfor automation tehnology. The Open DevieNet Vendor Assoiation, In(ODVA) is responsible for the spei�ation and maintenane of the De-vieNet standard.



46 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSDevieNet is part of a family of three open network standards (DevieNet,ControlNet and EtherNet/IP) that use a ommon appliation layer (ISOLayer 7), designated by Control and Information Protool (CIP). The ontrolpart of CIP handles the exhange of real-time I/O data, while the informationpart of the CIP de�nes the exhange of data for on�guration, diagnosis andmanagement.DevieNet de�nes two di�erent types of messaging: I/O Messaging andExpliit Messaging.I/O messages are for real-time ontrol-oriented data and provide a dedi-ated ommuniation path between a produing appliation and one or moreonsuming appliations (one-to-many o-operation model). Typially highpriority identi�ers are assigned to these messages and use soure addressing(i.e. the ID CAN �eld identi�es the data and not the sender or destinationdevies). I/O messages are not onstrained onerning their length, andthus fragmentation is supported. The DevieNet Communiation Protoolis based on onnetions, whih must be established before the start of theommuniations. The proess of onnetion establishment reserves systemresoures, suh as CAN ID address ranges.Expliit messages provide multi-purpose, point-to-point ommuniationpaths between two devies and are used to perform node on�guration anddiagnosis. Expliit messages typially use low priority identi�ers and ontainthe spei� meaning of the message right in the data �eld.DevieNet supports both periodially triggered tra� and event-basedtra�.The periodially triggered tra� (yli option) is used typially in ontrol-loops. In this ase the appliation assoiate a spei� period to eah statevariable, and the protool performs the transmission of the respetive mes-sages aording to the respetive period.With event-based tra�, a devie only produes its data when the vari-ation on its value sine the last transmission exeeds a given pre-de�nedvalue. DevieNet provides a membership servie for soures of this type ofdata by means of an adjustable bakground heartbeat rate. Devies senddata whenever it hanges or the heartbeat timer expires. With this methodonsumer nodes detet a failure in a produer node if no data is reeivedduring a period of time exeeding the heartbeat period.By default, both hange of state and yli are aknowledged exhanges.



3.2. FIELDBUS PROTOCOLS - BRIEF SURVEY 47However the protool allows to seletively suppress aknowledges, whih isuseful for appliations that exhibit fast hanges of state or yli rates.3.2.6 TT-CANTime-Triggered CAN (TT-CAN) [Int00℄ is another ommuniation proto-ol based on CAN. As disussed in Setion 3.2.1, CAN prioritizes messagesaording to their ID �eld using bitwise arbitration. Nevertheless, a CANmessage an be delayed if some other message is already in the proess oftransmission, independently of their relative priorities, or if another messagewith higher priority also ompetes for the bus. Lower priority messages, dueto interferene of higher priority messages, an potentially su�er high latenyjitter in the media aess.Considering these drawbaks, TT-CAN goals are to redue lateny jitters,guarantee a deterministi ommuniation pattern on the bus and use thephysial bandwidth of a CAN network more e�iently.Communiation in TT-CAN involves the periodi transmissions of a ref-erene message by a speial network devie alled time master. This refer-ene message introdues a system-wide referene time. With synhronizednodes, messages an be transmitted at spei� time slots, without ompetingwith other messages for the bus (exlusive windows), thus ontention on busaess is avoided and the lateny time beomes preditable and independentof the message's CAN identi�er. Exlusive windows ownership is de�ned atpre-runtime, during system design. Moreover, TT-CAN also allows to re-serve time slots for shared aess, in whih several messages an try to betransmitted on the same time slot (arbitration windows). In this ase theprotool relies on a ontention resolution mehanism that is based on CAN,exept that message transmission is made in single-shot, i.e., nodes do nottry to retransmit the message when they loose arbitration. This mehanismis required to ensure that arbitrating windows do not overrun their respe-tive pre-alloated time. Independently of being transmitted on exlusive orarbitrating windows, messages have the CAN standard format. Moreover,beause TT-CAN preserves the original CAN CSMA/NBA hannel aessprotool for event messages, it is inherently limited to a 1 Mbps (or lower,depending on the bus length) data transmission rate.The period between two onseutive referene messages is alled the ba-si yle. A basi yle onsists of several time windows, whih an be of
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Figure 3.5: TT-CAN system matrixdi�erent sizes and types (exlusive or arbitration). Several basi yles maybe ombined to build the so-alled system matrix, whih ompletely har-aterizes the ommuniation pattern (Figure 3.5). The sequene of basiyles in the matrix yle is ontrolled by the referene messages. A TT-CAN node is not required to know the whole system matrix, but instead it isonly required to know the time marks that are neessary to de�ne the timeslots assigned to messages transmitted by the node itself and to hek forreeived messages. The struture of the basi yle is the same for all yleswithin the system matrix, meaning that all the transmission olumns havethe same width, usually orresponding to the length of the longest messagethat is transmitted in the respetive olumn.3.2.7 TTP/CThe TTP/C [Kop99, TTT℄ protool is a reliable and fault-tolerant ommu-niation protool, designed to permit high performane data transmission,lok synhronization, membership servies, fast error detetion and onsis-teny heks. A TTP/C network onsists of a set of ommuniating nodesonneted by a repliated interonnetion network (Figure 3.6). A nodeomputer omprises a host omputer and a TTP/C ommuniation on-troller with two bi-diretional ommuniation ports. Eah of these portsis onneted to an independent hannel of a dual-hannel interonnetionnetwork. Via these broadast hannels the nodes ommuniate using theservies of the ommuniation ontroller.The TTP/C protool implements broadast ommuniation that pro-
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Figure 3.6: TTP/C arhitetureeeds aording to an a priori established time-division multiple aess (TDMA)sheme. This TDMA sheme divides time into slots, eah being statiallyassigned to a partiular node, and, during its slot, eah node has exlusivewrite permission to the network. The slots are grouped in the so-alledTDMA rounds. In a TDMA round every node is granted write permission inat least one slot, and the aess pattern repeats itself in suessive rounds.A distributed fault-tolerant lok synhronization algorithm establishesthe global time base needed for the distributed exeution of the TDMAsheme. Nodes an send di�erent messages in di�erent TDMA rounds, al-though the slot length is onstrained to be the same. To handle this feature,the protool de�nes luster yles, omprising several TDMA rounds withall the possible message ombinations.Eah node holds a data struture ontaining the message desriptor list(MEDL), where the data onerning the omplete data ommuniation pat-tern is stored. The MEDL ontains the information relative to all messagesexhanged on the system, whih, ombined with the global time-base, allowsfast detetion of missing messages.The TTP/C protool provides frames for appliation data (N-frames),protool-state information exhange (I-frames) and mixed user data and pro-tool information (X-frames).To allow for integration of nodes into an ative luster, some nodes ofthe luster periodially broadast atual network ontroller state (C-State)in I-frame or X-frame messages. Nodes willing to integrate listen to these



50 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSframes to aquire membership status, global time and the atual positionwithin the TDMA round (synhronization proess) and then beome ative.Message sheduling in TTP/C is performed at pre-runtime, whih turnsout this protool unsuited to handle dynami message sets. Nevertheless alimited degree of �exibility still exists, both due to the possibility of pre-on�guring several modes of operation and to the possibility of reservingTDMA slots for later expansion.Up to 30 global modes an be pre-on�gured and an be requested byany node, out of a user-spei�ed set of nodes, by using dediated messages(Mode hange request and Clear Mode hange request). The exeution of amode hange is globally synhronized by the ommuniation protool. Statiinformation indiating whih node may request whih mode hange at whihtime is also inluded.When building TTP/C ommuniation shedules, a ertain perentageof the available bandwidth is assigned to the pre-de�ned ommuniationrequirements. The remaining bandwidth is statially assigned for futureexpansion of spei� existing nodes, and/or nodes to be added at a latertime.During system on�guration, the TTP/C protool allows the reservationof an a priori spei�ed number of bytes for the transmission of event-triggeredmessages in the time slots. This implies that the bandwidth assigned foraperiodi message transmission annot be shared among nodes. Thus, e�e-tively, event-triggered tra� is handled as the periodi one, whih leads to apoor e�ieny, sine, typially, the ourrene of suh events is seldom, andthus, most of the time, the alloated bandwidth is not used.3.2.8 FF-H1The Foundation Fieldbus H1 (FF-H1) protool (international standard IEC61158 [IEC00℄) was developed to interonnet �eld devies suh as sensors,atuators and ontrollers, both in manufaturing and proess industries.Foundation Fieldbus de�nes two devie types: basi devie and link mas-ters. A link master is any devie that an beome a Link Ative Sheduler(LAS). Conversely, a basi devie does not have suh property. At any in-stant eah network link has one and only one Link Ative Sheduler (Figure3.7). At link boot or upon failure of the existing LAS, the link master devieson the segment bid to beome the LAS. The link master that wins the bid
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Figure 3.7: Foundation Fieldbus linkbegins operating as the LAS. Link masters that do not beome the LAS atas basi devies. Link masters an at as LAS bakups by monitoring theLAS ativity and then bidding to beome the LAS when a LAS failure isdeteted.The LAS operates as the bus arbiter for the link, and must perform thefollowing tasks:
• To reognize and add new devies to the link;
• To remove faulty devies from the link;
• To distribute Data Link (DL) and Link Sheduling (LS) time;
• To poll devies for proess loop data (sheduled transmission times);
• To distribute a priority-driven token to devies between sheduledtransmissions.Network time synhronization is ahieved by means of Time Distribution(TD) messages, periodially broadast by the LAS. The global network time-base is used both to perform the sheduled message transmissions and toshedule user appliation funtions bloks, i.e., funtions that desribe de-vie's funtions and de�ne how these an be aessed.In eah link only one devie an ommuniate at a time. Permission toommuniate on the bus is ontrolled by the LAS and granted to link deviesby means of a token. Only the devie with the token an ommuniate. TheLAS uses four types of tokens.A time-ritial token, ompel data (CD), whih is sent by the LASaording to a shedule.



52 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSA non-time-ritial token, pass token (PT), whih is sent by the LASto eah devie in asending address order. Upon reeption of the PT token,devies an send unsheduled messages.An exeute sequene (ES) token is used to pass a delegate token toother LM in the network, allowing them to initiate transations during theperiod of time spei�ed in the ES token.The LAS maintains a list of all devies that need aess to the bus andare ative, whih is alled the Live List. Probe node (PN) messages areperiodially sent to nodes that are absent from the live list, allowing theirintegration, for instane, when a devie is onneted during system operation.Changes to the live list are broadast by the LAS to synhronize the otherlink master's live list aording to the urrent system status.The Foundation Fieldbus protool supports several o-operation models:Publisher/Subsriber: used to transfer ritial proess data, suh asproess variables. The publisher entity posts the data in a loal bu�er.This bu�er only ontains room for a single data instane, thus if the ap-pliation updates the data, the old value is overwritten. The value of thedata is broadast to the subsribers when the publisher devie reeives theorresponding CD ommand from the LAS. Transfers of this type an besheduled periodially.Report Distribution: used to broadast and multiast event and trendreports. Transfers of this type are queued and delivered to the reeivers inthe order transmitted. These transfers are unsheduled and our betweensheduled transfers. There is no �ow ontrol, therefore orrupted messagesare not retransmitted.Client/Server: used for request/response exhanges between two de-vies. These transfers are sent and reeived in the order submitted for trans-mission, aording to their priority, and with queuing. In this ase transfersare �ow ontrolled and employ a retransmission proedure to reover fromorrupted transfers.Sheduled data transfers are typially used for the regular yli transferof proess loop data between devies on the �eldbus. Sheduled transfers usepublisher/subsriber type of reporting for data transfer. The Link AtiveSheduler maintains a list of transmit times for all publishers in all deviesthat need to be ylially transmitted. When it is time for a devie to publishdata, the LAS issues a Compel Data (CD) message to the devie. Upon



3.2. FIELDBUS PROTOCOLS - BRIEF SURVEY 53reeipt of the CD, the devie broadasts (publishes) the data to all devieson the �eldbus. When the LAS uses one of the spei�ed sheduling pro�lesknown as dynami, on-line hange requests to the sheduling table an beperformed, whih are aepted only if the resulting shedule is feasible.Unsheduled transfers are used for operations like set point hanges,mode hanges and software upload/download. Unsheduled transfers useeither report distribution or lient/server type of reporting for transferringdata. All of the devies on the �eldbus are given a hane to send unshed-uled messages between transmissions of sheduled data. The LAS grantspermission to a devie to use the �eldbus by issuing a pass token (PT) mes-sage to the devie. When the devie reeives the PT, it is allowed to sendmessages until either it has �nished or the maximum token hold time hasexpired. This kind of transfers is handled in a best-e�ort way, meaning thatno timeliness guarantees are provided by the protool. However, the protoolspei�es three levels of priorities (urgent, normal and time-available), thatorrespond to distint levels of QoS. The PT de�nes the priority level(s) be-ing served, whih depend on the token rotation time. The priority is loweredin ase of early tokens, and inreased in ase of late tokens.The Foundation Fieldbus protool allows the interonnetion of several�eldbus links into a Foundation HSE (High Speed Ethernet) bakbone bymeans of Link Devies (Figure 3.7). This supports system-wide ommunia-tion, even between devies residing on di�erent links.3.2.9 FlexRayFlexRay [Con01℄ is a protool that spei�ally aims at e�iently ombinetime-triggered and event-triggered ommuniation. The latter type of om-muniation is based on the ByteFlight [PBG99℄ ommuniations link in-vented by BMW for airbag systems. This protool was developed spei�allyfor advaned automotive ontrol appliations, being supported by ompanieslike BMW, GM, Bosh, Motorola and Philips. The onstraints of suh en-vironment, namely the need to limit the number of di�erent ommuniationsystems within vehiles, motivated the quest for a �eldbus providing highdata rate, determinism and fault-tolerane, but also with some degree of�exibility, in order to support a broader range of in-vehile subsystems.Unlike most of the �eldbus protools, FlexRay presents a 4-layer arhi-teture, omprising:
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Figure 3.8: FlexRay ommuniation yle strutureAppliation Layer: appliation software;Presentation Layer: frame �ltering and frame status handling;Transfer Layer: fault on�nement, error detetion and signaling, framevalidation, frame format, synhronization, timing;Physial Layer: fault on�nement, error detetion and signaling, error on-�nement in the time-domain, bit transmission.Conerning the network topology, FlexRay supports both star and bus topolo-gies, with optional redundant ommuniation hannels.Both synhronous (time-triggered) and asynhronous (event-triggered)data transmissions are supported by FlexRay. Communiation is done in�xed duration time slots, designated ommuniation yles (CC), whih on-tain a stati and a dynami part (Figure 3.8). Synhronous tra� is trans-mitted within the stati part and asynhronous tra� is transmitted in thedynami part. Any of these parts may be empty, thus a CC an ontain onlysynhronous tra�, only asynhronous tra� or a mix of both.The ommuniation yle starts with speial ontrol symbol (SoC), fol-lowed by the so-alled sending slots, where messages are e�etively trans-mitted. The sending slots are represented by the ID numbers.In the stati part all the sending slots have the same length, de�ned atpre-runtime, and are pre-assigned aording to a TDMA strategy. Therefore,bus aess is made without ontention. Sending slots an be multiplexed,



3.2. FIELDBUS PROTOCOLS - BRIEF SURVEY 55allowing nodes to send di�erent messages in di�erent ommuniation yles.Thus, regarding the stati part, the ommuniation pattern an be desribedby a matrix.In the dynami part the bus arbitration is based on waiting times, usinga mini-slotting sheme (CSMA/CA). Message IDs have assoiated a uniquepriority, and sending slots are assigned in dereasing order of priority, thushigher priority messages are sent �rst. Contrarily to the stati part, in thedynami part messages are only sent when required by the appliation. Atimer is used to detet vaant slots and inrement the slot ounters in aseof suh event.3.2.10 Fieldbus properties summaryTable 3.2.1 summarizes some of the properties of the several �eldbus systemsabove disussed.Fieldbus Sheduling Dynami ET TT TT/ET E�ientparadigm 1 omm. req. tra� tra� isolation ET handlingWorldFIP ST+(DBE/SP) No Yes Yes Yes -FF-H1 DP+(DBE/SP) Yes2 Yes Yes Yes -/+TTP/C ST No No Yes ***** *****TT-CAN ST+(DBE/SP) No Yes Yes Yes +Pro�Bus DBE/SP Yes Yes Yes3 No -/+P-Net DBE/SP Yes Yes Yes3 No -/+DevieNet DBE/SP Yes Yes Yes3 No +FlexRay ST+SP Yes4 Yes Yes Yes +Legend: 1 ST - Stati Table-Driven; SP- Stati Priorities-Driven;DBE- Dynami Best E�ort; DP- Dynami Planning-BasedXX+YY : XX for TT tra� and YY for ET;(XX/YY) : XX or YY for ET tra� depending on pre-analysis.2 assuming a dynami sheduling pro�le, only ("N" for all other pro�les)3 Automati Cyli Transmissions4 Conerning the event-triggered tra� only.Table 3.2.1: Fieldbus properties summary



56 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMS3.3 Ethernet-based RT protools - brief surveyApart from the protools designed spei�ally to operate at the �eld level,a lot of e�ort was also devoted to the possibility of using general-purposeommuniation protools employed in other areas (e.g. Ethernet, ATM,FDDI) at the �eld level. Several reasons have fostered this line of researh[De01, BM01, Mon00, VC94℄, but the main arguments are that, on onehand, traditional �eldbuses have di�ulties in supporting the growing band-width demand felt in some DCCS appliations and, on other hand, poseinteroperability di�ulties when integrated in more omplex systems om-posed by layered network arhitetures. Ethernet, in partiular, has reeivedreently a onsiderable interest from the sienti� and industrial ommuni-ties. For this reason, this setion presents a brief reasoning about the use ofEthernet at �eld level and then visits some of the most relevant ontributionsin this area.The �rst question that should be answered is what makes Ethernet soappealing to onvey time-onstrained tra�, onsidering that its designerhas not envisaged this kind of appliations. Thus, some properties of thisprotool, suh as the non-deterministi arbitration mehanism, pose serioushallenges onerning its use at this level. Several works address this subjet(e.g. [De01, VC94, BM01℄). Partiularly, [De01℄ presents a thorough rea-soning on the pros and ons of using Ethernet at the �eld level in industrialsystems, ulminating with two onise sets of arguments, one in favor andthe other against the adoption of Ethernet as a �eldbus.Commonly referred arguments favoring the use of Ethernet in this �eld,an be summarized as follows:
• It is heap, due to mass prodution;
• Integration with Internet is easy;
• TCP/IP staks over Ethernet are widely available, allowing the use ofappliation layer protools suh as FTP, HTTP and so on;
• Steady inreases on the transmission speed have happened in the past,and are expeted to our in the near future;
• Due to its inherent ompatibility with the ommuniation protoolsused at higher levels, the information exhange at plant level beomes
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• The bandwidth made available by existing �eldbuses is insu�ient tosupport some reent developments, like the use of multimedia (e.g.mahine vision) at the �eld level;
• Availability of tehniians familiar with this protool;
• Wide availability of test equipment from di�erent soures;
• Mature tehnology, well spei�ed and with equipment available frommany soures, without inompatibility issues;On the other side, Ethernet does not ful�ll some fundamental requirementsthat are expeted from a ommuniation protool operating at the �eld level.In partiular, the destrutive and non-deterministi arbitration mehanismhas been regarded as the main obstale faed by Ethernet onerning thisappliation domain. The ommon solution to this obstale, nowadays, isthe use of Swithed Ethernet that allows to bypass the native CSMA/CDarbitration mehanism. In this ase, provided that a single NIC is onnetedto eah port, and the operation is full-duplex, no ollisions our.However, just avoiding ollisions does not make Ethernet deterministi:for example, if a burst of messages is sent to a single port of a swith ata rate larger than its transmission rate, its bu�ers an be exhausted andmessages lost. Therefore, even with Swithed Ethernet some kind of higherlevel oordination is required. Moreover, bounded transmission is not theonly requirement in a �eldbus.Other important requirements ommonly referred to in the literature[De01, ISO94a℄ are: temporal onsisteny indiation, preedene onstraints,e�ient handling of periodi and sporadi tra�. These are not all intrinsi-ally supported neither by shared Ethernet nor by swithed Ethernet.In the quest for ahieving real-time behavior on Ethernet several ap-proahes and tehniques have been used. The remainder of this setionpresents and haraterizes some paradigmati e�orts, some of whih aregeneral and others have been developed spei�ally for Ethernet. Parti-ular emphasis is given to the latter ones.



58 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMS3.3.1 The Ethernet protoolEthernet was born about 30 years ago, invented by Bob Metalfe at theXerox's Palo Alto Researh Center. Its initial purpose was to onnet twoproduts developed by Xerox: a PC and a brand new laser printer. Alongthe time this protool has evolved in many ways and it has beome the IEEE802.3 standard. Despite the standard presenting some di�erenes relativelyto the original Ethernet spei�ation, we will onsider the IEEE standardizedversion, only. Therefore, in the sope of this thesis the term �Ethernet�always refers to the IEEE 802.3 standard, unless expliitly stated otherwise.In terms of transmission speed, it has grown from the original 2.94Mbpsto 10Mbps [IEE82, IEEb, IEEa, IEEf℄, then to 100Mbps [IEEd℄ and morereently to 1Gbps [IEEg℄. Ten Gbps spei�ation is expeted to beomeavailable soon.Conerning the physial medium and network topology, Ethernet alsohas evolved: it started with a bus topology based �rstly on thik oaxialable [IEEb℄ and afterward on thin oaxial able [IEEa℄. In the mid 80's amore strutured and fault-tolerant approah, based on a star topology, wasstandardized [IEEe℄, running however at 1Mbps, only. In the beginning ofthe 90's an improvement on this latter tehnology was standardized [IEEf℄,running at 10Mbps over ategory 5 unshielded twisted pair able.Along this journey over the last three deades, two fundamental proper-ties have been kept unhanged:
• a single ollision domain, i.e., frames are broadast on the physialmedium and all the network interfae ards (NIC) on it reeive themessage, and
• the arbitration mehanism, whih is alled Carrier Sense Multiple A-ess with Collision Detetion (CSMA/CD).Aording to the CSMA/CD mehanism, a NIC having a message to betransmitted must wait for the bus to beome idle. When this happens, itstarts the transmission. Sine other NICs an also have messages ready fortransmission, a ollision an our. In this ase, all the stations that detetthe ollision abort the transmission of the urrent message and transmit ajam sequene, to ensure that all other adapters beome aware of the our-rene of a ollision. Next, the nodes wait for a ertain time before retry
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(4 bytes)Figure 3.9: Ethernet framethe message transmission. This waiting time is seleted randomly from adisrete set of values. The upper bound of this set doubles its value by eahonseutive ollision (exponential bak-o�). After 10 ollisions the upperbound of the waiting time interval does not grow anymore, whih is the rea-son why the mehanism used by the Ethernet protool is known as trunatedexponential bak-o�. The number of retries is limited to sixteen.The use of a single broadast domain and the CSMA/CD arbitrationmehanism has reated a bottlenek in highly loaded networks: above aertain threshold, as the load inreases the throughput of the bus dereases.A solution to this problem, known as thrashing, has been proposed in thebeginning of the 90's, onsisting on the use of swithes in the plae of hubs.A swith reates a single ollision domain for eah node onneted to it.This way, ollisions never our unless they are intentionally reated formanaging purposes. Swithes also keep trak of the addresses of the NICsonneted to eah port, therefore eah NIC only reeives the tra� addressedto itself. This arhiteture allows the existene of multiple transmission pathssimultaneously, between di�erent network nodes. Sine using swithes thedevies on the network no longer share the bandwidth and ollisions don'tour, the throughput inreases signi�antly.Figure 3.9 presents the Ethernet frame format. Ethernet frames startwith a preamble �eld meant to allow synhronization, followed by a start offrame (SOF) delimiter. Then the destination and soure addresses are in-luded, with 6 bytes eah, to identify respetively the sender and reipient(s)of the message. The number of data bytes arried in the message is de�nedin the length �eld. The data itself is plaed in the Data �eld, whih anontain between 0 and 1500 bytes. To allow ollision detetion, the 10 MbpsEthernet requires a minimum paket size of 64 bytes. So, shorter messagemust be padded with zeros (PAD �eld). Finally, the Ethernet frame endsup with a frame hek sequene (FCS), meant for error detetion. The FCSis performed on both address, length and data �elds. The probability ofundeteted errors is 1 in (232 − 1) bits.The IEEE ontrols the assignment of addresses by administering a por-



60 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMStion of the address �eld. The IEEE does this by providing 3 byte identi�ersalled "Organizationally Unique Identi�ers" (OUIs), whih are assigned toeah manufaturer of Ethernet interfaes. The manufaturer in turn reatesthe full 6 byte addresses using the assigned OUI as the �rst 3 bytes of theaddress, and loally seleting the lower 3 bytes aording to some internalpoliy. Provided that the loally assigned 3 bytes are unique, the full addressbeomes unique. This 6 byte address is also known as the physial address,hardware address, or MAC address, and is ommonly pre-assigned to eahEthernet interfae when it is manufatured.As eah Ethernet frame is sent onto the shared signal hannel, all Ether-net interfaes look at the destination address �eld. The interfaes omparethe destination address of the frame with their own address. The Ethernetinterfae with the same address as the destination address in the frame willread in the entire frame and deliver it to the networking software runningon that omputer. All other network interfaes will stop reading the framewhen they disover that the destination address does not math their ownaddress. This mehanism provides uniast ommuniation.A multiast address allows a single Ethernet frame to be reeived by agroup of stations. Network software an set a station's Ethernet interfaeto listen for spei� multiast addresses. This makes it possible for a set ofstations to be assigned to a multiast group whih has been given a spei�multiast address. A single paket sent to the multiast address assigned tothat group will then be reeived by all stations in that group.There is also the speial ase of the multiast address known as thebroadast address, whih has the 6 byte address �lled with ones. All Ethernetinterfaes that see a frame with this destination address will read the framein and deliver it to the networking software.3.3.2 Modi�ation of the Medium Aess ControlThis approah onsists on modifying the Ethernet MAC layer to ahieve abounded aess time to the bus (e.g. [LR93, SS85, Cou92℄). For instane, amethod desribed in [LR93℄ (CSMA/DCR) onsists in a binary tree searhof olliding nodes, that is, there is a hierarhy of priorities. Whenever aollision happens the lower priority nodes voluntarily ease ontending forthe bus, and higher priority nodes try again. This proess in repeated untila suessful transmission ours.



3.3. ETHERNET-BASED RT PROTOCOLS - BRIEF SURVEY 61Two main drawbaks an be identi�ed: in some ases the �rmware mustbe modi�ed, therefore the eonomy of sale obtained when using standardEthernet hardware is lost; the worst-ase transmission time, whih is themain fator onsidered when designing real-time systems, an be orders ofmagnitude greater than the average transmission time. This fores any kindof analysis to be very pessimisti and thus, leads to an under-utilization ofthe bandwidth;3.3.3 Addition of transmission ontrol over EthernetAnother way to ahieve time-onstrained ommuniations over Ethernet on-sists in adding a layer above it, intended to ontrol the instants of messagetransmissions, ending up with a bounded number of ollisions or even a om-plete avoidane of them. The major advantage of this kind of approah, whenompared to the modi�ation of the MAC layer, is that standard Ethernethardware an be used.Several di�erent ways of doing transmission ontrol over Ethernet arereferred below.Master/SlaveIn this ase, all ordinary stations in the system transmit messages only uponreeiving an expliit ommand message issued by one partiular station alledmaster. This approah supports relatively preise timeliness, depending onthe master, but introdues a onsiderable protool overhead aused by themaster messages (notie the number of messages is dupliated). Also the timerequired by slaves to proess the request and respetive response (turnaroundtime) ontributes to redue the bus utilization e�ieny. Moreover, withthis approah the handling of event-triggered tra� is normally ine�ientbeause the master must �rst beome aware of any request before inquiringthe respetive station.Token-passingThis method onsists on irulating a token among the stations. Only thestation urrently holding the token is allowed to transmit and the tokenholding time is upper bounded (IEEE 802.4 timed-token is one example).



62 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSThis sheme is still not very e�ient due to the bandwidth used by thetoken and indues large jitter in the periodi tra� due to variations in thetoken holding time. Furthermore, token losses generally impose long periodsof bus inaessibility.Timed TokenThis partiular tehnique is also based on token-passing and it is the basisfor the RETHER protool [VC94℄. When in real-time mode, RETHER di-vides network nodes in two groups: the RT group for nodes with bandwidthreservations; the NRT group for all the others. The real-time messages areassumed to be periodi, and time is divided in yles with the duration ofone time unit. Aess to the hannel for both kinds of tra� is regulatedby a token. First the token visits all the RT senders having messages to beprodued in that yle, and after the NRT nodes, if enough time is left untilthe end of the yle.An on-line admission mehanism is provided; only messages that an betimely handled and don't jeopardize the remaining RT set are aepted. Themajor drawbaks of this approah are: lak of support for real-time sporaditra�; high overhead (similar to master/slave); lak of support for dynamipriorities onerning the periodi tra�;TDMAIn this ase, stations transmit messages at pre-determined disjoint instants intime in a yli fashion. This approah requires preise lok synhronizationand does not lend itself well to dynami hanges in the message set beausethe ommuniation requirements are distributed and thus, hanges must bedone globally. On the other hand, it uses the bus bandwidth e�iently sinethere are no ontrol messages beyond those to ahieve lok synhronizationand also there is no need for expliit addressing.Virtual Time ProtoolThis protool [MZ95, MK85℄ tries to redue the number of ollisions on thebus while o�ering the �exibility to implement di�erent sheduling poliies.It prioritizes messages by mapping di�erent message parameters (e.g laxityor arrival time) in waiting periods, and operates in the following way.



3.3. ETHERNET-BASED RT PROTOCOLS - BRIEF SURVEY 63When a node wishes to transmit a message, it waits for a given amount oftime, ounting from the moment the bus beame idle. This amount of timeis alulated aording to the desired sheduling poliy. When that timeexpires, and if the bus is still idle, the node tries to transmit the message.Collisions an still our sine there is no guarantee that two di�erent nodesan have messages with the same priority. In this ase the protool uses aprobabilisti approah, in whih the nodes involved in the ollision retransmitthe message with a given probability p.This kind of approah has some important drawbaks:
• Performane is highly dependent on the proportional onstant valueused to relate the waiting time with the sheduling poliy in use, whihleads to ollisions if this fator it is too short, and to a large amount ofidle time (low e�ieny in bandwidth utilization), if the proportionalonstant is too long;
• Proportional onstant is dependent on the properties of the messageset, therefore on-line hanges an lead to poor performane;
• Lak of support for time-triggered tra�;
• The unbounded worst-ase transmission time, resulting from the prob-abilisti ollision resolution mehanism, renders this protool unsuit-able for use in hard real-time systems.One of the most interesting features of this approah it is its ability to ahieveperformanes lose to the theoretial model for some sheduling poliies.For instane, in [ZR87℄ it is shown that the Virtual Time protool performslose to the exat minimum laxity �rst poliy under a wide range of loadonditions.Windows ProtoolsThis type of protools has been proposed both for CSMA/CD and token ringnetworks [MZ95℄. Conerning the CSMA/CD implementation, the operationis as follows. The nodes on a network agree on ommon prede�ned timeinterval named window, and the bus state is used to assess the number ofnodes with messages to be transmitted within the time window. If only onemessage is ready within in the window, it will be transmitted. However;



64 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSif more than one node has ready messages within the window, a ollisionours. In this ase the window size is suessively redued until only onemessage is in the window. Finally, if no nodes have ready messages withinthe window, then the window size is inreased.This method has some important drawbaks:
• The time and spae required to maintain the window an inur is sub-stantial overhead [MZ95℄;
• Lak of expliit support for time-triggered tra�;
• Sine ollisions make part of the protool, worst-ase transmission timeis muh higher than average transmission time, leading to bus under-utilization when timeliness must be guaranteed (i.e. for hard real-timesystems).On the positive side, this approah, unlike priority-based protools, is notlimited by the number of available priority levels.Tra� shapingAs opposed to transmission ontrol, this tehnique follows an approah basedon the fat that, if the bus utilization is kept low, then the probability ofollisions is also low (although not zero). Therefore, if the network av-erage load is kept below a given threshold and tra� bursts are avoided, agiven probability of ollisions an be obtained. Implementations of this teh-nique are presented in [KSZ99, KS00, BM01, CCBM02℄. An interfae layeralled tra� smoother is plaed between the transport layer (TCP/UDP)and Ethernet. Real-time tra� is assumed to be event-triggered and gener-ated pseudo-periodially, sine it is generated by some kind of ontrol system.Moreover, the real-time tra� is assumed to use a small fration of the busbandwidth and is transmitted on demand, without interferene of the tra�smoother. Non-real-time (NRT) tra� an be bursty and it is handled by thetra� smoother, whih keeps trak of previous message transmissions (bothRT and NRT) performed by the node. Aording to this history reord,the tra� smoother releases NRT messages in a ontrolled fashion, in orderto follow a desired node's tra� generation rate. This way, at the networklevel, the interferene on the RT tra� due to NRT tra� is kept inside a



3.3. ETHERNET-BASED RT PROTOCOLS - BRIEF SURVEY 65(probabilisti) bound. Several tehniques have been developed to managethe behavior of the tra� smoother, suh as the leaky buket proposed byKweon et al [KS00℄ and fuzzy logi in Carpenzano et al [CCBM02℄.One major drawbak of this approah is that all the guarantees are sta-tistial - it annot be guaranteed a priori that a spei� message an betransmitted within a spei� time interval. Therefore this approah is notwell suited to support hard real-time tra�. Moreover, this approah laksexpliit support for time-triggered tra�.Swithed EthernetThe use of swithes beame very popular reently, as a way to improvethe performane of shared Ethernet. Swithes provide a private ollisiondomain for eah one of their ports, i.e., unlike a hub, there is no "diret"onnetion between the ports. When a node transmits a message, this one isreeived by the swith and then bu�ered in to the ports where the reeiversof the message are onneted. If several messages addressed to a given portarrive in a short interval, they are bu�ered and then sequentially transmitted.The IEEE 802.1D standard de�nes 8 priority queues in output ports. Thesheduling poliy used at this level is a topi urrently addressed in thesienti� ommunity (e.g. [JN01℄).Unfortunately the use of a swith in an Ethernet network is not enoughto make it real-time, in the general ase. For instane, output bu�ers an beexhausted and messages lost if bursts of messages are sent to the same outputport. This situation an our more often than desired, even in the �eld ofdistributed ontrol systems. In this kind of systems the produer/onsumersmodel is frequently used. Aording to this o-operation model the produerof a given datum (e.g. a sensor reading) sends it to several onsumers of thatdatum. This model is e�iently supported in Ethernet by means of speialaddresses, alled multiast addresses. Eah network interfae ard an de�nea loal table with the multiast addresses related to the data that it shouldreeive. However, the swith has no knowledge of these loal tables, thereforetreats all the multiast tra� as broadasts, i.e., messages with multiastdestination addresses are transmitted to all ports. Therefore, depending onthe predominant type of tra� exhanged in a given appliation (uniast vs.multiast/broadast), one of the main bene�ts of using Swithed Ethernet,multiple simultaneous transmission paths, an be seriously ompromised.



66 CHAPTER 3. DISTRIBUTED REAL-TIME SYSTEMSOther problems onerning the use of swithed Ethernet are [De01℄:
• In the absene of ollisions the swith introdues an additional lateny;
• The number of available priority levels is too small to support theimplementation of e�ient priority based sheduling;
• The swith only makes Ethernet deterministi under ontrolled loads.3.3.4 Ethernet-based protools properties summaryTable 3.3.1 summarizes some of the properties of the several Ethernet-basedprotools above disussed.

Protool Tra� lasses Dynam.Comm.Req. Time.Guar-anties Temp.Isolat. E�i-eny COTSHard-wareReal-time NonRealTimeTimeTrig EventTrigCSMA/DCR No Yes Yes Yes Hard1 No Low2 No5TDMA Yes No No No Hard N.A. High YesVirtual time No Yes Yes Yes Hard1 No Low2 YesWindows No Yes Yes Yes Hard1 No Low2 YesTime-token Yes No Yes Yes Hard Yes Low3 YesSwith No Yes Yes Yes No4 No High YesTra� No Yes Yes Yes Soft No Low2 YesSmoothing Legend:1 Worst-ase response time muh higher than the average value2 Collisions are part of the protool3 Eah real-time message is preeded by a ontrol message4 Can be ahieved by the use of admission ontrol (not part of theprotool)5 Requires modi�ations to the NIC's �rmwareN.A. Not appliableTable 3.3.1: Ethernet-based protools properties summary



3.4. CONCLUSION 673.4 ConlusionThis hapter starts by a brief presentation of distributed real-time systems,with partiular emphasis in issues like o-operation models, message shedul-ing and message triggering paradigms. Further on it presents a survey onsome of the most representative protools that have been developed to sup-port suh kind of distributed systems.Many real-world systems are omplex and dynami, evolving during timeand require, or at least bene�t, from the presene of a �exibility real-timeommuniation network. For this reason, the protools analyzed in thishapter have been assessed in what onerns issues like:
• Support for di�erent tra� lasses with distint timeliness require-ments;
• Support for dynami hanges on the message properties;
• Support for di�erent message triggering models (time and event-triggered);
• Temporal isolation between the di�erent types of tra�;
• E�ieny in bus bandwidth utilization;The results are summarize in Table 3.2.1 onerning �eldbus protools andin Table 3.3.1 onerning Ethernet-based protools. From the observation ofthese tables, it an be onluded that none of the analyzed protools ful�llsall the properties referred above. Therefore, appliations demanding �exibleommuniation systems do not �nd adequate support in these protools. Inthe following setion it will be presented a new ommuniation paradigm,the Flexible Time-Triggered paradigm, that aims at �lling this gap.
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Chapter 4The FTT paradigmThe requirement for �exibility is beoming inreasingly important in dis-tributed omputer-ontrolled systems motivated by the need to redue theosts of set-up, on�guration hanges and maintenane [S+96, Tho98℄. Thisrequirement extends to all system levels inluding the �eld level in proess in-dustries and the ell and mahine ontrol levels in manufaturing industries,where �eldbus-based distributed omputer ontrol systems an be found.Moreover, reent appliations suh as agile manufaturing, real-time da-tabases, automotive, mobile robotis and mahine vision must deal with envi-ronments that are inherently dynami. This type of appliations are not eas-ily or e�iently supported by "open loop" sheduling algorithms [SLST99℄,i.e., algorithms in whih one the shedules are reated they are not "ad-justed" based on ontinuous feedbak about the system evolution. Whileopen-loop sheduling algorithms an perform well in stati or dynami sys-tems in whih the workloads an be aurately modeled, they an performpoorly in dynami systems, where suh degree of knowledge is hard to �ndor even non-existent. A possible methodology to support this type of re-quirements onsists in regarding the omputer system as a ontrol systemwith the sheduler as the ontroller, and integrate pratial feedbak ontroltehniques into sheduling algorithms [SLST99℄. To support suh frame-work e�iently, the real-time ommuniation system should support on-linehanges to the ommuniation requirements, to re�et the evolving require-ments, but nevertheless keeping timeliness and preditability guarantees.This hapter presents a reasoning about the requirements posed to theommuniation system in the framework of �exible real-time distributed69



70 CHAPTER 4. THE FTT PARADIGMomputer ontrol systems, ulminating with a onise set of properties thatmust be ful�lled. Then, a new ommuniation paradigm, the Flexible Time-Triggered (FTT) arhiteture, whih supports these requirements, is pre-sented.4.1 Why a new protoolConerning spei�ally the �eldbus system, �exibility implies dynami om-muniation requirements, meaning that on-line addition, removal and adap-tation of message streams must be supported. On the other hand, mostof the data exhanges handled by the �eldbus are also subjet to stringenttiming onstraints arising from ontrol and monitoring requirements. Unfor-tunately, �exibility and timeliness have typially been onsidered separatelyand most of the �eldbuses available today favor either one aspet or the other[Tho98℄, i.e., either time-onstrained servies are guaranteed sari�ing �ex-ibility or suh guarantees are sari�ed in exhange for higher �exibility.Another requirement typially found in �eldbus systems is the apa-ity to deliver both time and event-triggered ommuniation servies undertiming onstraints. The former ones are well suited to onvey periodi up-dates of state data whilst the latter ones are more adapted to onvey alarmsand management data. Again, existing �eldbus systems privilege either oneor the other type of servies. In systems eminently time-triggered, event-triggered servies are either non-existing or handled ine�iently in terms ofeither response time or network utilization. On the other hand, in systemseminently event-triggered, interesting properties of time-triggered serviessuh as omposability with respet to the temporal behavior are normallylost [Kop93℄.The requirement for �exibility is sometimes onsidered as on�iting withthe time-triggered approah [Kop97, KG94℄, sine, aording to this model,ommuniation ativities our at pre-de�ned instants in time. However,time-triggered systems also may pro�t from �exibility [BA00, Mar02℄. Toahieve suh behavior, the time-triggered tra� should be sheduled on-line, with the sheduler basing its deisions on the atual ommuniationrequirements. However, suh �exibility should not ompromise the systemtimeliness and preditability, and thus suh �exible real-time systems shouldinorporate admission ontrol, as disussed in Setion 2.3.



4.1. WHY A NEW PROTOCOL 71Di�erent sheduling poliies provide shedules that exhibit di�erent prop-erties and imply di�erent omputational osts (Setion 2.4). Therefore, aommuniation system with the apaity to support distint sheduling poli-ies an be adapted to di�erent platforms and appliations. For instane, inplatforms with low proessing power available, it an be used a �xed priority(e.g. RM) instead of dynami priority (e.g. EDF) based sheduling poliy,lowering the sheduling overhead at expenses of a potentially lower utiliza-tion of the ommuniational hannel. Furthermore, in some irumstanesit an be important to have the possibility to hange on-line the shedulingpoliy of a given system. For example, during normal operation a systemould be sheduled by EDF to maximize the ommuniation hannel utiliza-tion e�ieny. However, upon a degradation in the ommuniational hannelperformane (e.g. due to eletromagneti interferene), the transmission ofthe most important messages should be privileged. This behavior an beahieved by swithing to a �xed-priority value-based sheduling poliy.Frequently real-time entities have a limited lifetime. For example, indistributed ontrol systems one or more nodes exeute ontrol algorithmsbased on sensor data generated elsewhere. The ommuniation between sen-sor and ontroller nodes is performed exlusively through the ommuniationnetwork. If, due to some problem, a sensor node fails in transmitting thevalue of an environment variable, the ontrol algorithms may not be fed withorret inputs. In this ase the ontroller nodes should be informed of thefailure, to enable them to take some orretive ations, whenever possibleand desired. Hene, the network protool itself should provide servies toknow if the data values are still in aordane with the orresponding envi-ronment variables, whih is a property designated by temporal onsisteny[De01℄ or auray [Kop97℄.Another issue is related with the ooperation model. In many applia-tions the same data is required in di�erent network nodes. This require-ment is e�iently supported by the produer-onsumer o-operation model(Setion 3.1.4). However, to provide this o-operation model e�iently, theommuniation system should have intrinsi support of multiast servies,i.e., a single data message transmission should reah all onsumer nodes.To omply with all of these requirements, adequate hoies of ommu-niation paradigms and protools are needed. More spei�ally a protoolable to handle suh �exibility requirements must support:
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• Time-triggered ommuniation with operational �exibility;
• Support for on-the-�y hanges both on the message set and on thesheduling poliy used;
• On-line admission ontrol to guarantee timeliness to the real-time traf-�;
• Indiation of temporal auray of real-time messages;
• Support of di�erent types of tra�: event-triggered, time-triggered,hard real-time, soft real-time and non-real-time;
• Temporal isolation: the distint types of tra� must not disturb eahother;
• E�ient use of network bandwidth;
• E�ient support of multiast messages;As presented in Setion 3.2, none of the existing �eldbus protools ful�llsall of these requirements. For instane, onerning the support of event andtime-triggered tra�, existing protools either do not support both typesof tra� (e.g. TTP/C), or both types are supported but without temporalisolation (e.g. Pro�bus, P-Net, DevieNet). In the ases where tempo-ral isolation is enfored, the event-triggered tra� is handled ine�iently(e.g. WorldFIP, Foundation Fieldbus-H1), and/or the time-triggered tra�is spei�ed statially, thus not supporting operational �exibility onerningthe time-triggered tra� (e.g. TT-CAN, FlexRay). The same situation hap-pens with the Ethernet-based protools analyzed in Setion 3.3. The FlexibleTime-Triggered paradigm herein presented addresses these issues and ful�llsthe requirements for �exibility, timeliness and e�ient ombination of timeand event-triggered tra�.4.2 The Flexible Time-Triggered paradigmThe Flexible Time-Triggered (FTT) paradigm has its roots in the FTT-CAN protool [AFF98, APF99℄, originally developed within the EletroniSystems Laboratory in the University of Aveiro. The FTT-CAN protoolis based on Controller Area Network, and aims to provide support for the
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Figure 4.1: The FTT paradigm system arhitetureombination of both time and event-triggered tra� with temporal isolationand operational �exibility onerning the time-triggered tra�. Its main tar-get is low proessing-power miro-ontrollers, used in embedded distributedreal-time appliations. During the development of the FTT-CAN protool itwas realized that the main onepts ould be abstrated to form the Flexi-ble Time-Triggered paradigm, a general ommuniation paradigm, whih, inits turn, ould have implementations using other ommuniation infrastru-tures.The FTT paradigm de�nes the system arhiteture and appliation pro-gramming interfae (API) as seen from the appliation software. Eah ofthe FTT implementations has its peuliarities, suh as bit-rate, admissiblemessage lengths, addressing shemes, et. However, these harateristis areabstrated, and the paradigm exhibits a ommon set of properties, whih areindependent of the partiular implementation. The envisaged target systemsrange from low proessing-power miro-ontrollers, like the 8051, used typi-ally in embedded industrial ontrol systems, to high performane systems,able to handle omplex ativities, suh as omputer-vision and autonomousmobile robot ontrol.4.2.1 System arhitetureThe FTT paradigm presents an asymmetri arhiteture, omprising onemaster node, possibly repliated for fault-tolerane reasons, and one or morestation nodes (Figure 4.1). The master node is responsible for the man-agement and oordination of the ommuniation ativities, and the stationnodes exeute the appliation software as well as the network protool.The master node implements the entralized sheduling onept, in



74 CHAPTER 4. THE FTT PARADIGMwhih both the ommuniation requirements, message sheduling poliy andon-line admission ontrol are loalized in one single node. Suh onentrationof funtions allows to have at any instant omplete knowledge of urrentsystem requirements and also the possibility to make atomi hanges to anyof them. Moreover, suh arhiteture also failitates the implementation ofon-line admission ontrol with fast response.The distribution of the sheduling deisions to the network stations isperiodially performed by the master through a speial ontrol message, thetrigger message (TM). Thus, onerning the oordination of the ommunia-tion ativities, a master-slave relation is established between the master andthe stations. To redue the e�ieny penalty usually assoiated to master-slave ommuniation, the FTT paradigm uses a relaxed master-slave ap-proah, designated master/multi-slave transmission ontrol, in whiha single trigger message auses the transmission of several slave messages,eventually originated in distint station nodes. This method redues thenumber of ontrol messages, onsequently improving the bandwidth utiliza-tion, and, at the same time, bene�ts from the timeliness properties assoiatedto master-slave ommuniation.By using entralized sheduling and onsistent interfaes between thesheduler, dispather, admission ontrol manager and requirements manager,together with the distribution of the shedule deisions by means of thetrigger message, the system gets a high degree of �exibility sine:
• The station nodes on the network are not aware of the partiularsheduling poliy in use, sine they stritly follow the tra� shed-ule onveyed in the trigger message. Therefore any sheduling poliyan be implemented, irrespetively of its omplexity and nature (e.g,�xed priorities, dynami priorities), provided the master has enoughproessing power to timely ompute and distribute the shedule.
• Several sheduler modules an be implemented, and the system anhange between them "on-the-�y", autonomously or on demand. Forexample, the system an be on�gured to use Earliest Deadline First(EDF) sheduling in order to maximize the utilization fator undernormal system operation, and swith to some kind of value-based �xedpriorities sheduling on overloads, in order to guarantee that most im-portant messages are sheduled within their deadlines.
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• All the required sheduling information is arried on the trigger mes-sage, therefore, when hanging message properties (e.g. its period-iity), the synhronization of the update throughout the network isintrinsially guaranteed.
• The master holds enough information to know the demands of real-time tra� and how muh leeway the system has, therefore it an safelyalloate bus bandwidth to other kinds of tra� without jeopardizingthe timeliness of real-time tra�.4.2.2 The Elementary CyleIn the FTT paradigm the bus time is slotted in onseutive �xed durationtime-slots, alled Elementary Cyles (ECs). The EC starts with the reeptionof the TM, and all nodes are synhronized by its reeption. Eah EC isomposed by two onseutive windows, synhronous and asynhronous, thatorrespond to two separate phases (Figure 4.2).The synhronous window onveys the time-triggered tra�, aording tothe ontents of the trigger message. The length of the synhronous window(lsw(i)) an vary from EC to EC, aording to the number and length ofmessages sheduled for that partiular EC. It is however possible to impose alimit to the maximum size of the synhronous window (LSW ), and thus grantto the asynhronous window a minimum guaranteed bandwidth share. Thetime-triggered tra� is subjet to admission ontrol and thus all messagesaepted by the system have their timeliness guaranteed (dynami planning-based sheduling).The asynhronous window has a duration (law(i)) equal to the timegap between the EC trigger message and the synhronous window. It isused to onvey event-triggered tra�, herein alled asynhronous beausethe respetive transmission requests an be issued at any instant. Unlike thesynhronous tra�, the arbitration within the asynhronous window is notresolved by the master node. The only information supplied in the trigger



76 CHAPTER 4. THE FTT PARADIGMmessage related with the asynhronous window is their duration. A suitableprotool must then be used to perform the message arbitration within thiswindow. The asynhronous tra� is handled in a best-e�ort poliy. However,the use of deterministi medium-aess poliies ombined with the possibilityto de�ne a minimum guaranteed bandwidth to the asynhronous tra� al-lows, when required by the appliation, to pre-analyze its requirements andompute if a given set of real-time asynhronous messages an meet theirdeadlines in worst-ase onditions. This feature is usually required only byasynhronous messages related to alarms or other similar real-time events.In general, the asynhronous window is mainly devoted to non-real-timetra�, suh as software upload/download, remote diagnostis and on�gu-ration, remote alibration, et., with relaxed real-time requirements or evenno real-time requirements at all.In order to maintain the temporal properties of the time-triggered traf-�, suh as omposability with respet to the temporal behavior, the syn-hronous window must be proteted from the interferene of asynhronousrequests. A strit temporal isolation between both phases is enfored bypreventing the start of transmissions that ould not omplete within therespetive window. Sine the message lengths are not orrelated nor withthe EC duration neither with the synhronous and asynhronous windowdurations, a short amount of idle-time (α) may appear at the end of theasynhronous window (exlusion window).The FTT paradigm does not speify the relative order of the synhronousand asynhronous windows. This aspet is only de�ned by spei� protoolimplementation. The justi�ation for this proedure is that partiular imple-mentations an pro�t form a partiular window arrangement (e.g. [PA00℄).The ommuniation servies of the FTT paradigm are delivered to theappliation by means of two subsystems, the Synhronous Messaging System(SMS) and the Asynhronous Messaging System (AMS), that manage therespetive type of tra�. The SMS o�ers servies based on the produer-onsumer model [TC99℄ whilst the AMS o�ers send and reeive basi servies,only. The omponents of eah of these servies are spread among the masterand the station nodes, and presented in the following setions.



4.2. THE FLEXIBLE TIME-TRIGGERED PARADIGM 77

Fieldbus

Application Software

Network
Controller

System Requirements Database

Synchronous
Requirements

Asynchronous
Requirements

System Config 
& Status

EC-Schedule
Register

Admission 
Control

Scheduler Dispatcher

Application
Interface

Figure 4.3: FTT master internal arhiteture4.2.3 Master node arhitetureThe master node plays the role of system oordinator and it is responsiblefor providing an interfae to allow system management, maintaining a loaldatabase holding the system ommuniation requirements, building shed-ules generated aording to the partiular sheduling poliy implementedand broadasting these shedules at appropriate time instants. Figure 4.3depits the internal arhiteture of an FTT master.The Appliation Interfae provides a set of servies that are used bythe appliation software to perform the system on�guration. All the inter-ation with the appliation software is made through this interfae. Theseservies are available both loally and remotely, via the network. The fol-lowing lasses of servies are available:
• System on�guration and management: set-up of the EC duration, busspeed, network topology and overheads (e.g. guard bands, messageproessing);
• Message management: addition and exlusion of messages, as well asmodi�ation of their properties;
• System Status Reord aess: retrieve information about system per-formane, like jitter �gures, bandwidth use for eah tra� lass.



78 CHAPTER 4. THE FTT PARADIGMThe System Requirements Database (SRDB) holds the properties ofeah of the message streams to be onveyed by the system, both real-timeand non-real-time, as well as a set of operational parameters related to systemon�guration and status. This information is stored in a set of three tables.The Synhronous Requirements Table (SRT) inludes the propertiesof the synhronous messages onveyed by the system ( De�nition 4.1).
SRT ≡ {SMi(DLCi, Ci, Phi, Pi,Di, P ri, ∗Xfi), i = 1..NS} (4.1)where for eah message SMi of a set of NS synhronous messages, DLCi isthe data length in bytes, Ci is the respetive transmission time (inludingall overheads), Phi allows to de�ne an initial phase, Pi is the period orminimum inter-arrival time, respetively for periodi and sporadi messages,

Di is the deadline and, �nally, Pri is a �xed priority. The basi time unit inthe FTT paradigm is the elementary yle duration, thus both Ph, P and
D are expressed as integer multiples of the EC duration (E). Synhronousmessage exhange is based on the produer-onsumer o-operation model,therefore it uses soure addressing, i.e., the message identi�ation is relatedto the message ontents and not with the partiular sender or onsumer(s).Besides the basi properties above de�ned, the SRT also supports an ad-ditional optional �eld (Xf) that an be used by partiular sheduling algo-rithms that require other types of information. For instane, if it is requiredto support message streams with di�erent levels of aeptable Quality of Ser-vie (QoS) onerning the respetive bandwidth, the SRT an be extendedwith an admissible period range (Minimum, Nominal and Maximum). Onthe other hand, this mehanism also allows to restrit the operations allowedon the message stream attributes. For example, some �ags an be used toindiate whih messages an or annot be removed or if the QoS manageran automatially update their properties.The Asynhronous Requirements omponent is omposed by the re-union of two tables, the Asynhronous Requirements Table (ART) and theNon-Real-Time Requirements Table (NRT).The ART (De�nition 4.2) is used to store the properties of the asyn-hronous messages onveyed by the system that, despite being asynhronous,may or may not have timeliness requirements. For example alarm messages



4.2. THE FLEXIBLE TIME-TRIGGERED PARADIGM 79usually have hard timeliness requirements while messages used to performremote diagnosis or on�guration frequently do not have suh timeliness on-straints. The asynhronous messages are sheduled aording to a best-e�ortpoliy, based on �xed priorities. Nevertheless, it is possible to pre-analyzethe ommuniation requirements in order to verify if a given subset of asyn-hronous message set, having timeliness requirements, an be sheduled bythe system within their deadlines, in all antiipated load onditions.
ART ≡ {AMi(DLCi, Ci,miti,Di, P ri), i = 1..NA} (4.2)This table is similar to De�nition 4.1 exept for the use of miti, minimuminter-arrival time, instead of period, and the absene of initial phase Phi,sine asynhronous messages are triggered by the appliation software at anyinstant, without phase ontrol. As in the ase of the synhronous messages,the asynhronous message exhange is based on the produer-onsumer o-operation model, therefore it uses also soure addressing.The non-real-time tra� is handled stritly aording to a best-e�ortpoliy. Sine no timeliness guarantees are provided, the master node onlyneeds to keep trak of whih stations produe this kind of tra�, and, for eahof them, the size of the respetive longest non-real-time message, as requiredto enfore the temporal isolation between synhronous and asynhronoustra�.

NRT ≡ {NMi(SIDi,MAX_DLCi,MAX_Ci, P ri), i = 1..NN} (4.3)The NRT ontents is de�ned by De�nition 4.3, where SIDi is the node'sidenti�er , MAX_DLCi is data length in bytes of the longest non-real-time message produed by the node, MAX_C is the respetive maximumtransmission time, inluding all overheads, and Pri is the node's non-real-time priority, whih an be used to implement an asymmetri distributionof the bus bandwidth among the di�erent nodes. Finally, NN is the numberof stations produing non-real-time messages.The last omponent of the System Requirements Database is the SystemCon�guration and Status Reord (SCSR). This reord stores all systemon�guration data, suh as the bus transmission speed, duration of the el-ementary yle, minimum amount of bandwidth alloated to asynhronous



80 CHAPTER 4. THE FTT PARADIGMtra�, protool overheads dependent on the network topology (e.g. networklength and number of repeaters), et. Moreover, the sheduler also storesin this reord data onerning tra� �gures, suh as the bandwidth usedby eah tra� lass. This information is made available to the appliationlayer, therefore it an be used either in preliminary �eld tests for pro�lingpurposes or at run-time to improve the system adaptability (e.g. hangingthe sheduling poliy or message properties depending on some thresholds),raise alarms when some �gures override spei� thresholds, et.The Sheduler uses the information provided by the SRDB to build theEC-Shedules for the synhronous tra�. More spei�ally, the Shedulerreads the message properties of the both synhronous and asynhronous mes-sages, as well as the system on�guration information stored in the SCSR reg-ister, and, based on suh data, deides whih synhronous messages shouldbe transmitted in the following EC, aording to the partiular shedulingalgorithm implemented. The result of suh omputation is plaed in theEC-Shedule register (ECSR).The Sheduler also gathers information about the sheduled messagesand update the SCSR status reord aordingly. The data plaed by theSheduler in the EC-Shedule register expliitly de�nes the IDs of the mes-sages that shall be transmitted, as well as the duration of the synhronouswindow. However, partiular implementations an require additional in-formation. For example, in implementations based on shared Ethernet orRS-485 the message transmission must be performed in exlusive time slotsto avoid ollisions, thus information about the spei� message transmissiontime of eah message must also be plaed in the ECSR.The Admission Control is based on the shedulability test of the syn-hronous tra�. The shedulability test must onsider not only the messageproperties but also other relevant information like the maximum length ofthe synhronous window or whih partiular sheduling algorithm is beingused. The admission ontrol is invoked whenever there is a request for ahange in the SRT. Changes are aepted only when the shedulability testresult indiates that the system timeliness is not jeopardized. In any asethe appliation interfae is noti�ed about the result of the hange request.Both the Sheduler and the Admission Control are enapsulated in mod-ules with learly de�ned interfaes. The system supports a seamless integra-tion of several di�erent modules that an be swithed on-line, aording to
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Figure 4.4: FTT station internal arhiteturesome triggering event, as referred above.The Dispather reads the EC-Shedule Register, builds the next triggermessage with suh EC shedule and broadasts it over the network. Sine itis the reeption of the trigger message in the remaining nodes that signals thebeginning of an EC, it is important to shedule the Dispather task regularly,with su�ient preision.4.2.4 Station node arhitetureStation nodes, also known as ordinary or slave nodes, exeute the appliationsoftware required by the user, eventually requesting the servies deliveredby the ommuniation system. The station node's internal arhiteture isdepited in Figure 4.4.The appliation software interats with the ommuniation system trougha real-time API (RT_API) whih enables the appliations to:
• De�ne whih messages are loally produed or onsumed;
• Update the value of suh real-time entities;
• Get the value of suh real-time entities;
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• Set-up allbaks assoiated to ommuniation events suh as messagetransmission and reeption, as well as error onditions suh as deadlinemisses;Moreover, the FTT arhiteture also provides support for the integration offoreign ommuniation protools. This tra� is inluded in the NRT lass,and thus it is interepted by the FTT ommuniation stak and transmittedwithin the asynhronous window, after expliit permission of the masternode. This way the timeliness of the FTT real-time tra� is not jeopardizedby the presene of tra� belonging to other protools. The aess to thisommuniation stak is made trough its native appliation layer interfae,whih is denoted as Non-Real-Time API in Figure 4.4.The Node Requirements DatabaseThe Node Requirements Database (NRDB) holds the node's ommunia-tion requirements, and is omposed by two omponents, the SynhronousRequirements omponent and the Asynhronous Requirements omponent.The exhange of synhronous messages is performed with autonomousontrol, i.e. the transmission and reeption of messages is arried out exlu-sively by the network interfae without any intervention from the appliationsoftware. The message data is passed to and from the network by means ofshared bu�ers. This means that the network interfae, in what onerns thesynhronous messages, behaves as a temporal �rewall between the applia-tion and the network, sine it isolates the temporal behavior of both parts,inreasing the system robustness. There are two omplementary API fun-tions available to the appliation layer, SMS_produe and SMS_onsume,whih allow respetively produer nodes to update the loal bu�er with newdata and onsumer nodes to read the atual ontents of the loal bu�er.The information about eah of the synhronous messages (NNS) is storedin the NRDB's Synhronous Requirements Table (N_SRT), and onsists of(De�nition 4.4) the respetive data length (DLCi), the indiation if it is amessage loally produed or onsumed (P_Ci), timer �eld to manage timevalidity information (Tmri), address of tasks assoiated with ommunia-tion events, namely transmission (Tx_evi), reeption (Rx_evi) and deadlinemiss (DM_evi).
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N_SRT ≡ {N_SMi(DLCi, P_Ci, Tmri, Tx_evi, Rx_evi,

DM_evi,Dbuffi), i = 1..NNS} (4.4)The N_SRT table also holds a pointer to the data bu�er (Dbuffi) usedto store the data itself. It should be noted that there is onurreny inthe aess to the data bu�er between the RT_API and the ommuniationstak software. Moreover the use of basi mutual exlusion methods, suhas semaphores, must be avoided beause the ommuniation software annotbe delayed when it is time to transmit a message. Therefore methodologieslike double-bu�ering or Cyli Asynhronous Bu�ers ([But97℄), whih allowmultiple aess, should be used. Alternatively it an also be used a singlebu�er, if there is an indiation about the message validity in message frame,together with a suitable integrity veri�ation funtion performed both insender and reeiver nodes.An optional �eld an be appended to the table to store other relevant in-formation, suh as the number of messages reeived and transmitted, numberof deadlines missed, jitter, lateness, message group de�nition, et.The transmission of the real-time asynhronous messages follows the ex-ternal ontrol paradigm, i.e. the transmission of messages takes plae uponexpliit requests from the appliation software. Suh requests are issued bymeans of a basi API servie alled AMS_send, whih is a non-bloking sendfuntion with queuing. The queue is ordered �rst by priority, aording tothe message identi�ers, and seond by request instant (FCFS). The length ofeah asynhronous message queue is set at on�guration time and de�nes themaximum number of messages that an be queued at the same time. Thisis partiularly relevant when the minimum inter-arrival time of transmissionrequests in a given stream is shorter that the worst-ase time to proess asingle request of that stream.The delivery of messages to the appliation software is aomplished bymeans of a omplementary API basi servie alled AMS_reeive, a reeivefuntion that allows waiting for a spei�ed, or unspei�ed message. At thereeiving node, the AMS also queues the messages arriving from the networkuntil they are retrieved with the AMS_reeive servie. The length of thequeue is also set-up at on�guration time, similarly to the queue in the



84 CHAPTER 4. THE FTT PARADIGMsender side. In this ase, the important aspet is the time the appliationtakes to proess eah message.More omplex and reliable exhanges, e.g. requiring aknowledge or re-questing data, must be implemented at the appliation level, using the twobasi servies referred above.
N_ART ≡ {N_AMi(DLCi, P_Ci, Tmri, Tx_evi, Rx_evi,

DM_evi,Dqueuei), i = 1..NNA} (4.5)The information about eah of the asynhronous real-time messages (NNA)sent or reeived by the node is stored in the NRDB's Asynhronous Require-ments Table (N_ART) (De�nition 4.5), and onsists of the respetive datalength (DLCi), the indiation if it is a message loally produed or onsumed(P_Ci), timer �eld to manage time validity information (Tmri), address oftasks assoiated with ommuniation events, namely transmission (Tx_evi),reeption (Rx_evi) and deadline miss (DM_evi), and �nally a pointer tothe queue holding the messages waiting to be transmitted or already reeivedbut waiting to be read by the appliation, respetively if the node is a senderor a reeiver of the partiular message stream (Dqueuei).
N_NRT ≡ {N_NMi(SIDi,MAX_DLCi, P_Ci, P roti, Tx_evi,

Rx_evi,DM_evi,Dqueuei,DqueueFPi), i = 1..NNN} (4.6)Non-real-time asynhronous message transmission is performed only af-ter an expliit pol by the master node. The information about eah of thenon-real-time messages (NNN ) sent or reeived by the node is stored in theNRDB's Non-Real-Time Requirements Table (N_NRT) (De�nition 4.6), andonsists of the identi�ation of the sender node (SIDi), the respetive max-imum data length (MAX_DLCi), the indiation if it is a message loallyprodued or onsumed (P_Ci), the indiation if it is an FTT message ora foreign protool message (Proti), address of tasks assoiated with om-muniation events, namely transmission (Tx_evi), reeption (Rx_evi) anddeadline miss (DM_evi), and �nally a pointer to the queue holding the mes-sages waiting to be transmitted or already reeived but waiting to be read



4.2. THE FLEXIBLE TIME-TRIGGERED PARADIGM 85

Data-Link
Layer

Intermediate
Layers

Application
Interface Layer

FTP
server HTTP

server

Non-real-time user 
applications and services

Real-time user 
applications and services

Data
acquisition PID

controller

Real-Time API

FTT Interface Layer

Native protocol MAC
(e.g. CAN, Etheternet)

Non-real-time
Communication

Protocol

(e.g. TCP/IP stack)

Figure 4.5: FTT station network software arhitetureby the appliation, respetively if the node is a sender or a reeiver of thepartiular message stream (Dqueuei).The Prot provides support to the possibility of exhange messages fromother protools within an FTT system. If the Prot �eld is set to non-FTT,the P_C �eld is ignored, sine it is not performed any �ltering onerningthis kind of tra�. Moreover, in this ase there are alloated two messagequeues, Dqueuei and DqueueFPi, used respetively for message transmis-sion and message reeption.Communiation staksThe aess to the ommuniation medium is performed trough an adequateommuniation protool. Two parallel staks an be used, one for real-timeand the other for non-real-time ommuniation, as depited in Figure 4.5.The non-real-time protool stak provide the means to allow FTT too-exist with other protools. For instane, in the FTT-Ethernet protool,this mehanism is used to allow the exhange of TCP/IP messages amongsystem nodes, thus supporting standard appliations and protools suh asFTP, HTTP and others to exeute in system nodes. This aspet is par-



86 CHAPTER 4. THE FTT PARADIGMtiularly interesting, sine there is a strong pressure for supporting the useof standard tools, namely web-based, to perform devie management andmonitoring as well as to failitate the interoperability among the di�erentplant levels [MAR+00, Wol00℄. Di�erent tehniques an be used to imple-ment this mehanism, suh as enapsulation of foreign-protool frames withinFTT frames, proedure ommonly known as tunneling. In other ases, suhas with Ethernet, the native data frame already inorporates a ontrol �eldthat supports protool multiplexing, thus in this ase swithing among thestaks an be performed just by handling the respetive frame type tag.The real-time protool stak follows the ollapsed 3 layers OSI referenemodel typially found in �eldbus systems. It provides a spei� appliationinterfae, the Real-Time Appliation Programming Interfae (RT_API),The data-link layer (DLL) of the native ommuniation protool is mod-i�ed, with the addition of a transmission ontrol layer, both for real-timeand non-real-time ommuniation. This is referred to as the FTT InterfaeLayer (Figure 4.5) and it triggers and manages all ommuniation ativitiesin the system.Conerning the synhronous tra�, the FTT Interfae Layer reeives anddeodes the EC trigger message and transmits messages that arry entitiesprodued loally and requested elsewhere, aording to the information ofthe EC-Shedule. On reeption of synhronous real-time frames the FTTInterfae Layer mathes the ID of the reeived messages with the list of theloally onsumed entities, by heking the Node Requirements Database. Ifthe reeived message is loally onsumed, its loal bu�er is updated with thereeived data.With respet to the asynhronous tra�, the FTT Interfae Layer om-putes the temporal limits of the asynhronous window and when the asyn-hronous window begins it gets the asynhronous messages (if any) from therespetive queues and transmits them aording to the partiular arbitra-tion mehanism used. Moreover, the FTT interfae layer must also detetthe end of the asynhronous window and prevent the start of any messagetransmission that does not �t within this window, in order to enfore tempo-ral isolation between tra� lasses. On reeption of asynhronous real-timeframes the FTT Interfae Layer mathes the ID of the reeived messages withthe list of the loally reeived entities, by heking the Node RequirementsDatabase. If the reeived message is loally reeived, the reeived data is



4.3. SYNCHRONOUS TRAFFIC ANALYSIS 87plaed in the respetive reeption queue.Moreover, the FTT-Interfae layer also reeives the polling requests is-sued by the master node onerning the non-real-time tra� and transmitsthe required data right after the reeption of the pol ommand. On reep-tion, the non-real-time tra� is interepted and queued by the FTT InterfaeLayer. Whenever the reeived non-real-time data frames are from a foreignprotool, they are unwrapped and reassembled (if required by the partiularimplementation) and then sent to the non-real-time stak. This methodol-ogy makes the FTT protool operation fully transparent from the point ofview of the non-real-time appliations.Additionally, the FTT interfae layer is also responsible for the manage-ment of the temporal auray information of real-time entities. Assoiatedwith eah real-time entity there is a timer, whih is set to the validity inter-val, as spei�ed by the appliation layer for the partiular real-time entity,when the loal bu�er is updated. The timer is then deremented while themessage waits to be transmitted, and its atual value at transmission time isinserted in the message just before its transmission. On the onsumer side,the timer ontinues being deremented. Whenever the appliation softwareonsumes the real-time entity, the assoiated timer value is also deliveredtogether, allowing it to assess whether their value is still within the de�nedtemporal validity window. Sine message deadlines are expressed in EC du-ration multiples (E), the resolution of the temporal auray timer is also
E, whih redues the overhead assoiated to their maintenane.4.3 Synhronous Tra� AnalysisAs disussed in Setion 2.3, hard real-time systems demand a high degreeof preditability, thus the feasibility of the shedule should be guaranteedin advane. Moreover, in on-line sheduled systems like FTT, messages anbe reated, hanged and removed dynamially during runtime. In this asea suitable admission ontrol mehanism is required to assess during systemrun-time if suh operations an be aepted, that is, if the resulting messageset is shedulable.The remaining of this setion is devoted to the disussion of shedulabilitytests that an be used for on-line admission ontrol.



88 CHAPTER 4. THE FTT PARADIGM4.3.1 Synhronous Message ModelAs disussed in Setion 4.2.2, the sheduling model used for the synhronoustra� does not allow the transmission of messages to ross the boundaryof the synhronous window. This is ahieved by using inserted idle-time,i.e., whenever a message does not �t ompletely within the synhronouswindow of a given EC it is delayed to the next. Moreover, this same behavioris also enfored in the asynhronous window, despite its implementationbeing somehow di�erent. Consequently, the EC trigger message is alwaystransmitted regularly, without any bloking. The only limitation on theregularity of the EC results from the impreision of the internal master lokand from the jitter that the supporting Operating System an indue inthe ativation of the Dispather task. Nevertheless, by proper seletion ofhardware and operating system, suh impreisions an be bounded to a valuethat an be safely negleted, typially a small fration of the duration of thesmallest message that an be transmitted over the bus. However, the useof inserted idle-time has also a negative impat on the tra� shedulability,sine within the synhronous window it orresponds to a redution on itslength, and on the asynhronous window it orresponds to bus time that iswasted, sine no messages are transmitted at all in it.Besides the issue of the inserted idle-time, the synhronous messagemodel of FTT an be haraterized as follows:
• synhronous message periods Pi and relative deadlines Di are integermultiples of the elementary yle duration (E);

∀i Pi = m ∗ E ; Di = n ∗ E, m,n ∈ N (4.7)
• all instanes of a synhronous message SMi are regularly ativated(ai,k), aording to its period Pi;

∀i , ai,k = k ∗ Pi, k ∈ N (4.8)
• all instanes of a synhronous message SMi have the same relativedeadline Di, whih is less than or equal to the respetive period Pi;

∀i,k , di,k = ai,k + Di (4.9)
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• all instanes of a synhronous message SMi have the same worst-asetransmission time Ci;

∀i , ci,k = Ci (4.10)
• worst-ase message transmission times are neessarily shorter than themaximum synhronous window length (LSW );

∀i , Ci < LSW (4.11)
• message ativations are always synhronous with the start of the EC;

∀i,k , ai,k = m ∗ E, m ∈ N (4.12)Moreover, it is assumed that all synhronous messages are independent.In [AF01℄, Almeida et al present several tehniques for the shedulabilityanalysis of task sets sheduled with inserted idle-time, in similar onditionsto those referred above. The model used to shedule the synhronous tra�in FTT is very similar to the one presented in [AF01℄, named bloking-freenon-preemptive sheduling. In this model, tasks periods and deadlines areinteger multiples of a basi yle duration (E), the exeution times are alwaysshorter than E and task ativations are always synhronous with the start ofa yle. The only di�erene is that in [AF01℄ the whole yle is available toexeute tasks, while in the FTT model the synhronous tra� is restritedto the synhronous window within eah EC, with maximum length LSW.One of those tehniques is based on the adaptation of the existing analysisfor preemptive sheduling of tasks with �xed priorities. Basially, it onsistsin in�ating the message transmission times by a fator that allows aountingfor the inserted idle-time. This adaptation is pessimisti by onsidering thatthe inserted idle-time always has its maximum value in every yle, thusleading to an analysis that is su�ient, only. Another tehnique is basedon the onstrution of the timeline during the longest busy interval. In thisase, it is possible to alulate the exat amount of idle-time inserted in eahEC during the busy interval, and thus a neessary and su�ient analysis issupported.In both ases the analysis in [AF01℄ requires a simple modi�ation toaount for the impat of the EC trigger message and asynhronous phase,
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oFigure 4.6: Expanding the synhronous window to allow using the bloking-free non-preemptive modeltherein not onsidered.4.3.2 Utilization-based shedulability analysisIn order to transform the FTT message model into the task model used in[AF01℄, so that the analysis therein presented an be used, it is neessary tomodel the e�et of both the trigger message and the limitation on the lengthof the synhronous window, whih an be restrited only to a fration of theEC length.A simple tehnique to model these e�ets is to in�ate all exeution timesby a fator equal to E

LSW
. This is equivalent to expanding the synhronouswindow up to the whole EC (Figure 4.6) and arries no onsequene in termsof shedulability sine messages sheduled for a given synhronous windowwill remain within the same yle. Applying this transformation to theoriginal set of messages SRT (De�nition 4.1) results in a new virtual setthat an be expressed as SRT o (De�nition 4.13) in whih all the remainingparameters but the exeution times are kept unhanged.

SRT o ≡ {SMo

i (DLCi, C
o

i , Phi, Pi, Di, P ri), Co

i =
E

LSW
∗ Ci, i = 1..NS} (4.13)The results in [AF01℄ are now diretly appliable over SRT o, partiularlythe theorem stating that any existing analysis for �xed priorities preemptivesheduling an be used in this model if the exeution times C0

i are replaed by
C ′

i as in Equation 4.14, where E is the yle duration and Xo the maximuminserted idle-time (Xo = maxn(Xo
n)).
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C ′

i =
Co

i ∗ E

E − Xo
(4.14)Expanding 4.14 with the transformation in 4.13 and noting that Xo =

E
LSW

∗ X, yields the �nal transformation (Equation 4.15) that has to bearried out over the original message transmission times, i.e. those in theSRT, so that any existing analysis for �xed priorities preemptive shedulingan be used.
C ′

i = Ci ∗
E

LSW − X
(4.15)However, any shedulability assessment obtained via that theorem is justsu�ient, only. The reason is the pessimism introdued when using an upperbound for X. Exept for a few partiular situations, the exat value X =

maxn(Xn) annot be determined. Nevertheless, an upper bound is easy toobtain, e.g. the transmission time of the longest message among those thatan ause inserted idle-time [AF01℄.An important orollary of the theorem referred above is that Liu andLayland's utilization bound for Rate Monotoni [LL73℄ an be used with justa small adaptation as part of a simple on-line admission ontrol for hangesin the SRT inurring in very low run-time overhead. This is expressed inCondition 4.16.
Ns
∑

i=1

(

Ci

Pi

)

< Ns(2
1

Ns − 1) ∗

(

LSW − X

E

)

⇒

SRT schedulable

withRM under

any phasing

(4.16)A similar line of reasoning an be followed to adapt the Liu and Lay-land's utilization bound for EDF [LL73℄. In this ase, the maximum in-serted idle-time (X) plus the remaining amount of time in the EC outsidethe synhronous window (E − LSW ) an be onsidered as the worst-asetransmission time of a virtual message v, with worst-ase transmission time
Cv = E−LSW +X, that is added to the original set and transmitted everyEC (Pv = 1EC), as depited in Figure 4.7.This virtual message v has the highest possible priority, sine Pv = Dv =

1EC, and �lls in the part of the EC that annot be used by the synhronousmessages. Assume, now, that the resulting extended set, i.e. the original
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Figure 4.7: Modeling the e�et of the inserted idle-time, asynhronous win-dow and trigger messageSRT plus the virtual message, an be sheduled preemptively. Due to theabsene of preemption instants, motivated by the synhronous ativationmodel, and due to the absene of bloking, due to the inserted idle-time, theLiu and Layland's bound an be used (Equation 4.17).
Uv =

E − LSW + X

E
+

Ns
∑

i=1

(
Ci

Pi

) ≤ 1 (4.17)However, due to the extra load imposed by the virtual message, all othermessages will �nish transmission either in the same EC or later in this shed-ule than in the original one with the tra� on�ned to the synhronous win-dow and with inserted idle-time. Thus, if the extended set is shedulable theSRT will also be. This results in the su�ient shedulability ondition 4.18.
Ns
∑

i=1

(

Ci

Pi

)

≤
LSW − X

E
⇒

SRT schedulable

withEDF under

any phasing

(4.18)The analysis above presented is pessimisti, beause it onsiders that theinserted idle-time always has its maximum value, thus leading to an analysisthat is su�ient, only. However, in the FTT ontext these shedulabilitytests are exeuted on-line. In highly dynami appliations, with frequenthanges to the message set or in whih the system's response to hangerequests must be prompt, shedulability tests should have the lower ompu-tational omplexity possible. Both shedulability tests presented above havea omputational omplexity of O(n), similar to the one of the original Liuand Layland's analysis [LL73℄, and an be omputed in O(1), by keepingtrak of the urrent message set utilization, when used on-line.



4.3. SYNCHRONOUS TRAFFIC ANALYSIS 934.3.3 A neessary and su�ient shedulability testAs disussed in Setion 2.4.3, response-time based shedulability tests areusually less pessimisti than their utilization-based ounterparts, and alsoprovide estimations of the atual worst-ase response time of eah message.However, the trade-o� is a higher omputational omplexity. In appliationsthat do not have strit restritions in the response time of hange requests tothe message set properties, or, in other hand, in systems where the ritialresoure is not the omputational power but the transmission medium band-width utilization, it may be desirable to have more aurate shedulabilitytests.In [AF01℄ Almeida et al also present a new analysis based on a traf-� timeline, whih allows obtaining an aurate shedulability assessmentfor �xed priorities sheduling suh as RM and DM. Moreover, the analysistherein presented beomes neessary and su�ient if both of the followingassumptions are veri�ed:
A1. All messages must be onsidered in-phase, i.e., ready for trans-mission at a hypothetial instant t=0 alled ritial instant (worst-ase phasing);A2. No lower priority message an be sheduled before a higher pri-ority one. Otherwise, one ould not guarantee that the �rst mes-sage instane after the ritial instant su�ers the worst-ase re-sponse time.
This analysis requires the exeution of a simple algorithm (Algorithm 4.1)to obtain the worst-ase response times to transmission requests (Rwci, i =

1..Ns), onsidered as the maximum time lapse from message exat periodiativation to omplete transmission.



94 CHAPTER 4. THE FTT PARADIGM1. for (k = 1 ; k ≤ Ns ; k++) { Rwck = 0 ; rk(1) = 1; }2. for (n = 1 ; (n ≤ DNs and RwcNs = 0) ; n++) {3. lsw(n) = 0;4. for (k = 1 ; k ≤ Ns ; k++) {5. rk(n+1) = rk(n);6. if (lsw(n) + rk(n)*Ck ≤ LSW ) {7. lsw(n) = lsw(n) + rk(n)*Ck;8. rk(n+1)=0;9. if (Rwck = 0) Rwck = n;10. }11. if (n mod Pk = 0) rk(n+1) = 1;12. }13. } Algorithm 4.1: Timeline analysisThe algorithm onsists in determining, for all messages, the EC wherethey are �rst transmitted after the ritial instant (line 9). This is arriedout EC by EC (line 2), taking into aount the e�etive message sequenein the shedule imposed by the respetive priorities (line 4). This way, theinserted idle-time in eah EC is aounted for with exatitude (lines 6 and7), onsequently resulting in exat worst-ase response times.The algorithm herein presented di�ers from the one in [AF01℄ in thatit aumulates the load of eah EC (lsw(n)) up to the maximum length ofthe synhronous window (LSW ) only, and alulates the worst-ase responsetime with a resolution of one EC. At the end of eah omplete run of the innerfor loop in line 4, lsw(n) ontains the e�etive duration of the synhronouswindow in the nth EC. The vetor rk = 1..Ns(n) indiates the messages withtransmission requests pending in the nth EC. After having determined theworst-ase response times for all messages, a trivial shedulability test anbe arried out by omparing this time with the respetive deadline. As longas both onditions referred above hold, the test supports a neessary andsu�ient ondition (4.19).
Rwci ≤ Di, ∀i = 1...Ns ⇔

SRT is schedulable

withworst − case

phasing

(4.19)



4.4. ASYNCHRONOUS TRAFFIC ANALYSIS 95In ase assumptions A1 or A2 do not hold, the values of Rwci obtainedfrom the Algorithm 4.1 may not be exat but upper bounds to the e�etiveworst-ase values, and thus the shedulability test results in a su�ient butnot neessary ondition.This method has a omputational omplexity O(m ∗ n), where m is thedeadline range, in ECs, and n the number of synhronous messages that �ton the EC. Moreover, the omputational demand of eah of the elementarysteps in the algorithm (line 5-10) is also onsiderably more ostly than in thease of utilization-based tests, whih onsists in just a sum for eah message.Sine the deision on aepting or rejeting hange requests to the messageset only an be taken after the ompletion of the shedulability analysis, itmust be assessed if the inreased omputational omplexity and aurayof this method when ompared with the utilization based method (Setion4.3.2) pays o�, speially in targets having onstrained omputational power,as frequently found in embedded appliations.4.4 Asynhronous tra� analysisThe asynhronous tra� arried on a �eldbus may have di�erent propertiesand requirements. For instane, messages related with ritial alarms mustbe shedulable even in worst-ase senario, and transmitted within boundedand known delay. However, messages related to data logging or systemmanagement usually an be delayed without ompromising the system. Also,messages due to the Human-Mahine Interfae (HMI) an su�er a delay inthe order of one seond, without notieable impat in the overall systemperformane.Asynhronous messages are sheduled stritly aording to �xed-prioritypoliies. Whenever this feature is not natively supported by the underlineommuniation network, the FTT AMS must override the respetive MACand enfore this behavior.The Asynhronous Messaging System of FTT is deemed to guaranteethe shedulability of all the hard real-time ritial messages, even in worst-ase onditions, and provide good average response time for soft and nonreal-time messages. For messages with deadline greater than the respetiveminimum inter-arrival time, the FTT AMS provides loal queuing.Three lasses of messages are supported by the FTT AMS:



96 CHAPTER 4. THE FTT PARADIGMAT1. hard real-time sporadi messages with deadlines less or equal tothe respetive minimum inter-arrival time;AT2. hard-real time sporadi messages with deadlines greater than theperiod, or that despite not having strit deadlines require guar-anteed delivery (queuing required);AT3. soft and non-real-time sporadi messages.Hard real-time messages (lasses AT1 and AT2) must be timely handled inany workload onditions, therefore pre-runtime analysis must be provided.Messages belonging to lass AT3 are handled under a best-e�ort poliy, andtherefore no timeliness guarantees are provided.4.4.1 Worst-ase response time for AT1 asynhronous mes-sage lassThe FTT asynhronous messaging system provides shedulability guaran-tees for hard sporadi messages, i.e., messages with a de�ned minimuminter-arrival time and hard deadlines. As referred in Setion 4.2.2, asyn-hronous messages are transmitted in a period of time alled asynhronouswindow. Only asynhronous messages that �t ompletely within that win-dow are transmitted, therefore the temporal isolation of both synhronousand asynhronous phases of the EC is guaranteed.The set of real-time asynhronous ommuniation requirements is keptin the Asynhronous Requirements Table, haraterized by De�nition 4.2.Let the subset of the ART omposed by the asynhronous messages havinghard real-time requirements be denoted by ARTRT (De�nition 4.20).
ART ⊃ ARTRT ≡ {AMRT

i (DLCi, Ci,miti,Di, P ri), i = 1..NRT
A } (4.20)Eah entry in this table desribes one asynhronous message stream,whih must always be of a sporadi nature, i.e. there is a minimum inter-arrival time (mit) that must elapse between onseutive messages of the samestream. Notie that in the ART there may exist soft or non-real-time asyn-hronous messages whih, for the sake of �exibility, are not onstrained ex-ept by the assignment of a lower priority than hard real-time asynhronousmessages.
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Figure 4.8: Maximum dead-interval (σi) and level-i busy window (wi)The maximum time that may elapse from a transmission request for real-time asynhronous message i (AMRT
i ) to omplete message transmission isalled the worst-ase response time (Rwci) and is given by Equation 4.21.

Rwci = σi + wi + Ci (4.21)The parameter σi orresponds to the time lapse between the request andthe instant in whih the message an enter in arbitration. It is a blokingterm, denoted as dead interval. The parameter wi allows to aount forthe interferene aused by higher priority messages in the arbitration proessuntil message AMRT
i starts its transmission. This is known as level-i busywindow. The ritial instant for eah message is de�ned as the instant thatmaximizes both σi and wi.Figure 4.8 shows the onditions that maximize the dead interval σi. Thishappens when, umulatively:

• The transmission request ours within the asynhronous window butthere is already on the bus the longest lower priority message (AMlng);
• When the transmission of the lower priority message ompletes there isnot enough time left in the asynhronous window for the transmissionof message AMRT

i , leading to insertion of idle-time (α);The transmission time of message AMlng an be upper bounded byonsidering the maximum transmission time among all lower priority asyn-hronous and non-real-time messages (Ca = max(Ci, Cj) : Ci ∈ ART ;Cj ∈

NRT ). On the other hand, the inserted idle-time (α) an be upper boundedby the transmission time of the message whose response time is being om-puted (Ci). However, if Ca is used instead of Ci, the value of σi will beslightly more pessimisti but it will beome a onstant, thus onsiderably



98 CHAPTER 4. THE FTT PARADIGMeasier to use within alulations. Hene, an upper bound to the dead inter-val (σub) an be derived through Equation 4.22.
σub = 2 ∗ Ca (4.22)The level-i busy window (wi) starts just after the dead interval. Itsmaximum duration ours when, umulatively:C I. All higher priority asynhronous messages were synhronouslyrequested as soon as possible after the beginning of the dead-interval σi, i.e., synhronously with the request for AMRT

i . Thismaximizes the number of multiple instanes of eah higher pri-ority message that may our during the busy window;C II. The EC that follows the start of the busy window is also theritial instant for the synhronous tra�. This means that thesequene of ECs starting in the busy window ontains the highestumulative load demanded by the synhronous tra�.To ompute wi it is important to determine the duration of the asynhronouswindows within the ECs that follow the ritial instant up to the one wheremessage AMRT
i an be e�etively transmitted. This is ahieved indiretlyby determining the duration of the synhronous windows, whih, in turn,an be obtained by inspetion of the Synhronous Requirements Table. Avetor (lsw) an then be built ontaining those values for the respetiveECs. The number of ECs ontained in the vetor must over wi. Sinethis is unknown in the beginning, the vetor is alulated iteratively, ECby EC, simultaneously with wi. A method that an be used to generatethe vetor lsw based on the SRT is presented in [Alm99℄. Equation 4.23shows the onversion of the lsw into the law vetor that ontains, in the

kth position, the length of the asynhronous window of the kth EC after theritial instant.When a given synhronous message does not �t within the synhronousphase of an EC, it is suessively postponed until one with enough room isfound. Sine neither the length of the EC nor the length of the synhronousphase are orrelated with the length of the synhronous messages, idle-timean be inserted in the synhronous phase. This e�et an lead to a situation



4.4. ASYNCHRONOUS TRAFFIC ANALYSIS 99where the initial ECs after the ritial instant do not have the highest syn-hronous load, beause they may be a�eted by an higher inserted idle-time,thus lower load, than other ECs. To aount for this e�et on the analysis,the lower branh of Equation 4.23 maximizes the length of the synhronouswindow whenever inserted idle time may have been inluded.
law(k) =

{

E − LTM − lsw(k) , lsw(k) + Cs < LSW

E − LTM − LSW , lsw(k) + Cs ≥ LSW

k = 1 ...
⌈

wi

E

⌉

; Cs = maxi=1...Ns(Ci) : Ci ∈ SRT

(4.23)The analysis that follows annot diretly use the results available for�xed priority task sheduling (e.g [THW94℄), beause of the variable lengthsynhronous window and inserted idle-time. However, suh results an beeasily adapted as shown below. Generially speaking, the main di�erene isthat the umulative demand for bus time by the asynhronous messages withpriority higher than Pri (i.e. Hi(t)) annot be ompared against linear time
t. Instead, it must be ompared against a funtion of t (A(t)) that returnsthe umulative bus time available for asynhronous messages. This funtionmust aount for both e�ets referred above, i.e. variable synhronous win-dows and inserted idle-time. The value of wi orresponds to the value of tthat makes Hi(t) = A(t), i.e. demand equal to availability (Figure 4.9).The demand funtion Hi(t) an be obtained by the usual way as in pro-essor sheduling theory using Equation 4.24. It aounts for the maximumbus time demanded by the set of asynhronous messages with higher prioritythan that of message AMRT

i (hpi). The addition of σub to t is required byondition (C I) above. Sine Cj represents the worst-ase message transmis-sion time, inluding all possible protool overheads, and σub is used instead of
σi, the result will also be an upper bound to the e�etive maximum demand.

Hi(t) =
∑

j∈hpi

⌈

t + σub

mitj

⌉

∗ Cj (4.24)Funtion A(t) an be obtained by using the vetor law as in Equation4.25. Figure 4.9 shows how it is built. Notie that αj stands for the insertedidle-time in the jth EC. However, sine the exat values for αj are unknownunless the exat order by whih messages are transmitted is taken into a-ount (whih is not the ase with Equation 4.24), the upper bound Ca an



100 CHAPTER 4. THE FTT PARADIGMbe used instead, resulting in a lower bound for A(t).
A(t) =







































































∑k−1
j=1 (law(j) − αj) ,

t : (k − 1) ∗ E ≤ t < k ∗ E − (law(k) + αk)

∑k−1
j=1 (law(j) − αj) + t − (k − 1) ∗ E,

t : k ∗ E − (law(k) + αk) ≤ t < k ∗ E − αk

∑k
j=1 (law(j) − αj) ,

t : k ∗ E − αk ≤ t < k ∗ E

with k − 1 =
⌊

t
E

⌋

(4.25)
By using an upper bound for Hi(t) and a lower bound forA(t), the re-sulting value ofwi will also be an upper bound. Its alulation is redued tosolving Equation (4.26).

wub
i = t : Hi(t) = A(t) (4.26)This equation an be solved iteratively by using t1 = Hi(0

+) and tn+1 =

t : A(t) = Hi(t
n). The proess stops when tn+1 = tn (and wub

i = tn+1) or
tn+1 > Di − Ci − σub, and thus the deadline annot be guaranteed. Oneor the other situation will our in a bounded number of iterations, sinethe inrement in eah iteration is lower bounded by the transmission timeof the smallest real-time asynhronous message. An upper bound to theworst-ase response time for message AMRT

i (Rub
i ) an be obtained throughexpression 4.21, replaing wi by wub

i obtained from Equation 4.26, and σi by
σub obtained from Equation 4.22.4.4.2 Worst-ase response time for AT2 asynhronous mes-sage lassSome systems onvey messages with deadlines greater than the minimuminter-arrival time or even not having strit deadlines at all, but for whihthe delivery should be guaranteed. For example, onsider an assembly linein whih whenever an item passes a given proessing step an event messageis sent to the inventory database. Usually there are no strit deadlines on-erning the database update, therefore the transmission of these messages
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0 Figure 4.9: Calulating the level-i busy windowan be delayed if more urgent ones, for instane related with alarms, areready. Nevertheless, it is important to guarantee that all the messages willbe eventually transmitted. In this situation eah station must queue theevents until they an be transmitted. The message queuing ould be per-formed by the user appliation. However it is safer and more e�ient ifthis servie is delivered by the ommuniation system itself, beause it hasomplete knowledge about the ommuniation requirements, therefore anassess in advane whether it is possible to guarantee the message delivery,and also ompute the queue length required.Results from queuing theory allow obtaining statisti guarantees, know-ing some key properties on the demand side. However, the methodology hereproposed is based on worst-ase analysis, thus, in any antiipated workloadonditions the message delivery is guaranteed.The analysis presented in Setion 4.4.1 an be extended to aommodatethe situation where messages have deadlines greater than the period. Forthis situation, the demand funtion (Equation 4.24) must inlude the max-imum load due previous requests of the asynhronous message stream thatare queued for transmission. In this senario, the demand funtion (Hq
i (t))beomes:

Hq
i (t) =

∑

j∈hpi

⌈

t + σub

mitj

⌉

∗ Cj +

⌈

t + σub

miti

⌉

∗ Ci (4.27)Note that Equation 4.27 inludes also the demand of hard real-time asyn-



102 CHAPTER 4. THE FTT PARADIGMhronous messages belonging to lass AT1, sine these ones have the higherpriority among all asynhronous messages.The value of the upper bound for the level-i busy window (wub
i ) is givenby Equation 4.28.

wub
i = t : Hq

i (t) = A(t) (4.28)This equation an be solved used the same methodology used for solvingEquation 4.26 in the previous setion. However, reall that both of theseequations only onverge if the availability funtion (A(t)) grows at a fasterrate that the demand funtion (Hi(t)). When solving Equation 4.26 itera-tively, the stop ondition onerning the message deadline ensures that theiteration always stops in a �nite amount of time. However, sine here we areonsidering also the possibility of messages without deadlines, it is neessaryto use some other stop ondition, ensuring that the omputation stops in a�nite amount of time even if the demand and availability funtions do notonverge. For pratial reasons, one suh riteria an be plaing a limit onthe maximum length of the queue, sine in real implementations the amountof memory is always limited, and so must be the amount of memory reservedfor queues.Equation 4.29 an be used to provide at any time an upper bound onthe maximum number of bu�ers required to queue the pending requests on-erning a partiular message i, simply substituting wub
i by the time instantin whih this evaluation is performed.The demand funtion Hq

i that appears in Equation 4.28 returns theworst-ase amount of time required to dispath all instanes of message
i. Therefore an upper bound on the number of transmission bu�ers (NB)that must be reserved for message i an be omputed simply by alulatingthe maximum number of instanes that an our during that time interval(Equation 4.29). This method is simple sine it requires only a short addi-tional alulation performed after the omputation of the dead interval andlevel-i busy window, but it is also pessimisti, sine it does not onsider thatduring this time interval some instanes of the message an be transmitted,thus releasing bu�ers in the queue. A less pessimisti upper bound ould beobtained by determining the time instants of all events, both transmissionrequests and transmissions, during the time interval starting from the ritial



4.5. CONCLUSION 103instant until the transmission of the last queued instane of the message, andompute the balane between the requests and transmissions. However thismethod is onsiderably more ostly onerning the amount of omputationsrequired, when ompared to the results given by Equation 4.29.
NBi =

⌈

wub
i + σub

miti

⌉ (4.29)Experimental results using this analysis are presented further on, on-erning the FTT-CAN protool (Setion 6.3). It should be also referredthat these analysis are not easily implemented on-line, not only due to theomputation ost but also beause of the interferene with the synhronousrequirements. Nevertheless, this analysis an be performed o�-line. For sys-tems with �xed synhronous requirements, its use is straightforward. Forsystems with dynami synhronous ommuniation requirements it is stillpossible to perform the analysis o�-line, but in this ase based in worst-asesynhronous load senarios.4.5 ConlusionThis hapter starts by a disussion about the requirement for �exibility thatis beoming inreasingly important in distributed omputer-ontrolled ap-pliations, either motivated by the need to redue the osts of set-up, on�g-uration hanges and maintenane or by the appearane of appliations suhas agile manufaturing, real-time database, automotive, mobile robotis andmahine vision, that must deal with environments that are inherently dy-nami.Sine urrent protools do not ope e�iently with these requirements(Setions 3.2 and 3.3), this disussion fosters the proposal of a new om-muniation paradigm, the Flexible Time-Triggered paradigm (FTT), whihhas been developed spei�ally to support suh type of �exible appliations.The FTT paradigm supports on-the-�y hanges to the message set, arbi-trary sheduling poliies, on-line admission ontrol of real-time tra�, andsupport for di�erent types of tra� with temporal isolation.Shedulability analysis plays a fundamental role in real-time systems,sine it is this tool that enables to assess if the time-ritial ativities arriedby the system an meet its deadlines. Therefore, after the presentation of the



104 CHAPTER 4. THE FTT PARADIGMFTT arhiteture, it follows a setion addressing the shedulability analysisissue onerning the synhronous tra�. In partiular, are inluded utiliza-tion, response times and timeline shedulability tests. All of these methodsare useful, sine they provide results with distint degrees of pessimism butat the same time have also distint omputational omplexities. Therefore, itbeomes possible to trade bus utilization e�ieny by omputation omplex-ity, and thus to selet the solution that better �ts the partiular appliationbeing developed.Many real-time ativities are asynhronously triggered by unforeseenevents, for instane, messages related with alarms. Despite its ommonasynhronous nature, these events are heterogeneous onerning its time-liness requirements. Some, like the ase of the alarms referred above, mustbe transmitted within bounded and pre-de�ned time intervals; others exhibitsoft real-time requirements, and thus failing their delivery does not seriouslyompromise the system behavior; �nally, some other events have no timeli-ness requirements at all. The FTT paradigm supports three di�erent lassesof asynhronous tra�: hard real-time asynhronous messages, with dead-lines less than or equal to their minimum inter-arrival times (AT1); hardreal-time asynhronous messages with deadlines greater than their minimuminter-arrival times or without strit deadlines but that require guaranteeddelivery (AT2); soft and non real-time asynhronous messages. This hapterinludes shedulability tests for the hard real-time types (AT1 and AT2),whih allows to know in advane if the system is able to handle timely allthose ativities in all antiipated irumstanes. Moreover, for AT2 mes-sages the shedulability test herein presented also provides an upper boundfor the number of bu�ers required to handle the message instanes that maybe queued, waiting for transmission.



Chapter 5QoS management based onFTTDue to ontinued developments along the last deades in the integration ofproessing and ommuniations tehnology, distributed arhitetures haveprogressively beome pervasive in many real-time appliation domains, rang-ing from avionis to automotive, adaptive ontrol, robotis, omputer visionand multimedia. In these systems, there has also been a trend towardshigher �exibility in order to support dynami on�guration hanges suhas those arising from evolving requirements and on-line Quality-of-Servie(QoS) management [S+96℄. These features are generally useful to inreasethe e�ieny in the utilization of system resoures [BLCA02℄ sine typiallythere is a diret relationship between resoure utilization and delivered QoS.In several appliations, assigning higher CPU and network bandwidth totasks and messages, respetively, inreases the QoS delivered to the applia-tion. This is true, for example, in ontrol appliations [BA00℄, at least withinertain ranges [Mar02℄, and in multimedia appliations [LRM96℄. Therefore,managing the resoures assigned to tasks and messages, e.g. by ontrollingtheir exeution or transmission rates, allows a dynami ontrol of the deliv-ered QoS. E�ieny gains an be ahieved in two situations: either max-imizing the utilization of system resoures to ahieve a best possible QoSfor di�erent load senarios or adjusting the resoure utilization aording tothe appliation instantaneous QoS requirements, using only the resoures re-quired at eah instant and maximizing the bus availability to asynhronoustra�. 105



106 CHAPTER 5. QOS MANAGEMENT BASED ON FTTBoth situations referred above require an adequate support from theomputational and ommuniations infrastruture so that relevant parame-ters of tasks and messages an be dynamially adjusted. In the sope of thisthesis this problem is regarded from the ommuniations perspetive only,onsidering an autonomous ommuniation system that manages streamsof messages, very muh like a proessor exeutes tasks. This approah ismore robust and partiularly adapted to distributed real-time systems withfault-tolerane requirements [Kop97℄.Dynami QoS management implies on-line hanges to the tra� har-ateristis, suh as addition, removal and adaptation of message properties.Moreover, some of the message streams have real-time QoS onstraints, aris-ing for example from ontrol and monitoring requirements, whih must bealways ful�lled. Unfortunately, as disussed in Setion 4.1, most of the ex-isting ommuniation protools are not well suited to support the �exibilityrequirements presented by distributed real-time systems that implement dy-nami QoS management funtionalities. On the other hand, general purposeprotools suh as IBM Token Ring, FDDI and ATM have some level ofsupport for suh QoS requirements, but are not broadly used as �eldbusesbeause of outdated tehnology or high ost.5.1 Adding a QoS managerAording to the FTT arhiteture (Chapter 4) the sheduling ativity is per-formed on-line, based on the atual message properties stored in the SRDB(Figure 4.3). This mehanism is the soure of the operational �exibility ex-hibited by the FTT paradigm onerning the synhronous tra�. When themessage set is hanged, in its next ativation the Sheduler uses the updatedvalues, and thus the following EC-Shedules inlude the new ommuniationrequirements.In its most basi funtionality level, the FTT paradigm requires hangerequests to be handled by an on-line admission ontrol. The purpose ofthis mehanism is to assess, before ommitment, if the requests an be a-ommodated by the system i.e., if the message set that would result of theinorporation of the requested hanges would still be shedulable. In thisase, the hanges an be safely ommitted to the SRDB, and onsequentlythe request is aepted. Conversely, if the hange request would result in an



5.1. ADDING A QOS MANAGER 107unfeasible message set, it is rejeted and the SRDB is kept unhanged.From this point of view, the master node an be seen as a QoS serverin the sense that when a message is admitted or hanged, the master nodeveri�es if its assoiated requirements ( memory, network bandwidth, messagedeadline and jitter, et.) an be ful�lled, and in this ase also reserves theseresoures in a way that they will be stritly available in the future, assuringthat all the aepted messages will reeive the requested QoS.Partiularly onerning QoS requirements, some appliations bene�t oreven require the de�nition of ranges of aeptable QoS levels. This is the asewhen system ativities vary their requirements during the system lifetime, inresponse to environment hanges. To handle these requirements e�iently,the ommuniation protool should not only guarantee that the minimumrequirements will be ful�lled in all antiipated onditions, but also grant inall instants the higher QoS possible to all the ativities. Moreover, it an alsobe required to support di�erent levels of importane for these ativities, im-plying that some of them an be favored with respet to the others, aordingto some well de�ned poliy. The FTT paradigm an provide support for suhadvaned QoS management methodologies by aggregating a QoS manager tothe on-line admission ontrol blok. With this arhiteture, the on-line ad-mission ontrol still deides about the aeptane of hange requests basedon the minimum requirements of the existing message streams. This willeventually generate some spare resoures, e.g. spare bandwidth, that will bedistributed by the QoS manager aording to a pre-de�ned poliy.As desribed in Setion 4.2.3, the master node holds in the SynhronousRequirements Table the properties of the synhronous message set. The SRT,besides the basi message properties (e.g. Period, Deadline) also providesroom for extended data via the Xf �eld (De�nition 4.1). The QoS manageran use this �eld to store the relevant properties for eah of the synhronousmessages. Examples of suh properties are the spei�ation of the admissibleQoS ranges, relative importane and ritialness.The FTT paradigm is based on a modular design, with well de�ned inter-faes between the system omponents. The Sheduler bases its deisions onthe atual ontents of the SRT, so the QoS manager must map the ommu-niation requirements into standard message properties, suh as periods (foran RM sheduler) and deadlines (for an EDF or DM sheduler). Moreover,SRT updates annot be performed while the Sheduler is reading its ontents
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ExclusionFigure 5.1: Adding QoS management to FTTfor building the following EC, therefore it is neessary to enfore atomi a-ess to the SRT. If both of these properties are enfored, the operation ofthe Sheduler beomes ompletely independent not only of the existene ofa QoS manager but also from the partiular QoS management poliy used.With respet to the Appliation Interfae, the aggregated on-line admissionontrol and QoS manager must implement the standard SRDB managementfuntions (add, remove and hange message properties), but an also extendthe API to provide QoS management user-level funtions spei� to a parti-ular QoS management poliy, allowing for instane the appliation to requesta given QoS for a spei� message in response to environment hanges.5.2 Examples of QoS management poliies5.2.1 Priority-based QoS managementMany real-time systems are omposed by sets of ativities with distint levelsof importane onerning the behavior of the system. In these ases, QoSshould be granted stritly aording to the relative importane of these a-tivities, with the more important ones reeiving the highest QoS possible. Apossible methodology to deal with this situation onsists in assigning a QoSpriority parameter to eah of the ativities. Then the QoS manager sorts theativities aording to the QoS priority and distributes the required QoS toeah one, when possible.In the sope of real-time ommuniations, a ommon QoS parameteronsists in the bandwidth required my the message stream. In this ase, theSRT (De�nition 4.1) should be extended as follows:

Xfi ≡ (Vi, Timin
, Timax), i = 1..NS (5.1)



5.2. EXAMPLES OF QOS MANAGEMENT POLICIES 109where Vi spei�es the relative message importane and the minimum(Timin
) and maximum (Timax) periods bound the bandwidth required byeah message stream.5.2.2 Elasti Task Model based QoS managementOne of the harateristis of the priority-based QoS manager above presentedis that the spare resoures are distributed among the messages in a stritpriority order. This might be restritive when, for example, it is desirableto do a more equitable distribution of the spare resoures. In this ase, theElasti Task Model QoS manager is more adequate sine it allows a tighterontrol over the way the spare resoures are distributed.Aording to the elasti model proposed in [BLA98℄, the utilization ofa task is treated as an elasti parameter, whose value an be modi�ed byhanging the period within a spei�ed range. Eah task is haraterized by�ve parameters: a worst-ase omputation time Ci, a nominal period Ti0 , aminimum period Timin

, a maximum period Timax , and an elasti oe�ient
Ei. Thus an elasti task an be denoted by:

τi(Ci, Ti0 , Timax , Timax , Ei)The elasti oe�ient spei�es the �exibility of the task to vary its uti-lization for adapting the system to a new feasible rate on�guration: thegreater Ei, the more elasti the task. Thus, from a design perspetive, elas-ti oe�ients an be set equal to values whih are inversely proportional totask's importane.Admission of new tasks or requests of variations in the properties ofexisting ones are always subjet to an elasti guarantee and are aeptedonly if there exists a feasible shedule in whih all the other periods arewithin their range. In [BLA98℄ it is proposed to sheduled tasks by theEarliest Deadline First algorithm [LL73℄, hene, if ∑ Ci

Timax
≤ 1 the task setis shedulable.Whenever a feasible shedule exists, if ∑ Ci

Timin

≤ 1, all tasks an bereated at the minimum period Timin
, otherwise the elasti algorithm is usedto adapt the task's periods to Ti suh that ∑ Ci

Ti
= Ud ≤ 1, where Ud is somedesired utilization fator. The elasti algorithm onsists �rst in omputing byhow muh the task set must be ompressed (U0 −Ud) and then to determine



110 CHAPTER 5. QOS MANAGEMENT BASED ON FTThow muh eah task must ontribute to this value, aording to its elastioe�ient, as follows:
∀i Ti = Timin

− (U0 − Ud)
Ei

Ev
(5.2)where U0 is sum of nominal task utilizations and Ev =

∑n
i=1 Ei.However, due to the period onstraints (Timin

≤ Ti ≤ Timax) the problemof �nding the values Ti an require an iterative solution, sine during om-pression one or more tasks may reah their maximum period. In this ase theadditional ompression has to a�et only the remaining tasks. In [BLCA02℄it is shown that, in the worst ase, the ompression algorithm onverges to asolution (if there exists one) in O(n2) steps, where n is the number of tasks.To ope with this framework the SRT (De�nition 4.1) should be extendedto inorporate the above referred parameters.
Xfi ≡ (Timin

, Ti0 , Timax , Ei), i = 1..NS (5.3)5.2.3 Applying the Elasti Task Model to message shedulingThe Elasti Task Model was originally developed for task sheduling in sin-gle miroproessors. Under this framework, tasks are preemptive. However,in the ontext of message sheduling, message transmissions annot be sus-pended and resumed later, therefore preemption is not allowed. Anotherdi�erene refers to the resolution used to express periods, initial phasingsand deadlines. The FTT paradigm uses a oarse resolution equal to the ECduration while in the original elasti task model the resolution an be arbi-trarily small. Moreover, the transmission time of messages in FTT is alwaysmuh smaller than the EC duration while in the elasti task model the taskexeution times are not onstrained beyond a limited utilization fator.Despite these di�erenes, the elasti task model an be easily appliedto the FTT framework. However, the periods resulting from Equation 5.2are not neessarily multiples of the EC duration (E) and thus, they mustbe rounded up (Figure 5.2) to the next integer multiple of E (T ′
i ), as in(5.4). The rounding must be done in exess, in order to guarantee that theresulting message set does not have a greater utilization fator than desired(Ud). After rounding up the periods, eah message utilization U ′

i is given by(5.5) and the overall e�etive utilization U ′
eff is obtained by summing U ′

i for
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Figure 5.3: Inreasing the e�etive utilization fator in FTT-Ethernet.all i. Due to the rounding ups of the periods, U ′
eff ≤ Ud (Figure 5.3).To avoid this situation and improve the e�ieny on the FTT implemen-tation, the elasti task model was extended with an additional optimizationstep, performed after the initial ompression algorithm, in whih the spareutilization fator is better distributed among the messages. This redistribu-tion is arried out oherently with the philosophy of the elasti model, i.e.guaranteeing that the resulting e�etive utilization fator does not exeed

Ud (Figure 5.3).The optimization step allows alulating a suession of e�etive utiliza-tion values U ′
eff (n) starting from U ′

eff de�ned as above. Firstly, the proessomputes a vetor with utilization values U+
d,i for every message i that anbe deompressed (Γv) and has utilization lower than the one resulting fromEquation 5.2, using Equation 5.8. Eah of these values orresponds to theinreased overall utilization that would result if the utilization of message iwas enlarged as in Equation 5.6, due to reduing the respetive period to the



112 CHAPTER 5. QOS MANAGEMENT BASED ON FTTnearest integer multiple of E. The vetor {U+
d,i} is sorted in asending orderand for eah i, if U ′

eff (n) + ∆Ui ≤ Ud then U ′
eff (n + 1) = U ′

eff (n) + ∆Uiand the period of message i is redued by E, the duration of one EC. Af-ter sanning the whole vetor, the �nal message periods impose an overallbandwidth utilization fator that is potentially loser to the desired value
Ud.

∀τi ∈ Γv T ′
i = ⌈Ti⌉ = ⌈

Ci

Ui ∗ E
⌉ ∗ E ≥ Ti (5.4)

U ′
i =

Ci

Ti

(5.5)
U+

i =
Ci

T ′
i − E

(5.6)
∆Ui = U+

i − U ′
i (5.7)

∀τi ∈ Γv U+
d,i = Ud + (U+

i − Ui)
Ev

Ei
(5.8)5.3 QoS management ase study: a mobile robot5.3.1 Communiation requirementsTo illustrate the use of the FTT paradigm in providing dynami QoS manage-ment, this setion presents an hypothetial ase study based on the require-ments of a mobile robot that uses a distributed embedded ontrol system.The robot should navigate autonomously within a delimited geographialarea, and must exhibit the following behaviors: obstale avoidane, path fol-lowing and beaon traking. The desired global robot behavior is determinedby a subsumption arhiteture that arbitrates among the existing behaviors,deiding whih is the ative one. The behavior arbitration is arried out asfollows:1. whenever an obstale is deteted, avoid it;2. in the absene of obstale, follow a path indiated by a line on the�oor;
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Legend:Figure 5.4: Robot omponents3. in the absene of obstale and line, trak a beaon and move towardsit;4. otherwise move randomly.To support the desired behaviors the robot is equipped with two independentmotors, a set of three proximity sensors to detet nearby objets, a beaondetetor, a line sensor made of an array of 10 individual sensors and a mainCPU to exeute the high level ontrol and planning software (Figure 5.4).These elements are interonneted by a shared broadast bus over whih theFTT paradigm has been implemented. The FTT master is implementedin the main CPU, jointly with appliation tasks. The sensor readings areprodued by the respetive sensors and onsumed by the main CPU. On theother hand, the main CPU produes the speed set-points that are onsumedby the motor ontrollers, whih exeute losed-loop speed ontrol. Theseontrollers also produe displaement measures that are onsumed by themain CPU to support trajetory ontrol.Table 5.1 haraterizes the ommuniation requirements, i.e. the mes-sage set and respetive properties. Basially, eah sensor will produe a1-byte message with the respetive reading exept for the motor ontrollersthat will produe a 2-byte message with the displaement information. TheQoS requirements are expressed in terms of admissible ranges for the pro-dution rates of eah message. Sine spei�ed periods are integer multiplesof 10ms, this value has been used to de�ne the EC duration. Moreover,the synhronous window share was restrited to 80% of the EC duration.The remaining 20% were left for the trigger message as well as for possibleasynhronous tra�, not de�ned here.In order to derive tangible values, we assume an implementation overCAN [Rob91℄, operating of 100Kbps. Table 5.2 shows the resulting minimum



114 CHAPTER 5. QOS MANAGEMENT BASED ON FTTSoure Signalname Data # of Period(ms)Bytes Mesgs Min MaxObstale sensors OBST 1..3 1 3 10 50Line sensors LINE 1..10 1 10 10 1000Beaonsensor BCN_INT 1 1 200 2000BCN_ANG 1 1 50 200Main CPU SPEED 1..2 1 2 10 150Motors DISP 1..2 2 2 20 500Table 5.1: Message set and propertiesSignal Tx # of Period(EC) Utilization(%)name time (µs) mesgs Min Max Min MaxOBST 1..3 650 3 1 5 3.90 19.50LINE 1..10 650 10 1 100 0.65 65.00BCN_INT 650 1 20 200 0.03 0.33BCN_ANG 650 1 5 20 0.33 1.30SPEED 1..2 650 2 1 15 0.87 13.00DISP 1..2 750 2 2 50 0.26 6.50Total utilization (%) 6.07 106.63Table 5.2: Message set network utilizationand maximum network utilizations when the minimum and maximum QoSrequirements are used, respetively.Considering that an EDF sheduler is used, and applying the analysispresented in Setion 4.3, the upper bound for guaranteed tra� shedulabil-ity is 73.5%. Reall that only 80% of the network bandwidth is available forsynhronous tra�. This upper bound is well above the minimum requiredutilization but also well below the respetive maximum requirement. Thismeans that it is not possible to transmit all the messages at the respetivehighest rates but, on the other hand, if the lowest rates are used, there is asigni�ant spare bandwidth. This gives room for QoS management in orderto assign the spare bandwidth to spei� message streams, inreasing therespetive QoS delivered to the appliation.To better understand the use of dynami QoS management, notie thatthe robot needs permanently updated information from all sensors but it exe-utes only one behavior at a time (subsumption arhiteture). Therefore, the



5.3. QOS MANAGEMENT CASE STUDY: A MOBILE ROBOT 115ommuniation system should deliver the highest QoS to the ative behav-ior, inreasing the rate of the respetive messages. Conversely, inhibited orlatent behaviors, may be given lower QoS levels assigning lower transmissionrates for the respetive messages.For instane, whenever the robot is following a line on the ground, linesensors should be sampled at the highest rate for aurate ontrol. Obstaledetetion must still be monitored in order to avoid possible obstales near theline but, if no near obstales are deteted, lower sampling (transmission) ratesan be used. Beaon detetion is not relevant in this ase. If a near obstaleis deteted, the robot must swith the ative behavior to obstale avoidane,assigning highest QoS to this behavior and hanging the transmission ratesof the respetive messages aordingly.In the following setions we will show how the QoS management poliiesreferred before an be applied to this ase.5.3.2 Using the priority-based QoS managerIn the ase of priority-based QoS management, spare resoures that remainafter ful�lling the minimum resoure requirements are distributed amongthe messages following an order of dereasing QoS priority. These prioritiesare message parameters that re�et the respetive importane in the urrentrobot state. In this dynami situation, the QoS priorities must also be dy-nami, dedued from the atual sensor readings and taking into onsiderationthe referred hierarhy of behaviors as referred above.In this partiular ase, a spei� task running in the main CPU analyzesthe reeived sensor readings, runs the behavior arbitration to de�ne theative behavior and generates the QoS priorities. Whenever the relativepriorities hange, they are supplied to the QoS manager that alulates newe�etive message periods and applies them to the SRT in the FTT masterstruture. The rules to generate these QoS priorities are straight forward: theative behavior has highest one, the remaining behaviors are given prioritiesproportional to the exitation level of the respetive sensors. Table5.3 showsthe QoS priorities that were obtained in three di�erent situations with threedi�erent ative behaviors. The table also shows the results generated by theQoS manager, i.e. the granted transmission periods for eah message, aswell as the total bandwidth utilization. This utilization is always lose tothe maximum allowed (73.5% as referred before), meaning that the system



116 CHAPTER 5. QOS MANAGEMENT BASED ON FTTAtive behaviorSignalName Obstale Path Beaonavoidane following trakingQoS
Ti

QoS
Ti

QoS
TiPriority Priority PriorityOBST 1..3 1 1 3 5 5 1LINE 1..10 4 3 1 1 6 3BCN_INT 4 20 5 20 4 20BCN_ANG 4 5 5 9 1 5SPEED 1..2 2 1 2 4 2 1DISP 1..2 3 2 4 50 3 2Utilization 63.29% 73.50% 63.29%Table 5.3: Message set utilization: priority-based QoS manageris e�iently exploring its resoures, i.e. network bandwidth in this ase.The fat that the maximum utilization is not attained is due to the oarsetime granularity used in the FTT paradigm (EC length), whih auses stepvariations in the total utilization.5.3.3 Using the Elasti Task Model QoS managerThe Elasti Task Model uses two independent parameters per message [BLA98℄,the nominal period and the elasti oe�ient. The former ones allow to de-�ne the optimum periods within the allowable range. The latter ones de�nethe �exibility given to the QoS manager to hange the e�etive periods inthe viinity of the nominal ones. Again, in our ase study we would like toadjust these parameters aording to the instantaneous appliation needs or,in other words, aording to the urrent sensor readings.Therefore, a task running on the main CPU is also used to analyze thesensor readings, determine the ative behavior and generate the QoS param-eters. In this ase, the generation of the parameters is done in the followingway: for the ative behavior, the nominal period of the respetive messagesis set to the minimum values, or lose, and the elasti oe�ient to one, orslightly higher, foring a high QoS; for the remaining behaviors, the respe-tive messages get a nominal period equal to the maximum values and theelasti oe�ient is set proportionally to the respetive sensor readings. Inthis latter ase, when the exitation level of the sensors inreases, the oef-



5.4. CONCLUSION 117SignalName Obstale avoidane Path following Beaon traking
Ti0 Ei Ti Ti0 Ei Ti Ti0 Ei TiOBST1..3 1 1 1 5 10 1 5 5 1LINE1..10 100 8 3 1 1 2 50 20 2BCN_INT 100 20 20 200 20 20 30 10 50BCN_ANG 10 20 5 20 20 10 5 1 8SPEED1..2 1 1 1 2 1 1 1 1 1DISP1..2 4 5 2 10 10 2 2 5 2Utilization 63.29% 73.48% 73.44%Table 5.4: Message set network utilization: ETM QoS manager�ients beome larger thus inreasing the hane of the respetive behaviorreeiving higher QoS.The QoS manager is invoked whenever an elasti oe�ient hanges.However, to redue the number of invoations and keep the run-time over-head under adequate levels, the mapping between sensor readings and elastioe�ients should be oarse, using large quantization steps. Moreover, it isimportant to use some level of hysteresis in order to prevent undesired osil-lations in hanging from step to step.Table 5.4 also shows three situations in whih the ative behavior is dif-ferent. The respetive QoS parameters are shown together with the e�etivemessage periods generated by the QoS manager. The overall network utiliza-tion in all three situations is lose but below the maximum possible (73.5%in this ase). The reason is the same as explained in the ase of the priority-based QoS manager, i.e. it is due to the oarse time resolution within theFTT paradigm.5.4 ConlusionThis hapter disusses the bene�ts and impliations of supporting dynamiQoS management in distributed real-time systems, partiularly in what on-erns the ommuniation network. Supporting dynami QoS managementrequires a degree of �exibility that is not e�iently supported by existingreal-time ommuniation protools.Resulting from its operational �exibility, the FTT paradigm found one



118 CHAPTER 5. QOS MANAGEMENT BASED ON FTTof its main appliations in supporting systems that bene�t from, or evenrequire, dynami QoS management. Another strong point of the the FTTparadigm in this domain it is their ability to support arbitrary QoS manage-ment poliies, as long as the QoS attributes an be mapped onto standardproperties (periods, priorities or deadlines).To illustrate how the FTT paradigm supports dynami QoS management,this hapter also presents a simpli�ed ase study using a mobile autonomousrobot. Two possible QoS management poliies are brie�y presented, onethat is priority-based and the other based on the elasti task model, andit is shown how they an be used in the sope of the FTT paradigm. Theresults obtained on�rm that using the FTT paradigm in distributed real-time appliations an lead to e�ieny gains in network bandwidth that arisefrom the support to dynami QoS management poliies.



Chapter 6Contributions to FTT-CANThe FTT-CAN protool aims mainly real-time appliations based on lowproessing-power miro-ontrollers, typially found in distributed embed-ded systems [ZPS99℄. Due to the onstraints presented by this framework,namely onerning the limited resoures available (network bandwidth, CPUproessing power, memory), the implementation of the FTT-CAN protoolwas biased towards simpliity and resoure eonomy. Moreover, some teh-niques have been spei�ally developed to redue the protool overhead, likethe use of a planning sheduler [AF98℄ in the master node. Nevertheless,both the system arhiteture, funtionality and appliation interfae of theFTT paradigm have been preserved.6.1 The FTT-CAN Elementary CyleThe FTT-CAN elementary yle struture is similar to the generi EC stru-ture desribed in Setion 4.2.2, exept that the asynhronous window pre-edes the synhronous one (Figure 6.1). The reason that has motivatedthis deision is related with the need to deode the EC-Shedule arried bythe trigger message before nodes an start to transmit their respetive syn-hronous messages. Deoding the EC-Shedule and sanning the loal tablesto identify what synhronous messages should be produed in the respetiveEC takes an amount of time that strongly depends on the node proessorapaity, and an be as large as the transmission time of one or more mes-sages when simple 8-bit miro-ontrollers are used [Alm99, PA00℄. Thus, ifthe synhronous window was de�ned right after the TM, the gap between119



120 CHAPTER 6. CONTRIBUTIONS TO FTT-CAN
Synchronous Window (lsw(i))Asynchronous Window (law(i))

Elementary Cycle (EC(i))

TM AM1 SM4 SM8 SM9SM1AM3 AM4 AM8

0 0 0 1 0 0 1 00 1 1

Byte 0Byte 1

bit 1
bit 4
bit 8
bit 9

   lsw(i)   1

EC-Schedule

α

Figure 6.1: FTT-CAN Elementary Cylethis message and the �rst synhronous message would be hardware depen-dent and the orresponding bus time would be wasted. On the other hand,asynhronous tra� transmission is onsiderably less demanding, sine justonsists in getting data from a queue. Moreover, this proess an be startedduring the transmission of the TM, beause the EC-Shedule is relevant onlyfor the synhronous messages, resulting in a synhronized start of transmis-sion of all the pending asynhronous messages. This aspet is partiularlyimportant, sine in this ase the arbitration of the pending asynhronousmessages is performed in strit priority order, whih is a fundamental re-quirement of the shedulability analysis presented in Setion 4.4.6.1.1 Message ArbitrationThe FTT-CAN protool relies heavily on the deterministi CAN arbitrationmehanism (Setion 3.2.1) to redue the overhead required by its operation.Conerning the synhronous tra�, the trigger message only needs to onveythe identi�ation of the synhronous messages that should be produed in theEC and the duration of the synhronous window (Figure 6.1). Using this in-formation, eah node identi�es whih messages it should produe and startstheir transmission at the beginning of the synhronous window. Severalnodes an submit messages for transmission at the same time and the CANMAC automatially serializes their transmission. The same situation oursin the asynhronous window; nodes having asynhronous messages queuedenable their transmission at the beginning of the asynhronous window (a-tually during the transmission of the TM), and the CAN MAC serializesthem in strit priority order as spei�ed by the message's identi�ers.
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Figure 6.2: Preventing synhronous window overrun6.1.2 Enforing temporal isolationIn order to maintain the temporal properties of the tra�, both synhronousand asynhronous messages should be on�ned within their respetive win-dows, enforing a strit temporal isolation between both phases. This isahieved by preventing the start of message transmissions that ould notomplete within their respetive window.With respet to the synhronous tra�, under normal irumstanes thesynhronous messages sheduled for transmission should �t within their re-spetive window. However, in ase of errors CAN ontrollers automatiallyretransmit the a�eted messages, and thus if no further ations are takentransmissions may extend over the duration of the synhronous window. Toavoid this phenomenon, upon reeption the TM all nodes set a timer withthe latest instant where a message an start to be transmitted and still �n-ish within the synhronous window (tabort = E −LTM −Ci), as depited inFigure 6.2.When this timer expires, nodes hek the transmit status register of theCAN ontroller, and, if the message is still waiting for transmission issue anabort ommand, thus preventing the start of the transmission of the messagethat otherwise would extend over the following EC. With this mehanismsynhronous messages are on�ned to the synhronous window, even in thepresene of errors.When nodes are produers of several messages, maintaining a timer permessage an result in a onsiderable overhead. To overome this situation,nodes an use a single timer, set with the time assoiated with the transmis-sion time of the longest synhronous message produed by the node itself.The shedulability is redued, but the overhead an beome signi�antly



122 CHAPTER 6. CONTRIBUTIONS TO FTT-CANlower.Conerning the asynhronous tra�, nodes having asynhronous mes-sages queued try to transmit them without any knowledge about the stateof the remaining nodes. Therefore there is no guarantees that the set ofready messages among all system nodes will �t within one asynhronous win-dow. Under these irumstanes it beomes mandatory to on�ne the asyn-hronous messages into the asynhronous window, suspending their trans-mission outside those periods of time. This is ahieved by removing from thenetwork ontroller transmission bu�er any pending request that annot beserved up to ompletion within that interval, keeping it in the transmissionqueue. When nodes queue an asynhronous message for transmission theyalso set a timer with the latest allowed start instant. Sine the asynhronouswindow length is dedued from the synhronous window, and the length ofthe synhronous window is arried in the trigger message, the abort instantfor message AMi an be omputed as tabort = E −LTM − lsw −Ci. As forthe ase of the synhronous tra�, to redue the overhead assoiated withthe timer management, nodes an use a single timer, set in this ase withthe size of the longest asynhronous message originated in the node.6.1.3 FTT-CAN message typesThe FTT-CAN protool de�nes the following message types:
• EC Trigger Message [TM_MESG_ID℄;
• Synhronous Data Messages [DATA_MESG_ID℄;
• Asynhronous Data Messages [AM_DATA_MESG_ID℄;
• Control Messages [CONTROL_MESG_ID℄;The four most signi�ant bits of the CAN ID �eld [ID.b10...ID.b7℄ are usedto de�ne the partiular message type, as depited in Table 6.1.The ontents of the TM is depited in Table 6.2.The Type �eld ontains the MST_MESG_ID, identifying the TM. TheMaster ID �eld allows the existene of up to 8 di�erent masters in the net-work. In ase of failure of the ative master, an eletion mehanism protool(Setion 6.5) selets one of the bakup masters to beome the new ativemaster. The New Plan �eld is used to signal the start of a new plan when



6.1. THE FTT-CAN ELEMENTARY CYCLE 1230 00 TM_MESG_ID0 [Master℄[Synh℄ 1 10 DATA_MESG_ID[Slave℄000 CONTROL_MESG_ID (HP)1 100 AM_DATA_MESG_ID (RT)[Asynh℄ 110 CONTROL_MESG_ID (LP)111 AM_DATA_MESG_ID (NRT)Table 6.1: Message type identi�ationType Master New Sequene Synhronous ECID Plan Number Window Len. SheduleCAN ID �eld CAN Data �eld[b10..b7℄ [b6..b4℄ b3 [b2..b0℄ MSB 1 to 7 bytesTM_MESG_ID 0 to 7 {0,1} 0 to 7 0 to 255 BitmapTable 6.2: EC Trigger Message struturea planning sheduler is used (Setion 6.4). The Sequene Number �eldis inremented by the ative master in eah EC and allows the detetion ofup to 8 onseutive trigger message omissions. The Synhronous Win-dow Length �eld ontains the duration of the synhronous window in theurrent EC, with a resolution of LSW
255 . Finally, the EC-Shedule �eld indi-ates whih synhronous messages should be produed in the EC, enodedin a bitmap. Eah synhronous data message is assoiated with a partiularbit. The mapping of message ID in the bitmap �eld if performed in asend-ing order, right to left (SM0 ↔ bit0;SM1 ↔ bit1...SMNS

↔ bitNS), for all
NS synhronous messages.Realling that CAN frames are subjet to bit-stu�ng, Equation 3.2 anbe adapted to ompute the maximum number of bits required by the triggermessage, as follows (Equation 6.1):
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124 CHAPTER 6. CONTRIBUTIONS TO FTT-CANTX rate LTM LTM E E(Mbps) (byte / #mesgs) µs (ms) (%)0.125 5/32 854 10 8.540.125 8/56 1098 10 10.981.000 5/32 105 5 2.101.000 8/56 135 5 2.70Table 6.3: Communiation overhead imposed by the EC Trigger MessageType TX_ND Message ID Message DataCAN ID �eld CAN Data �eld[b10..b7℄ b6 [b5..b0℄ 0 to 8 bytesDATA_MESG_ID {0,1} 0 to 64 Appliation spei�Table 6.4: Synhronous Data Message struture
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 , 1 ≤ NS ≤ 56 (6.1)By knowing the maximum number of synhronous messages allowed ina partiular system (NS) and the transmission speed (TXRATE), the theworst-ase time required to transmit the TM is given by:
LTM =

LTMbits

TXRATE

(6.2)As stated in Setion 4.2.1, the use of the master/multi-slave transmis-sion ontrol, in whih one single TM triggers the transmission of several datamessages in distint nodes, allows to onsiderably redue the protool over-head when ompared with a pure master-slave transmission ontrol. Table6.3 presents the overhead due to the transmission of the TM in FTT-CANin four typial senarios. Note that this overhead an be further redued byusing a higher value for the EC length or by reduing the data length of theTM whenever the appliations require fewer synhronous messages.Synhronous Data Messages are used to periodially distribute statedata among the network nodes, and are always transmitted within the syn-hronous window, when indiated in the EC-Shedule arried by the TM.The synhronous data message struture is depited in Table 6.4.



6.1. THE FTT-CAN ELEMENTARY CYCLE 125Type Not used Message ID Message DataCAN ID �eld CAN Data �eld[b10..b7℄ b6 [b5..b0℄ 0 to 8 bytesAM_DATA_MESG_ID � 0 to 64 Appliation({RT,NRT}) spei�Table 6.5: Asynhronous Data Message strutureThe Type �eld ontains the DATA_MESG_ID onstant indiating thatthe frame is a synhronous data frame. The transmit new data �ag (TX_ND)allows to implement a lighter version of the temporal validity informationdesribed in Setion 4.2.4. The TX_ND �ag, if set, indiates that thesoure node has updated its loal image of the respetive real-time entityafter the last transmission. Conversely, if this bit is not set, it means thatthe appliation had not updated the loal image, and thus the ontents ofthe message is the same as the one in its last instane. A full desription ofthis mehanism an be found in [Alm99, APF02℄. The Message ID �eldallows to identify eah of the messages. Finally, the Message Data �eldontains up to 8 bytes of payload data.Asynhronous Data Messages are used to onvey event information, aresent after appliation expliit request, and are transmitted within the asyn-hronous window. The struture of a these frames is depited in Table 6.5.The struture of this frame is similar to the synhronous data messageframe, exept that in this ase there is no transmit new data �ag, due to theevent nature of these messages.There are two levels of priority assoiated with asynhronous data mes-sages (Table 6.1) whih map into two di�erent tra� lasses. Higher priority(RT) asynhronous messages are subjet to real-time onstraints, and thusappropriate analysis (Setion 4.4) an be performed in order to ompute inadvane if its timeliness requirements an be met, thus they pertain to theasynhronous real-time tra� lass. However suh analysis does not involvethe low priority (NRT) asynhronous messages, whih are handled aord-ing to a best-e�ort poliy (Setion 4.4). Thus, low priority asynhronousmessages fall into the non-real-time asynhronous tra� lass.Asynhronous Control messages are used to perform system manage-ment (e.g master synhronization data, software download, requests for SRT



126 CHAPTER 6. CONTRIBUTIONS TO FTT-CANType Not used Message ID Message DataCAN ID �eld CAN Data �eld[b10..b7℄ b6 [b5..b0℄ 0 to 8 bytesCONTROL_MESG_ID � 0 to 64 Appliation({HP,LP}) spei�Table 6.6: Control Message struturehanges, non-real-time message polling,et.). The internal struture of thistype of frame is similar to the struture of asynhronous data messages andis depited in Table 6.6.There are two priority levels assigned to ontrol messages. The high-priority messages (HP) have the highest priority among all the asynhronousmessages (Table 6.1) and are used for time-ritial management operations,suh as urgent SRT hange requests. The lower priority (LP) ontrol mes-sages have the lower priority among all the asynhronous messages. Theseare used to arry operations that are not time onstrained, suh as remotediagnosis or software updates.The maximum number of bits required by both synhronous, asynhronousand ontrol messages is given diretly by Equation 3.2 and their respetivetransmission time omputed as in Equation 6.2.6.2 Synhronous tra�The generi shedulability analysis for the FTT message model has beenintrodued in Setions 4.3 and 4.4, onerning respetively synhronous andasynhronous tra�. This setion addresses the adaptations onerning thesynhronous tra�.6.2.1 Shedulability analysisThe shedulability tests presented in Setion 4.3 an be diretly appliedto the FTT-CAN protool. It should be reall that the analysis requiresthe use of worst-ase transmission times. Therefore, in the de�nition ofthe synhronous requirements table (Equation 4.1) the message transmissiontime (Ci) must be derived from the number of data bytes (DLCi) usingEquation 3.2 to ompute the maximum number of bits and then Equation



6.2. SYNCHRONOUS TRAFFIC 1276.2 to ompute the orresponding worst-ase transmission time.6.2.2 Experimental resultsThe FTT-CAN protool inherits from the FTT paradigm the possibility ofusing of arbitrary sheduling poliies (Setion 4.2.1). The sheduling is ar-ried out based on the SRT independently of the message identi�ers. Thus,any sheduling poliy an be easily implemented, e.g. Rate-Monotoni (RM),Deadline-Monotoni (DM), Earliest-Deadline First (EDF), Least-Laxity First(LLF), overriding the identi�er-based tra� sheduling embedded in theMAC of CAN.The possibility of implementing more e�ient sheduling poliies an bepartiularly relevant for heavily loaded systems, beause di�erent shedulingparadigms allow obtaining di�erent temporal behaviors and di�erent busutilization fators. For example, in the work of Liu & Layland [LL73℄ it isshown that EDF allows full CPU utilization with independent preemptivetasks, whilst for RM the upper bound for guaranteed timeliness an be aslow as 69%. While the previous limit represents the worst-ase for RM,a simulation study arried out by Lehozky, Sha and Ding [LSD89℄ withrandom task sets showed that RM is able to ahieve on average an utilizationas high as 88%.In the spei� ontext of message sheduling ertain onstraints mustbe aounted for, resulting in lower utilization bounds. For example, in thepartiular ase of �eldbuses, suh as the CAN bus, messages are transmittedwithout interruption and onsequently must be sheduled non-preemptively.Nevertheless, the relative di�erene between the shedulability levels of EDFand RM sheduling still holds. Partiularly for the CAN bus, some om-parative results between RM and EDF using realisti loads [ZS97℄ show adi�erene around 20% in network utilization in favor of EDF.To assess the advantages of using EDF in the sope of FTT-CAN with re-spet to the level of shedulability and system overhead, a set of simulationsand experiments were arried out. The target hardware test platform is aCANivete system [F+98℄ based on the Philips 80C592 loked at 11.059MHzwith the CAN interfae on�gured to run at 123Kb/s. The system arhite-ture is depited in Figure 6.3.As disussed in Setion 6.1 the deoding of the EC-Shedule and SRTsanning requires an amount of time that is strongly dependent on the pro-
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Figure 6.3: Experimental set-upessing power within the nodes. For the hardware platform desribed abovethis overhead (POV RHEAD) has been experimentally measured, and anupper bound of 1ms (roughly 120 bits at 123Kb/s) was found. This bus timeannot be used by synhronous tra�, thus the maximum duration of thesynhronous window (LSW ) an be omputed by Equation 6.3.
LSW = LEC − (LTM + POV RHEAD + LAW ) (6.3)In order to assess the atual di�erene in sheduling apability betweenRM and EDF in FTT-CAN, a simulation with 10.000 random messagessets was performed. Eah set ontains 32 messages respeting the followingonstraints:

• 5 messages with period 1 EC;
• 10 messages with period between 3 and 6 ECs uniformly distributed;
• 17 messages with period between 10 and 16 ECs uniformly distributed;
• Data length: 1..8 bytes uniformly distributed;
• IDs are ordered by inreasing period.The purpose of using this pattern is to obtain sets with high network utiliza-tion and with messages of three di�erent ategories onerning the respetivetransmission periods: short, medium and long.Considering the maximum number of 32 synhronous messages (NS =

32) used in the simulations, the maximum number of bits required by theTM and its orresponding worst-ase transmission-time ( Equations 6.1 and6.2) beome respetively:
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LTMbits = 105 bit (6.4)
LTM = 0.854ms (6.5)Considering that no further bandwidth is reserved for asynhronous traf-� exept the one due to the proessing overheads (i.e. LAW=0, POVR-HEAD=1ms), an EC duration of 8.9ms and a transmission rate of 123Kb/s,the maximum length of the synhronous window is:

LSW = 8.9 − (0.854 + 1 + 0) = 7.046ms (6.6)For the message set herein onsidered, an absolute upper bound for theinserted idle-time (X = maxn(Xn)) results from a message with eight databytes, resulting in:
Xbits = 135 bit (6.7)
X = 1.098ms (6.8)The least upper bound of bus utilization for RM (Ulub_RM ) and EDF(Ulub_EDF ) sheduling poliies an now be omputed using Conditions 4.16and 4.18.

Ulub_RM = 46.8% (6.9)
Ulub_EDF = 66.8% (6.10)These values are lower than the typial values for preemptive task shedul-ing as presented in [LL73℄. This is expeted sine suh values do not onsiderthe impat of inserted idle-time neither any kind of protool or proessingoverhead. For the values above it an be observed a di�erene in shedulingapability under guaranteed timeliness of near 20% in favor of EDF.However, as it an be observed in Figure 6.4 the perentage of shedulablesets obtained in the simulation is substantially higher than the least-upperbounds derived above, both for RM and EDF. In fat, all sets in the simula-tion with utilization fator up to 71% are shedulable both by RM and EDF,
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Figure 6.4: Shedulability versus bus utilization under RM and EDFand those with utilization up to 77% are shedulable by EDF, only. Theseresults also show that the least upper bound for RM stated in Condition4.16 is more pessimisti than the one for EDF presented in Condition 4.18.This situation is also expeted sine the original bound for RM preemptivesheduling is also more pessimisti than the one for EDF. It is also impor-tant to reall that, due to the transmission of the EC trigger message andto the proessing overhead spei� of the infrastruture used, only 80% ofthe bus bandwidth is available for the synhronous messages. Notie that,as expeted, EDF pratially allows fully utilization of this bandwidth.To have a measure of the relative performane of FTT-CAN in the sup-port of EDF sheduling, it was arried a brief review of the related work.Other methodologies for implementing EDF sheduling on CAN [ZS95, Nat00,LK98℄ relied exlusively in the native MAC of the protool. Sine the prior-ity of the messages depends on the identi�er bits and priorities in EDF aredynami, this approah implies dividing the identi�er in at least two �elds,one to enode the priority (variable) and another to identify the messageitself (�xed). In [ZS95, Nat00, LK98℄ several tehniques for managing thepriority �eld are disussed, whih onsider the restrition of using a limitednumber of identi�er bits as well as the need to keep the proessor overheadin aeptable levels.In [ZS95℄ it is proposed a solution based on the enoding of absolute dead-lines relative to a periodially inreasing time referene designated epoh.



6.2. SYNCHRONOUS TRAFFIC 131However, this solution has di�ulties in dealing with message sets ontain-ing periods orders of magnitude apart. In this ase either it is used a oarsetime granularity, leading to a large number of priority inversions, or thenumber of bits used to enode the deadline is inreased, reduing the num-ber of distint messages that an be sheduled. A partiular tehnique ispresented, named Mixed Tra� Sheduling, aording to whih the tra� is�rst sheduled by EDF, using the priority �eld, and then by �xed prioritiesusing the message identi�er �eld. Nevertheless, this leads to a redution inthe bene�ts of using EDF.In [Nat00℄ the author proposes to enode the time to the absolute dead-line (therein referred to as slak) in a logarithmi time sale, inreasing thetemporal resolution as deadlines are approahed and thus, reduing the num-ber of possible priority inversions for early deadlines. A onsequene of thistehnique is that the identi�er bits, used to enode the priority of the mes-sages waiting for transmission, must be updated eah time messages ompetefor the bus aess after it beomes idle (referred to as arbitration round).In [LK98℄ the authors enode the time to the absolute deadline in a lineartime sale, but using extended frames (ID �eld with 29 bits, CAN 2.0 B).In this approah, the IDs of the messages waiting for transmission must alsobe updated before eah arbitration round. Although this tehnique allowsfor larger ranges of periods and deadlines, the additional number of bitsrequired by the ID �eld (20 bits, inluding stu�ng) spoils a signi�ant partof the additional bandwidth that is made available by using EDF, sine theinreased ID �eld length in CAN 2.0B [Rob91℄ requires between 13% to 40%more bandwidth than version A.Major drawbaks shared by all these approahes an be summarized asfollows:
• Redution on the number of supported messages due to the use of someidenti�ation bits to enode the priority;
• All nodes must periodially update the priority �eld, resulting in anon-negligible proessing overhead;
• Priority inversions indued by the limited resolution available to ex-press deadlines;
• Global lok synhronization required, further onsuming CPU and



132 CHAPTER 6. CONTRIBUTIONS TO FTT-CANnetwork bandwidth.As opposed to these approahes to EDF message sheduling on CAN, inthe FTT-CAN protool all the sheduling deisions are performed in theMaster node. Consequently, most of the drawbaks presented above do nothold. Firstly, in FTT-CAN the priority, i.e. time to the deadline in thease of EDF, is held in a variable within a data struture and no identi�erbits are used to enode it. Thus, no redution is imposed on the numberof messages, besides the �eld reserved for message type de�nition (Setion6.1.3). Seondly, the sheduling ativity is on�ned to the Master. The ECtrigger message identi�es the synhronous messages that must be produedin eah EC. All other nodes follow a slave-like operation that is ompletelyindependent from the sheduling tehnique used by the Master. Thus, theuse of EDF does not impose any extra omputational ativity in any nodebeyond the Master. Thirdly, the SRT is maintained in an adequate struturein the Master memory. Message parameters, suh as periods and deadlines,are held within variables whih type an be adequately hosen to supportthe required range of values. Thus, the range of periods that an be han-dled within FTT-CAN is virtually unlimited, beyond the onstraint of beinginteger multiples of the EC duration, although there is a lear impat inmemory requirements and proessing overhead. Finally, all nodes are syn-hronized by the EC trigger message and there is no need for global loksynhronization.To assess the performane of the FTT-CAN approah ompared withthe other methodologies above referred, it was arried a simulation studyin similar onditions. The simulation results presented in [ZS95℄ are notvery interesting beause they are based on 10Mbps CAN network, whih isnot realisti. On the other hand, the methodology presented in [LK98℄ usesCAN 2.0 B and thus a diret omparison would not be possible. Thereforethe omparison was arried only with respet to the methodology presentedin [Nat00℄. The workload onsists in:
• Random message sets with 30 messages grouped in 3 distint ategoriesaording to their periods (ms), [3,12℄, [30,120℄ and [250,1000℄;
• Deadline to period ratio is in the range [0.8,1.0℄ uniformly distributed;
• CAN bus at 250Kbps.
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Figure 6.5: Perentage of shedulable message set using EDF sheduling onCANThe results obtained are plotted in Figure 6.5. For eah point in the plot5000 random sets were generated, giving a total of 60000 message sets. Toallow an easier omparison with [Nat00℄, the x-axis shows the e�etive datautilization, i.e. equivalent transmission time of data bits only, over messageperiod.The results in Figure 6.5 are roughly similar to those presented in [Nat00℄,but the urve is more abrupt with FTT-CAN, presenting a larger level ofshedulability for a wide range of data utilization values. Hene, the FTT-CAN based EDF implementation is able to ahieve a omparable or evenbetter data throughput despite the use of a entralized approah and simplemiro-ontrollers in the nodes beyond the Master.The advantages of using FTT-CAN to support EDF sheduling on CANare summarized below:1. Simpliity of sheduler implementation in the Master node. Further-more, the sheduling poliy an easily be hanged on-line, e.g. duringtransient overloads.2. Message sheduling separated from the MAC arbitration, avoiding theundesirable ompromise between dynami priorities and message iden-ti�ers.



134 CHAPTER 6. CONTRIBUTIONS TO FTT-CAN3. CPU load required by EDF sheduling on�ned to the Master. Re-maining nodes require a onstant CPU load to deode the EC triggermessage, whihever is the sheduling poliy being used.4. Support for virtually unlimited range of message's periods and dead-lines simply by using appropriate types for the respetive variables.5. Expliit global lok synhronization is not required, thus further sav-ing network and CPU load in all nodes.On other hand, in FTT-CAN there is also a limitation imposed on the tem-poral resolution. In fat, in FTT-CAN all periods and deadlines are ex-pressed as integer multiples of the EC duration and a sub-EC resolution isnot supported. Within the EC, messages are sheduled aording to the �xedpriority that orresponds to the respetive CAN identi�ers. This limitation,nevertheless, does not seem to be partiularly relevant sine for typial ap-pliations (e.g. automotive, mahine tool ontrol) the shortest deadlines andperiods lie in the range from 1ms to 10ms, whih is the same magnitude ofthe envisaged EC duration in FTT-CAN systems. On other hand, FTT-CAN is able to shedule with EDF only the synhronous tra�, while theother approahes above referred an handle asynhronous (event) tra�.6.3 Asynhronous tra�6.3.1 Shedulability analysisThe asynhronous tra� shedulability analysis presented in Setion 4.4 forthe generi FTT paradigm is appliable to the FTT-CAN implementation.The only modi�ation that must be performed onerns the swap in the rel-ative positions between the synhronous and asynhronous windows, whihimplies and adaptation of the time intervals in Equation 4.25, resulting inEquation 6.11. Moreover, the analysis also requires the message shedul-ing to be performed in strit priority order. This is automatially providedby the CAN MAC, sine the message IDs are set aording to the desiredmessage priority.
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j=1 (law(j) − αj) ,

t : (k − 1) ∗ E ≤ t < (k − 1) ∗ E + LTM

∑k−1
j=1 (law(j) − αj) + t − (k − 1) ∗ E,

t : (k − 1) ∗ E + LTM ≤ t < k ∗ E − (law(k) + αk)

∑k
j=1 (law(j) − αj) ,

t : k ∗ E − (law(k) + αk) ≤ t < k ∗ E

with k − 1 =
⌊

t
E

⌋

(6.11)
6.3.2 Experimental resultsThis setion presents the results of two experiments onduted with thepurpose of testing and assessing the behavior of the FTT-CAN AsynhronousMessaging System, onerning both AT1 and AT2 lasses of asynhronousreal-time messages presented in Setion 4.4.The experienes were performed on the CANivete system [F+98℄ de-sribed in Setion 6.2.2. The CAN bus transmission rate used in the ex-periments is approximately 123Kbps, and the EC duration is set to 8.9ms.The time measurements were arried using one of the proessor's internaltimers, whih supplies a resolution about 1µs.The sets of messages used are derived from "PSA Peugeot Citroen" CANmessage set, with some ustomization in the message properties (length andperiod/minimum inter-arrival time) to generate an adequate bus utilization.The synhronous load is the same in both experiments and is desribed inTable 6.7. The asynhronous message set for eah of the experiments isdesribed in Table 6.8.In the experimental set-up, all the asynhronous messages are produedat their maximum rate, and their transmission is requested just after theend of the asynhronous window of the EC, in an e�ort to ahieve a senariolose to the worst-ase one used in the analysis. One thousand transmis-sion/reeption events have been reorded for eah message.The �rst set of messages produed the results presented in Table 6.9.Conerning the analysis data (two rightmost olumns on Table 6.9), it anbe observed that messages with ID 7 and 8 are guaranteed to be shedulable



136 CHAPTER 6. CONTRIBUTIONS TO FTT-CANMessage ID Number of Data Bytes Period (ECs)1 1 12 3 13 3 24 2 15 5 26 5 4Table 6.7: Synhronous ommuniation requirementsMessage ID Number of mit (ECs) mit (ECs)Data Bytes [Experiment 1℄ [Experiment 2℄7 4 1 18 5 1 19 4 1 110 7 1 211 5 1 212 1 1 2Table 6.8: Asynhronous ommuniation requirementswithin their minimum inter-arrival time. Message 9 starts to be transmit-ted before the arrival of its next instane, but �nishes its transmission after,therefore, only one transmission bu�er is required to handle it. All instanesof message 10 an be transmitted if at least three transmit bu�ers are pro-vided. Messages 11 and 12 are not guaranteed to be shedulable.Sine the analysis is based in worst-ase assumptions, it an be expetedthat experimental results are in some extent better than analyti ones. Com-paring the response time (olumns 4 and 6 of Table 6.9) it an be observedthat the maximum measured response time is always lower than the oneomputed. Also, in pratie only one bu�er for message 10 is used, and allinstanes of message 11 are shedulable if two transmission bu�ers are pro-vided. The di�erenes between analytial and experimental results are due todi�ulties in reproduing worst-ase onditions in the experimental set-up.Two fators are partiularly relevant to explain the di�erenes observed:
• variable amount of stu� bits, whih an lead to messages being about20% shorter than the worst-ase length onsidered in the analysis;



6.3. ASYNCHRONOUS TRAFFIC 137Mesg Experimental Data Analyti resultsID Response time (µs) # Resp. time (***) #Min Avg Max bu�ers (µs) bu�ers7 3714 5073 6997 1 7884 18 3976 5668 7490 1 8684 19 5367 6388 8063 1 9444 110 5962 6971 8641 1 27684 311 6720 10381 15843 2 ** **12 * * * * ** **(*) Cannot be omputed due to lost messages(**) Cannot be omputed sine the analysis does not guarantee shedulability(***) Time to transmit all queued instanes of the messageTable 6.9: Results from experiment 1
• inserted idle-time shorter than the worst-ase value onsidered in theanalysis, whih was used to simplify it. The impat of this fator wouldbe redued by using a longer EC with a longer asynhronous window.Table 6.10 shows the results obtained with the seond set of asynhronousmessages.It an be observed in Table 6.10 that the analysis guarantees the shedu-lability within the minimum inter-arrival time of messages seven, eight andnine. All instanes of messages 10,11 and 12 are also guaranteed to beMessage Experimental Data Analyti resultsID Response time (µs) # Resp. time (***) #Min Avg Max bu�ers (µs) bu�ers7 4142 5199 7465 1 7844 18 4139 5752 7256 1 8684 19 5263 6504 8058 1 9444 110 6135 7081 8422 1 26648 211 7727 8718 9611 1 38180 412 8709 9228 10800 1 71348 4(***) Time to transmit all queued instanes of the messageTable 6.10: Results from experiment 2



138 CHAPTER 6. CONTRIBUTIONS TO FTT-CANshedulable if enough transmit bu�ers are provided (2, 4 and 4 respetively).In the experiment it was veri�ed that all the messages were sheduled withinthe respetive minimum inter-arrival time, therefore there was no lost mes-sages, and only one transmission bu�er was used. As stated before, this fatan be explained by the worst-ase assumptions made in the analysis.From the omparison between the experimental and analytial resultsit an be onluded that, on one hand, the measured values were alwayswithin the range predited by the analysis, and, on the other hand, analytiresponse time bounds derived for the real-time asynhronous messages are,as expeted, pessimisti. A more exat bound for the inserted idle-timeould redue the degree of pessimism of the analysis, but would require anhigher omputational overhead (Setion 4.4.1). However, the major soureof pessimism in the analysis is due to the CAN bit-stu�ng and annot beavoided, beause the message length depends on the data to be transmitted,whih of ourse annot be foreseen.6.4 Using a Planning ShedulerAs desribed in Setion 4.2.1, during run-time an on-line sheduler buildsthe EC-Shedules for eah EC, based on the atual requirements of the syn-hronous tra�, spei�ed in the SRT. These shedules are then inserted inthe data area of the respetive EC trigger message and broadast with it.Due to the on-line nature of the sheduling funtion, hanges performed inthe SRT at run-time will be re�eted in the bus tra� within a boundeddelay.However, sheduling is on one hand a ostly ativity in terms of pro-essing requirements and on the other hand a ritial ativity, sine failingto build an EC-Shedule in time (i.e., before the beginning of the followingEC) results in an interruption on all the ommuniation ativities. For sys-tems based on low omputational apaity nodes (e.g., based on simple 8 bitmiro-ontrollers) the proessing demand required by the sheduler an bebeyond the apaity of the master's CPU.To overome this situation, two di�erent solutions have been developed toimplement the sheduler. One is the planning sheduler [APF99, Alm99℄, asoftware-based implementation that allows reduing the proessing overheadof on-line sheduling. This tehnique onsists on building a stati shedule



6.4. USING A PLANNING SCHEDULER 139table for a given period of time into the future, alled plan, and rebuildingthat table on-line at the end of eah plan. The plan duration is not orre-lated with the number of synhronous messages or its periods, therefore thememory resoures used by this struture are bounded and an be set-up apriori. Previous work [Alm99℄ on this subjet has shown that for the aseof Rate Monotoni, the sheduler overhead is inversely proportional to theplan length. Therefore, managing the plan length allows to, up to a ertainextent, trading memory by CPU usage.The seond solution that has been developed to implement the shedulingfuntion in FTT-CAN makes use of FPGA-based sheduling o-proessors.This solution provides, at a higher hardware ost, the extra omputationalapaity required to exeute both the sheduling and shedulability analysison-line. For example, the o-proessor desribed in [MF01℄ sans the SRTand reates a new EC-Shedule every EC. Moreover, it is also apable ofexeuting several shedulability tests in that interval. The result of thissolution is a high degree of �exibility and responsiveness, plus a residualomputational overhead, only, in the master proessor, whih allows the useof less powerful, and thus more eonomi, miro-ontrollers.Although the use of a sheduling o-proessor seems more interesting, itimplies a ost penalty, partiularly when dependability issues all for the useof master repliation (Setion 6.5). Therefore, from the eonomi point ofview, the use of a software-based solution seems more adequate. However,the use of a planning sheduler limits in some extent the system �exibility,due to the stati nature of the plans. Changes on the synhronous ommu-niation requirements are onsidered by the sheduler in a per plan basisinstead of a per EC basis. Thus, the time required by a hange request totake e�et on the ommuniation network takes more time, situation thatraises a on�it between the need to use longer plans, to redue the shedul-ing overhead, and the need to use shorter plans, to have shorter responsetimes to hanges to the ommuniation requirements.6.4.1 Responsiveness limitsOne a hange request is made onerning the urrent synhronous messageset, a ertain period of time elapses until that request takes e�et at the buslevel. This time interval is referred to as the synhronous transient responsetime (STRT ).
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Figure 6.6: SMS Responsiveness boundsThe STRT an be deomposed in three parts (Figure 6.6):
• the time from the request to the end of the urrent plan;
• the plan in whih the sheduler takes into aount the new require-ments;
• the initial phase (ϕ) of the message stream relative to the beginning ofthe plan where hanges are already re�eted. Note that ∀i, ϕi ≤ Pi.The minimum value (marker A in Figure 6.6) ours when umulativelythe request is made just before the end of one plan, and ϕ is zero. Themaximum value ours if the request is issued just after the beginning of oneplan (marker B in Figure 6.6), and the initial phase has its maximum value.Therefore, the absolute bound for the synhronous transient response time,when using the SMS alone (STRTSMS), varies between one and two plansplus the initial phase (as de�ned above).

LPlan ≤ STRTSMS ≤ 2 ∗ LPlan + ϕ (6.12)Sine the STRTSMS is a diret funtion of the plan duration, the respon-siveness an be improved by shortening the plan. However, the redution ofthe plan duration inreases the CPU load [AFF99, Alm99℄. Below a givenvalue, the sheduler might not have enough time to build next plan in time,that is, before the dispather proesses the urrent one. Moreover, someinteresting properties of the planning sheduler, like the look-ahead feature[Alm99℄, are negatively a�eted by the redution of the plan length. As
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Figure 6.7: Using the AMS to temporarily onvey a new synhronous mes-sagea onsequene, there is a lower bound to the plan duration, limiting theresponsiveness that an be ahieved this way.Another way to improve the responsiveness is to start the sheduleras late as possible. Sine the worst ase exeution time of the sheduler(wcetSch) an be estimated on-line [Alm99℄, using this approah the syn-hronous transient response time an be bounded to the interval indiatedin Equation 6.13.
wcetSch ≤ STRTSMS ≤ LPlan + wcetSch + ϕ (6.13)

LPlan : Plan duration6.4.2 Improving the responsivenessAs seen above, the responsiveness of the SMS, when a Planning Sheduleris used, is upper bounded by the plan duration plus the sheduler exeutiontime. Sine these annot be made arbitrarily short, further improvement tothe responsiveness of SMS in FTT-CAN requires that hange requests shouldbe handled even during the urrent plan, bypassing the planning shedulerfor a short period of time, but without disturbing the other synhronousmessages already sheduled.To ahieve this purpose the asynhronous messaging system (AMS) anbe used to produe the required message(s) until the requested hanges arehandled by the SMS, as desribed in the previous setion and depited inFigure 6.7. After the dispather starts proessing the plan in whih the



142 CHAPTER 6. CONTRIBUTIONS TO FTT-CANnew message parameters are re�eted (Plan i in Figure 6.7), the systemresumes normal operation, that is, as the message is inluded in the SMSit is removed from the AMS. The period of time during whih the AMSis used to support the transmission of synhronous messages is referred toas synhronous support period (SSP ). The Master station, by means of aspei� ontrol message (CM in Figure 6.7), establishes the beginning andduration of the SSP for eah hange request.The following relationship an be established between the STRT withand without the AMS support:
STRTAMS = STRTSMS − SSP (6.14)If the hange to the message set onsists only in the addition of a newmessage, the proess above desribed is adequate. However, if the hangerequest is performed over a message stream already present in the SRT (e.g.,to hange the stream's period), the existing instanes of the message in theSMS during the synhronous support period (SSP ) must be suppressed.Those instanes still use to the older parameters (before the hange) whilethe updated instanes are transmitted by the asynhronous system. Thesuppression is ahieved by applying a �lter to the TM whih resets the bitthat orresponds to that message. Therefore, removing one stream presentin one plan already built only requires a hange in one bit of that �lter.Depending on the type of the hange request that is made, one or severalof the following ations may be neessary:1. A hange of one bit in the �lter;2. The prodution of a ontrol message to signal the start and durationof the SSP (synhronous support period);3. A set of data messages produed in the AMS, during the SSP.If the hange request onsists in the elimination of one message stream, onlyation 1 is required. However, if the hange request onsists in adding a newmessage, ontrol and data messages will be produed in the AMS duringthe SSP (ations 2 and 3). If the hange request onerns a modi�ation inthe parameters of an existing message (e.g. period), ations 1,2 and 3 arerequired.
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Exit(CR_OK) Figure 6.8: Operational �owhart6.4.3 Implementation issuesFrom the operational point of view, several steps must be performed in orderto proess the request for a hange to the synhronous message set. Figure6.8 presents a �owhart desribing the proposed methodology for improvingthe responsiveness of the planning sheduler for hange requests.After a request to a hange on a synhronous message, a shedulabil-ity analysis is exeuted, whih rejets hanges that would result in a non-shedulable message set. However, in the remainder of this setion we willonsider that any requested hange has already been analyzed and it doesnot ompromise the message set shedulability. In ase the on-line analysisis performed, its exeution time must be inluded in the STRT .If the hange request is aepted, the hange is made to the SRT, and thenit is evaluated if their admissible delay to take e�et on the bus allows theuse of the SMS alone (Response_deadline > STRTSMS). If so, no furtherhandling is neessary. Otherwise, two more steps must be performed. In �rstplae it is veri�ed if the request is made over a message already present in the



144 CHAPTER 6. CONTRIBUTIONS TO FTT-CANSMS (hange of period or elimination), and, if so, a request is made to thedispather to remove the message from the synhronous message area duringthe STRT . Next, it is evaluated if the request implies to add a message; ifso, a request is made to the AMS to start its prodution in asynhronousmode.The start and duration of the temporary prodution of synhronous mes-sages using the AMS, if required, is ommanded by the master node via aontrol message. During this period of time (SSP as de�ned before) the pro-duers transmit the required messages autonomously. The ommuniationoverhead of this ontrol protool is thus one ontrol message per hange re-quest. The start of prodution message (SP_SSP ) must onvey the ID ofthe message to be produed, its period (expressed in ECs), a release delay(also in ECs) that must be applied between the reeption of this message andthe e�etive start of stream prodution, and the number of instanes thatmust be produed using the AMS. Seven data bytes are used, one for variableID, and two for message period, release delay and number of instanes.6.4.4 Performane analysisDuring the synhronous support period (SSP), the ontrol and synhronousmessages orresponding to a hange request are handled by the AMS, andwill ompete for the bus jointly with other asynhronous messages. For time-ritial message streams it is neessary to guarantee in advane that the AMShas enough apaity to timely support the transmission of the ontrol anddata messages respetively during the STRTAMS and SSP . For this reason,it was derived a set of su�ient onditions, whih allow to guarantee that aset of hange requests is handled within spei� time bounds.Bus demand and responsivenessAs explained in Setion 6.4.2, during the SSP any new and modi�ed messagesare produed using the AMS. However, if the request is aepted by theshedulability test it means that the SMS has enough leeway to hold themessage. As the AMS holds the remaining bandwidth, it an be onludedthat the prodution of data messages during the SSP will use spae borrowedby the AMS from the SMS. However, this argument requires that the startof synhronous support period (SSP) takes into aount the phase of the
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(after SSP)Figure 6.9: Transition from SSP to SMSvariable. This is neessary to maintain the same relative phasing in bothprodution periods, SSP and SMS, resulting in a smooth transition from oneto the other.Consider for instane the example illustrated in Figure 6.9, where a mes-sage is added with period of 2 ECs and phase of 1EC relative to a referenemessage v. The SP_SSP message is sent by the Master Station, informingthe respetive produer node that it should start produing the new streamusing the AMS with period of 2 ECs and starting in the 2nd EC after thereeption of the ontrol message. This way, the release of the �rst messagein the stream is appropriately delayed (RD in Figure 6.9) so that the relativephasing is the same in SSP as in SMS.In order to evaluate where the SSP should start, the Master node mustalulate whih will be the initial phase relative to the start of the plan ofthe �rst instane of the message produed in the SMS. Notie that this plan(i+2 in Figure 6.9) is not yet built at the request instant. However, knowingthe initial phase of a variable v on plan i, its initial phase in plan (i+1) isgiven by Equation 6.15, where W is the length of the plan (in ECs) and Pvis the period of variable v (also in ECs).

ϕi+1
v =

⌈

W − ϕi
v

Pv

⌉

∗ Pv − (W − ϕi
v) (6.15)When the request for a hange is performed, the urrent sheduler in-stane (i+1 in Figure 6.9) an be either terminated or still in exeution. Inthe former ase, the next plan (i+1) is already built and ϕi+1

v is known.Thus, Equation 6.15 is applied one, only, to determine ϕi+2
v . In the latterase, plan i+1 is not built yet and thus, Equation 6.15 must be applied twie
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i + 2 based on ϕv

i. Knowing the relative phase of a message uwith respet to a referene message v (Phv
u), and the initial phase of this one(ϕv

i + 1) the number of ECs between the SP_SSP and the �rst instaneof the message stream produed in the SMS (ϕv
i + 1) is given by Equation6.16, where W is the length of the plan, curECi is the EC where the requestis handled within plan i (1 ≤ curEC ≤ W ) and Phv

u is the phase of themessage being added (u) relatively to message v.
LRD+SSPu = W − curECi + W + ϕi+2

v + Phv
u (6.16)Finally, the number of instanes that must be produed during the SSP(NISSPu) is given by Equation 6.17.

NISSPu =

⌊

LRD+SSPu

Pu

⌋ (6.17)The release delay of the �rst instane relative to the reeption of theontrol message (RD) is given by Equation 6.18.
RDSSPu = LRD+SSPu − NISSPu ∗ Pu (6.18)When using the AMS support to inrease the responsiveness to hangesin the synhronous message set, the synhronous transient response time(STRTAMS) is substantially redued (Figure 6.7). In fat, its worst-asevalue ours when the request is done before the beginning of the synhronouswindow of one EC and the respetive ontrol message (SP_SSP ) an onlybe transmitted in the asynhronous window of the following EC. Unlessthe aumulated number of ontrol messages, due to the queuing of severalrequests, is greater than the available spae in the asynhronous window,the STRTAMS will be less than 2 ECs, plus the release delay RD. Sine

0 ≤ RD ≤ Pu − 1, the worst-ase value of the responsiveness ahieved bythis method, expressed in ECs, is given by Equation 6.19, where Pu is theperiod of variable u, measured in ECs.
STRTAMSu < Pu + 1 (6.19)



6.4. USING A PLANNING SCHEDULER 147Pre-run-time analysisThe SP_SSP ontrol messages are transmitted in the asynhronous win-dows, ompeting for the bus together with other asynhronous messages.Thus, to guarantee that the bound in Equation 6.19 is respeted, it is ne-essary to perform a pre-run-time evaluation. As disussed above, duringthe SSP the prodution of the synhronous messages is made in spae bor-rowed from the SMS by the AMS. However, the same assumption annotbe made onerning the ontrol messages. For these, it must be evalu-ated if the minimum bandwidth reserved to the AMS at on�guration time(LAW = E − LTM − LSW ) is enough to handle them in a timely way.As disussed in Setions 4.4 and 6.3.1, due to a possible idle-time insertion(α), the minimum guaranteed e�etive bus time available in eah EC forasynhronous transations is less than LAW and it an be omputed usingEquation 6.20.
LAWUT = LAW − α (6.20)The inserted idle-time term (α) is bounded by the transmission time ofthe longest asynhronous message (Ca), whih is given by Equation 6.21.

Ca = max{Ci}, i = 1..NA (6.21)In a worst-ase situation, when using either higher transmission rates orlow proessing power miro-ontrollers, the Master may take more time tohandle a hange request (i.e. perform the previous alulations) than to sendthe respetive SP_SSP message. In this situation, the Master must releasethe bus between any onseutive SP_SSP messages. Consequently, in themeanwhile, the bus an be taken by another asynhronous message whih willause a bloking to the following SP_SSP message. The maximum durationof suh bloking is also given by Ca. This same bloking an happen everytime the Master tries to send an SP_SSP message. Therefore, if thereare NCR hange requests pending, in order to guarantee that the respetive
SP_SSP messages an be sent in one EC so that the bound in Equation6.19 is respeted, the following ondition must be veri�ed:

NCR ∗ (Len(SPSSP ) + Ca) ≤ LAWUT (6.22)



148 CHAPTER 6. CONTRIBUTIONS TO FTT-CANThis expression establishes a relationship between LAW and the maxi-mum number of simultaneous hange requests that the system is expeted tohandle so that the STRT of eah request is still bounded by Equation 6.19.6.5 Dependability issuesAs stated is Setion 3, distributed real-time systems arry real-time ativitiesthat, to be orretly aomplished, require both timely exeution of taskswithin proessing units and timely data exhanges between network nodes.Failures on any of these aspets an lead to disruption of the servies providedto the appliation. When dealing with safety-ritial appliations, in whihsystem failures an lead to atastrophi results (onerning either equipment,materials or human lives), spei� fault-tolerane tehniques must be usedto limit the impat of suh failures or even avoid their ourrene, at leastwithin spei� fault models.Sine the FTT paradigm aims also at safety-ritial appliations, withinour work group there is an ative line of researh in fault-tolerane anddependability issues. This setion presents a ontribution to suh researh,a master replia synhronization mehanism, whih was jointly spei�ed anddeveloped in the sope of this thesis.6.5.1 FTT-CAN Master repliationThe whole FTT-CAN distributed system is synhronized by the reeptionof the EC trigger message. If the master stops working, the TM is omittedleading to a omplete ommuniation disruption. To overome suh situationbakup masters an be used. During normal operation these masters monitorthe network looking for EC trigger messages. Whenever a TM is delayedmore than a given tolerane an eletion mehanism is triggered and one ofthe bakup masters takes the ontrol and starts transmitting the missing ECtrigger messages, beoming from that instant on the primary master. In aFTT-CAN network there an be up to 8 masters, eah one having a uniqueidenti�er (Table 6.2).At node level, master nodes use internal repliation of the sheduler andthe SRT to ahieve fail-silene in the value domain. Whenever the EC shed-ule built by the replia does not math the one built by the primary one,the generation of trigger messages is autonomously stopped. At the system



6.5. DEPENDABILITY ISSUES 149level, fault tolerane is implemented by the repliation of the master nodeitself (spatial redundany).6.5.2 Master replia synhronization protoolA fundamental aspet is the synhronization between primary and bakupmasters. It must be guaranteed that in eah EC all the masters generatesimilar shedules at the same time. In every EC all bakup masters omparetheir own shedules with the shedule onveyed in the trigger message andalso ompare a short yli sequene number (3-bit) that is also enodedin the trigger message. Whenever an inonsisteny is deteted the bakupmaster issues a synhronization request, ausing the urrent primary masterto download the SRT as well as the relative phasing information neessaryto resume sheduling synhronously. The synhronization proess below de-sribed was developed for systems implementing a planning sheduler (Se-tion 6.4). Ongoing work is being performed onerning systems sheduledon a per-EC basis.The synhronization proess (Figure 6.10) may take a few ECs, depend-ing on the size of the SRT and on the urrent network utilization. It is atime ritial task sine during its exeution the bakup master annot replaethe ative master in ase of failure. Furthermore the overhead introduedby the synhronization protool also a�ets the performane of the asyn-hronous messaging system, sine it relies in asynhronous ontrol messagesto transmit the information required.The quantity and nature of the data that has to be reeived by a bakupmaster to enable its synhronization with the ative master depends on theadopted sheduling algorithm. However, this data an usually be divided intwo groups, one ontaining message properties that are independent of thesheduling ativity and other ontaining sheduling dependent properties.Considering, as an example, either Rate Monotoni (RM) or Earliest Dead-line First (EDF) sheduling poliies, the sheduling independent propertiesonsist in the data size, period and relative deadline. On the other hand,sheduling dependent data onsists in the messages phases at the beginningof eah plan or EC for RM and the absolute deadlines of pending messageinstanes for EDF.The message identi�er is always sent with the pertinent data. The time-line of the synhronization proess is depited in Figure 6.10. One the ative
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Figure 6.10: Timeline of the sheduling synhronization proessmaster reeives the synhronization request (MST_DATA_QRY ), it startsto download the SRT table and the relative phasing data in two rounds.In the �rst round, the SRT is split and onveyed into several messages(MST_DATA_MSGPROP ). These messages arry only the sheduling inde-pendent data. One the �rst state transfer round is omplete, the shedulingdependent data is also split into several messages (MST_DATA_SCHINF ).The transmission of this last state transfer round must be enlosed withina single plan and only after the sheduling of the next plan is ompleted inorder to assure the onsistene of the time dependent sheduling data. Onethe sheduling dependent data is fully reeived by the bakup master, thisone waits for the beginning of the next plan to start the sheduler.After ompleting the sheduling of the next plan, the bakup master isready to monitor the trigger messages produed by the ative master andreplae it in ase of failure, as soon as a new plan begins. The start of a newplan is enoded in ontrol part of the trigger message (Table 6.2).6.5.3 Computing the worst-ase synhronization timeThe resynhronization of an FTT master requires the proper reeption ofa set of data from the urrently ative Master. During this proess thebakup master is unable to replae the urrent ative master, sine it does



6.5. DEPENDABILITY ISSUES 151not have enough information either in the time or value domain, to buildshedules in parallel. Therefore, to alulate the system failure probabilityit is important to ompute an upper bound for the time required by thesynhronization proess.The transmission of the sheduling independent data an spawn alongmore than one plan, sine these values do not hange due to the shedulingativity. However, sheduling dependent data must be ompletely transmit-ted between the end of the ativity of the sheduler and the end of the plan,sine in eah instane the sheduler updates it. If for some reason this ouldnot be aomplished in a partiular plan the whole set of sheduling depen-dent data must be then sent again after the next instane of the sheduler.The number of CAN frames required to download the data from theative master depends both on the quantity of messages (NRT ) and on theamount of data required to represent the respetive set of properties for eahone. Knowing that the maximum number of data bytes that an be arriedin a single CAN frame is 8, Equation 6.23 gives the number and size of theCAN data frames needed to transmit both stati and sheduling dependentdata of the whole set of synhronous messages. The MPLEN parameterde�nes the number of bytes required to arry the properties of eah message.
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(6.23)Besides the data frames, the synhronization proess also requires twomore ontrol frames:
• MST_DATA_QRY : sent at the beginning of the synhronizationproess, requesting data from the ative master;
• MST_DATA_OK / MST_DATA_SCHINF_REFRESH : tosignal the suessful end of the transation or the need to update thestate-dependent data frames, respetively.None of these messages arry any data bytes.The FTT-CAN protool supports real-time asynhronous messages, withguaranteed response time, as desribed in Setion 6.3.1. Providing the en-



152 CHAPTER 6. CONTRIBUTIONS TO FTT-CANsemble of asynhronous messages exhanged on the system, the minimumbandwidth reserved for the asynhronous window and the relative prioritygiven to the asynhronous messages used to onvey synhronization data, itis possible to obtain an upper bound for the transmission time required tosend the omplete set of messages, using Equation 4.21 (Setion 4.4.1).The worst-ase situation ours when a new plan starts just before thetransmission of the last message ontaining sheduling dependent data. Inthis ase the whole set of messages arrying this type of data must be trans-mitted again, starting after the end of the urrent sheduler instane (Figure6.10). After reeiving the updated data, the out-of-syn bakup master needsto wait for the beginning of the next plan to start the sheduler with samedata as the ative master. After having built the shedule, the beginningof a new plan sets the instant from whih the bakup master beomes fullysynhronized and able of ating as a master if neessary (Figure 6.10).Therefore, an upper-bound to the time required (STWC) for a masterto beome fully synhronized an be omputed by alulating the set ofmessages required by the proess (MSP ) and applying Equation 6.24:
STWC = RS + 2 ∗ PLANW (6.24)where RSP is the response-time of the last message in MSP ountingfrom the synhronization request instant and PLANW is the plan durationis ms.6.5.4 Ative master replaementThe replaement of the ative master by a bakup master, in ase of fail-ure, is based on a timer and on the normal CAN transmission and reeiveinterrupts. The takeover proess is depited in Figure 6.11. At the bakupmaster, upon the reeption of a trigger message, a timer is programmedto generate an interrupt during the reeption of the next trigger message.During the interrupt servie routine (ISR) assoiated with the reeption ofa trigger message the bakup master writes on the transmission bu�er itsown trigger message, orders its transmission and immediately after issues atransmission abort ommand. If the ative master is already transmitting atrigger message in the bus, then the abort operation is suessful, otherwisethe abort operation fails and the trigger message produed by the bakup
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Figure 6.11: Master replaement proessmaster is e�etively transmitted. In the latter situation the bakups masterbeomes the system ative master. This situation an be deteted beausea transmit interrupt will be raised in this latter ase.If there are several bakup masters present in the network the situationis similar, sine possible bakup master ontention is handled by the nativeCAN arbitration. This implementation is quite e�ient sine the masterreplaement delay is a fration of the trigger message duration, and so theperturbation due to master repliation is low.6.5.5 Experimental resultsTo assess the feasibility and orretness of the proposed synhronization pro-ess, some experiments were arried out using a 5-node network based onCANivete [FSMF98℄ boards. The EC duration was set to 8.9ms, the triggermessage used 2 data bytes, supporting a maximum of 8 synhronous mes-sages, and the maximum duration of the synhronous window was set to4.5ms. The plan duration was 30 ECs. The network workload also inludedasynhronous data messages, with up to 8 data bytes. The synhronousmessage set used in this experimental set up is represented in Table 6.11.The synhronous messages were sheduled aording to the Rate Monotonipoliy. In this ase the sheduling independent data onsists of the messageidenti�er, data size, period and absolute deadline, while the sheduling de-
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ID Period Deadline Init phase Size1 1 1 0 12 1 1 0 33 2 2 0 34 3 3 0 25 4 4 0 56 4 4 0 5Table 6.11: Synhronous message properties.(Period, Deadline and Init phase in ECs; Size in bytes)pendent data onsists only in the relative phasing of the messages at thebeginning of the next plan. All these properties are enoded in one byteeah.Using Equation 6.23, the total number of messages needed by mastersynhronization protool is three 8 byte messages for the sheduling inde-pendent data and one 8 byte plus one 4 byte messages to send the shedulingdependent data. The response time alulated from Equation 4.21 (Setion4.4.1) is 23.062ms, resulting in an upper bound for the synhronization time(Equation 6.24) STwc = 557.062ms.The experiment was repeated several times in di�erent onditions and,on average, the time to fully synhronize was around 385ms, whih is lessthan one and a half plans. However, in a small fration of the experimentsthis value was onsiderably higher (550ms), although below the omputedworst-ase value above referred. The low average synhronization time, whenompared to the worst-ase bound, an be explained by the use of a largeplan, leading to a high probability of the synhronization requests being om-pletely served before the end of the plan. Notie that due to low proessingpower of the miro-ontrollers used in the test platform, the use of suh alarge plan is a requirement.6.6 ConlusionThis hapter presents the ontributions to the FTT-CAN protool developedduring the sope of this thesis.



6.6. CONCLUSION 155Conerning the synhronous tra�, it is explored the possibility of usingdistint sheduling poliies, namely RM and EDF. Simulation and experi-mental results show that the use of EDF instead of RM allows to inrease thenetwork utilization e�ieny, with the inreased sheduling overhead beingre�eted on the master node only. Moreover, it is performed a omparisonwith other tehniques to perform EDF message sheduling on CAN. The re-sults show that the FTT-CAN protool ahieves similar levels of shedulabil-ity, but without inurring in some important drawbaks of those approahes,like high overhead in all network nodes, onstrained addressing sheme anddi�ulties in handling wide ranges of deadlines.Previous implementations of the FTT-CAN protool relied on a planningsheduler to redue the sheduling overhead in the master node. However,suh methodology also leads to a redution in the responsiveness to hangesto the synhronous message properties. In the sope of this thesis it wasdeveloped a method to overome suh e�et, by using the asynhronouswindow to onvey temporarily the synhronous messages during the periodthat the SMS is unable to re�et those hanges in the bus tra�. Themethod proposed allows to have response times upper bounded by 2 ECsplus the message period. Moreover, this response time beomes ompletelyindependent of the plan length, whih an thus be freely managed to suitthe proessing power of the platform.Other relevant ontribution to the FTT-CAN protool onsists in thedevelopment of the asynhronous messaging system. This hapter inludesthe adaptation of the generi analysis (Setion 4.4) to the FTT-CAN im-plementation. Moreover, it is also presented a set of experimental resultsthat show the validity of the implementation. These results show that theFTT-CAN protool is able to arry real-time event-triggered tra� underguaranteed timeliness.The �nal ontribution to the FTT-CAN protool is the development ofsynhronization and eletion protools for fault-tolerant FTT-CAN systems.The synhronization protool allows �rst the bakup masters to aquire theurrent message set properties, and then to synhronize the internal ativities(sheduler and dispather) with the ative master. The eletion protoolde�nes the proess of master replaement upon failure of the ative master.Although this is on-going work, the �rst approah herein presented shows apossible way to deal with the existene of a single point of failure, whih is



156 CHAPTER 6. CONTRIBUTIONS TO FTT-CANone of the main problems pointed out to entralized arhitetures, suh asthe FTT-CAN.



Chapter 7The FTT-Ethernet protoolIntelligent nodes, integrating miroproessors with ommuniation apabil-ities, are extensively used in the lower layers of proess and manufaturingindustries, as well as in the ontrol of omplex mahinery [Tho99℄. In theseenvironments, appliations range from embedded ommand and ontrol sys-tems to omputer vision, robotis and proess supervision. The amount ofinformation exhanged in these system has inreased dramatially over thelast years and it is now reahing the limits that are ahievable using tradi-tional �eldbuses, suh as CAN, WorldFIP and Pro�Bus [Son01, De01℄.On other hand, modern proess and manufaturing plants have layerednetwork arhitetures allowing a separation between the di�erent funtionallevels [BM01, JN01℄. A typial taxonomy of suh arhitetures onsists in3 levels, as depited in Figure 7.1. Bakbone level networks span the entireprodution faility and interonnet a broad range of omputer systems, sup-porting o�e, engineering, prodution and management appliations. Celllevel networks typially interonnet a small number of ontrol devies withina limited area (e.g. robots, onveyors, mahine tools), whih usually are re-sponsible by some spei� proess or manufaturing tasks within the plant.Finally, the Fieldbus layer interonnets the set of sensors, atuators andontrollers employed to perform spei� tasks within spei� mahines orproesses.Conerning the tra� harateristis, at the bakbone level usually thereare large amounts of tra� exhanged, with no real-time onstraints. Thistra� results frequently from the aess to remote resoures, like databases,and thus is bursty, with data pakets arrying several hundreds of bytes.157
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ShortFigure 7.1: Layer model of fatory ommuniationsResponse times in the range of seonds are usually aeptable [JN01℄. Atthe Cell layer there are both real-time and non real-time data exhanges,and typially the data pakets arry less data but our more often whenompared to the Bakbone level. Finally, at the Fieldbus level it is typiallyfound real-time tra�, usually generated by sensors and ontrol devies,onsisting of short data pakets assoiated either with partiular environmentvariables or atuation signals . These messages usually arry a few bytes atmost, and our regularly and frequently, demanding response times thatan as low as a few milliseonds.To ful�ll both timeliness and throughput requirements, several protoolshave been extensively analyzed for both hard and soft real-time ommu-niation systems, but Ethernet is emerging as one of the tehnologies ofhoie. Besides being a heap, mature and well spei�ed tehnology, withwide availability of both hardware equipment and tehniians familiar withthe protool, two major fators are behind this interest in Ethernet: band-width and ompatibility. In fat, steady inreases on the transmission speedhave happened in the past and are expeted to ontinue ourring in the nearfuture, and thus it an be expeted that Ethernet should be able to supporturrent and future demands in this type of appliations. With respet tothe ompatibility issue, TCP/IP staks over Ethernet are widely available,allowing the use of appliation layer protools suh as FTP, HTTP, SOAP,et. The support of suh protools leads to an inherent ompatibility withthe ommuniation protools used at higher plant levels, easing the informa-tion exhange between plant levels, whih in this ase an be aomplished



7.1. THE FTT-ETHERNET ELEMENTARY CYCLE 159without the need for ommuniation gateways [JN01℄. This framework fail-itates ubiquitous aess to devies in the plant, allowing for instane equip-ment ontrollers to ommuniate diretly with eah other, with informationsystem servers and with �eld devies.As disussed in Setion 3.3, the destrutive and non-deterministi arbi-tration mehanism employed by the Ethernet protool prevents its diret useto onvey real-time tra�. This situation led to the development of severalprotools meant to bring suh apabilities to Ethernet, the most representa-tives of whih have been brie�y desribed in Setion 3.3. However, none ofthese proposals ompletely ful�lls the requirements desribed in Setion 4.1,whih are summarized bellow.
• Time-triggered ommuniation with operational �exibility;
• Support for on-the-�y hanges both on the message set and the shedul-ing poliy used;
• On-line admission ontrol to guarantee timeliness to the real-time traf-�;
• Indiation of temporal auray of real-time messages;
• Support of di�erent types of tra�: event-triggered, time-triggered,hard real-time, soft real-time and non-real-time;
• Temporal isolation: the distint types of tra� must not disturb eahother;
• E�ient use of network bandwidth;
• E�ient support of multiast messages;This observation fostered the interest in applying the FTT paradigm toEthernet, leading to the FTT-Ethernet protool, whih will be presented inthe reminder of this hapter.7.1 The FTT-Ethernet Elementary CyleThe FTT-Ethernet elementary yle struture follows losely the FTT paradigmEC struture desribed in Setion 4.2.2 and it is depited in Figure 7.2. The
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Len:10Figure 7.2: FTT-Ethernet Elementary CyleEC starts with the trigger message, whih in this ase onveys the quantity,identi�ation and length of the synhronous messages that should be pro-dued in the respetive synhronous window. With this information nodesan ompute the transmission instants of eah of the synhronous messagesas well as the length of the synhronous window.7.1.1 Message ArbitrationAs disussed in Setion 3.3.1, the CSMA/CD arbitration tehnique employedby Ethernet turns it inadequate to arry real-time tra�, sine the messagetransmission times are non-deterministi. To overome this situation, theFTT-Ethernet protool adds a transmission ontrol layer above the EthernetMAC, to ahieve preditable transmission times.Conerning the synhronous tra�, the TM onveys not only the identi-�ation of the messages but also their transmission time (Figure 7.2). More-over, the messages must be transmitted in the same order indiated in theTM. This way, nodes having synhronous messages sheduled for transmis-sion an ompute the time required by other synhronous messages thatmust be transmitted before and start the transmission at that instant. Ifall the nodes follow this strategy the transmission instants beome disjointin the time domain and thus no ollisions our, resulting in preditabletransmission times.With respet to the asynhronous tra�, a di�erent arbitration shememust be used. Contrarily to the synhronous tra�, in this ase there isno global knowledge about whih nodes in the system have messages totransmit. The only way that nodes have to gather information about thesystem status is by monitoring the ommuniation medium state. To ahieveollision-free transmissions, the FTT-Ethernet protool adopts a distributed



7.1. THE FTT-ETHERNET ELEMENTARY CYCLE 161
1 2 3 4 5 6 7

TMTM

Synch.
Window Asynchronous Window

Asynchronous messages 
  2,4,6 and 7 ready

Ethernet
Bus

ID 
counters

SLOT
IDLE

Figure 7.3: Asynhronous message arbitration shemearbitration sheme based on mini-slotting, whih uses the ommuniationmedium status to assign the right to transmit to the highest priority readymessage. Asynhronous messages have a unique identi�er (Setion 4.2.3),and to eah identi�er it is assoiated an also unique priority and a orre-sponding transmission slot.The asynhronous window is divided in time slots, eah one assigned to aspei� message ID (Figure 7.3). After the start of the asynhronous window,all the nodes in the network that are senders of asynhronous messages setan internal ID ounter to a prede�ned value (e.g. 1), whih orresponds tothe highest possible priority. If the asynhronous message with priority 1 isready, its sender node starts its transmission. If not, the bus will remain idle.After a pre-de�ned amount of time (SLOT_IDLE), all the nodes hek thebus state. If there is an ongoing transmission, the nodes wait for the endof the transmission and then inrement the internal ID ounter. If there isno ongoing transmission, the nodes infer that the message was not readyfor transmission and inrement the internal ID ounter immediately. Thisproess is repeated until the end of the asynhronous window and providesa ollision free arbitration mehanism for event messages.7.1.2 Enforing temporal isolationTo maintain the temporal properties of the tra�, both synhronous andasynhronous messages should be on�ned within their respetive windows,enforing a strit temporal isolation between both phases. As in the ase ofFTT-CAN, this is ahieved by preventing the start of message transmissionsthat ould not omplete within their respetive window.Conerning the synhronous tra�, messages sheduled to be transmittedshould �t within their respetive window, unless some abnormal event or
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Figure 7.4: Preventing window overrunperturbation, suh as an error, has prevented them to be transmitted at thesheduled instants. To avoid that in this situation the messages ould extendbeyond the synhronous windows, eah node that transmits a message isalso responsible for verifying if the message has been ompletely transmittedwithin the spei�ed time interval (Figure 7.4). To perform this operation,whenever a node is allowed to transmit a message it also sets a timer thatexpires at the expeted end of transmission instant plus a small toleranefator (δ in Figure 7.4). When this timer expires the status of the Ethernetontroller is veri�ed and, if due to some abnormal ondition the message hadnot yet be transmitted, its transmission is aborted.Conerning the asynhronous tra�, nodes having ready asynhronousmessages have no knowledge about the state of the remaining nodes. There-fore there are no guarantees that the set of ready messages among all systemnodes will �t within the asynhronous window. Thus, when a node havingasynhronous messages to transmit wins the arbitration proess (as desribedin Setion 7.1.1) it must verify if the time remaining until the end of the asyn-hronous window in enough to transmit the message. If so, it transmits themessage (Messages 2,4 and 7 in Figure 7.3). If not, the transmission is notstarted and the message is kept in the transmission queue until the followingEC (Message 6 in Figure 7.3). As for the ase of the synhronous tra�,sender nodes must verify if at the expeted end of transmission instant themessage was in fat ompletely transmitted, and issue an abort transmissionommand if due to some perturbation the transmission was delayed.7.1.3 FTT-Ethernet message typesThe FTT-Ethernet protool de�nes the following message types:
• EC Trigger Message [TM_MESG_ID℄;
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7 Bytes 1 Byte 6 Bytes 6 Bytes 2 Bytes [46,1500] Bytes 4 BytesFigure 7.5: FTT-Ethernet frameType TM Flags Num. ID Tx ...TM Type Master ID Reserv. Seq. Num. Synh. Mesgs Time2 Bytes 2 Bytes 2 Bytes 2 Bytes 1 Byte ...[b15..b12℄ [b11..b0℄ Undef. [b7..b0℄ [b15..b0℄ [b15..b0℄ [b7..b0℄ ...TM_MESG_ID 0 to 4096 Undef. 0 to 256 0 to 65535 0 to 65535 0 to 256 ...Table 7.1: EC Trigger Message struture
• Synhronous Data Messages [SM_DATA_MESG_ID℄;
• Asynhronous Data Messages [AM_DATA_MESG_ID℄;
• Control Messages [CONTROL_MESG_ID℄;
• Foreign protool messages;The struture of native FTT-Ethernet messages (Trigger Message, Syn-hronous and Asynhronous data messages and Control Messages) is de-pited in Figure 7.5. These messages use the Ethernet broadast address(destination address of the Ethernet frame set to all 1's), required by theproduer-onsumer o-operation model, and use the Ethernet frame Type�eld set to a onstant value (FTT_TY PE), in order to allow the identi-�ation of the protool spei� frames. Foreign protool messages are notmodi�ed by the FTT-Ethernet protool and thus its ontents and addresssheme is not hanged.Trigger messageThe ontents of the TM is depited in Table 7.1.The Type �eld ontains two sub-�elds, the TM Type whih onveysa onstant value (MST_MESG_ID) identifying the frame as a TM, andthe Master ID sub-�eld that ontains a unique identi�er for eah one of



164 CHAPTER 7. THE FTT-ETHERNET PROTOCOLType SDM Flags Time to MessageSDM Type SDM ID Reserved Seq. Num. Deadline Data2 Bytes 2 Bytes 2 Bytes up to[b15..b12℄ [b11..b0℄ Undef. [b7..b0℄ [b15..b0℄ 1494DATA_MESG_ID 0 to 4096 Undef. 0 to 256 0 to 65535 BytesTable 7.2: Synhronous Data Message struturethe masters in the network. This �eld is expeted to be used in the imple-mentation of a master redundany protool, similar to the one presented inSetion 6.5 for the FTT-CAN protool. The TM Flags �eld also ontainstwo sub-�elds: a Reserved sub-�eld that is not used in the urrent ver-sion, and a Sequene Number sub-�eld that is inremented by the ativemaster in eah EC, failitating the detetion of missing trigger messages.The Number of Synhronous Messages �eld indiates how many syn-hronous messages are sheduled for the urrent EC. Finally, it follows a setof (ID + Tx Time) that identify eah of the synhronous messages thatshould be produed in the EC as well as their respetive transmission time,in µs.Synhronous data messagesSynhronous Data Messages are used to periodially distribute state dataamong the network nodes, and are always transmitted within the synhronouswindow, when indiated in the EC-Shedule onveyed in the TM. The syn-hronous data message struture is depited in Table 7.2.The Type and SDM Flags �elds are equivalent to their ounterparts inthe TM above desribed. The SM_DATA_MESG_ID onstant it is usedin the SDM Type sub-�eld, tagging the message synhronous. The Timeto Deadline is used to onvey information about the �age� of the data,as desribed in Setion 4.2.4. Finally, if follows the Message Data �eld,whih onveys the data itself. Sine Ethernet's data �eld is onstrainedto a maximum of 1500 Bytes and the overhead due to the FTT-Ethernetprotool (Type, SDM Flags and Time to Deadline �elds) is 6 bytes, eahFTT-Ethernet synhronous data message an arry up to 1494 data bytes.



7.1. THE FTT-ETHERNET ELEMENTARY CYCLE 165Type SDM Flags Time to MessageADM Type ADM ID Reserv. Seq. Num. Deadline Data2 Bytes 2 Bytes 2 Bytes up to[b15..b12℄ [b11..b0℄ Undef. [b7..b0℄ [b15..b0℄ 1494AM_DATA_MESG_ID 0 to 4096 Undef. 0 to 256 0 to 65535 BytesTable 7.3: Asynhronous Data Message strutureAsynhronous data messagesAsynhronous Data Messages are used to onvey event information, andare sent after expliit appliation request. Asynhronous data messages arealways transmitted within the asynhronous window. The struture of athese frames is depited in Table 7.3.The struture of this frame is similar to the synhronous data messageframe, exept that in this ase the AM_DATA_MESG_ID onstant it isused in the ADM Type sub-�eld, tagging the message as asynhronous.As in the ase of FTT-CAN, there are two levels of priorities assoi-ated with asynhronous data messages whih map into two di�erent tra�lasses. Higher priority (RT) asynhronous messages are subjet to real-timeguarantees, and thus appropriate analysis (Setion 4.4) an be performed inorder to know in advane if its timeliness requirements an be met. However,suh analysis does not involve the low priority (NRT) asynhronous mes-sages, whih are thus handled aording to a best-e�ort poliy. Low priorityasynhronous messages fall into the non-real-time asynhronous tra� lass.Asynhronous RT messages are assigned to higher priorities than NRT ones,thus are always transmitted �rst during the asynhronous window (Setion7.1.1). By this reason it is safe to ignore the presene of the NRT asyn-hronous messages in the shedulability analysis.Asynhronous ontrol messagesAsynhronous Control messages are used to perform system management (e.gmaster synhronization data, software download, requests for SRT hanges,et.). The internal struture of this type of frame is similar to the strutureof both synhronous and asynhronous data messages, as an be observed inTable 7.4, with the only di�erene in the Type �eld, where it is indiated inthis ase that the message is an asynhronous ontrol message (CM Type



166 CHAPTER 7. THE FTT-ETHERNET PROTOCOLType SDM Flags Time to MessageCM Type CM ID Reserv. Seq. Num. Deadline Data2 Bytes 2 Bytes 2 Bytes up to[b15..b12℄ [b11..b0℄ Undef. [b7..b0℄ [b15..b0℄ 1494CONTROL_MESG_ID 0 to 4096 Undef. 0 to 256 0 to 65535 BytesTable 7.4: Control Message struture�eld set to CONTROL_MESG_ID).As for asynhronous data messages, there are also two priority levelsassigned to ontrol messages. The high-priority messages (HP) have thehighest priority among all the asynhronous messages and are used for time-ritial management operations, suh as alarms. The lower priority (LP)ontrol messages have the lower priority among all the asynhronous mes-sages and are used to arry operations that are not time onstrained, suhas remote diagnosis and data logging.7.2 Shedulability analysis7.2.1 Message's transmission time omputationShedulability analysis requires the preise knowledge of the time neessaryto perform the transmission of eah message arried in the system, whih isomputed as follows.Trigger MessageThe FTT-Ethernet TM length an vary from EC to EC, depending on thenumber of synhronous messages sheduled for transmission on eah EC.However the use of varying values for the length of the TM in simpler shedu-lability tests is not desired sine it would require a signi�ant omputationoverhead (in fat it would be neessary to build the shedules to know howmany messages would be sheduled for eah EC). Thus it is de�ned a max-imum value for the number of messages that an be sheduled in eah EC(EC_MAX_SMESG) that is used to ompute a worst-ase (maximum)transmission time for the TM (LTM). The TM requires an overhead of 6Bytes (Type, TM Flags and Number of Synhronous Messages �elds) plus 3bytes (ID + TX Time �elds) for eah synhronous message sheduled for the
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EC usage(Max mesgs by EC (%)/ Bytes) EC(ms) 5 10 50 10010/72 57.6 1.15 0.58 0.12 0.0620/92 73.6 1.47 0.74 0.15 0.0750/182 145.6 2.91 1.46 0.29 0.15100/332 265.6 5.31 2.66 0.53 0.27Table 7.5: Communiation overhead imposed by the EC Trigger Messagerespetive EC. Therefore, onsidering the length restritions (Setion 3.3.1),the worst-ase length (in bytes) for the TM is given by Equation 7.1.

LTMbyte =

(

72 , EC_MAX_SMESG < 14

32 + 3 ∗ EC_MAX_SMESG , EC_MAX_SMESG ≥ 14
(7.1)Ethernet devies must allow a minimum idle period between transmissionof frames [IEE℄, ommonly known as inter-frame gap (IFG) or inter-paketgap (IPG). This time period is meant to provide a minimum reovery timebetween frames to allow devies to prepare for reeption of the followingframes. The minimum inter-frame gap is 96 bit times, whih orresponds to9.6µs for 10 Mbps Ethernet and 960ns for 100 Mbps Ethernet. Knowing thetransmission speed (TXRATE), the worst-ase time required to transmit thetrigger message an now be omputed (Equation 7.2).

LTM =
LTMbyte ∗ 8 + 96

TXRATE

(7.2)As stated in Setion 4.2.1, the use of the master/multi-slave transmis-sion ontrol, in whih one single TM triggers the transmission of several datamessages in distint nodes, allows to onsiderably redue the protool over-head when ompared with a pure master-slave transmission ontrol. Table7.5 presents the worst-ase overhead due to the transmission of the TM inFTT-Ethernet in four exempli�ative senarios, referred to 10Mbps Ether-net ([IEEf℄). Reall that this overhead depends on the EC length and themaximum number of synhronous messages allowed in eah EC.
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Figure 7.6: Ethernet propagation delayControl and data messagesNoting that the FTT-Ethernet protool overhead required by both syn-hronous, asynhronous and ontrol messages is equal, its respetive bytelength and transmission times an be omputed using Equations 7.3 and 7.4respetively, where DLC represents the data payload of the message.
MLen =

{

72 , DLC ≤ 40

26 + 6 + DLC , DLC > 40
(7.3)

MTX_time =
MLen ∗ 8 + 96

TXRATE
(7.4)7.2.2 Synhronous tra�The shedulability analysis presented in Setion 4.3 an be diretly appliedto the FTT-Ethernet protool with just a small adaptation.Due to the relation between the transmission speed and the bus length,in Ethernet distint reeiver nodes an be reeiving di�erent bits in the sametime instant, as depited in Figure 7.6.This transmission methodology results in some unpleasant e�ets. Onone hand, unless the �opper distane� of the distint network nodes is knownin advane, there is no easy way to make the distint nodes to agree in aommon time value for the reeption instant of the trigger message. On theother hand, it must be ensured that messages have enough time to propagatethrough all the network before other message an start to be transmitted.
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tFigure 7.7: Unwanted ollision between synhronous messagesAn exat omputation of this value would require a preise knowledge aboutthe network length and the position of eah node within the network. Ifboth these e�ets are not properly onsidered, frame ollisions an our,ompromising the ful�llment of the tra� timeliness requirements. Figure7.7 depits a senario with a master node and two slaves, one near the masterand the other in the farther end of the network. If the propagation delay (δ)is ignored in the sheduling, a ollision between synhronous messages M4and M5 happens.Computing aurately the message propagation delays would require aomplete haraterization of the network, namely the propagation speed inthe physial medium, delays due to the presene of hubs and the relative po-sition of the nodes. Gathering all this information not only is omplex butalso would imply that any hange on the network topology, suh as addingor removing nodes or even onnet a node to a di�erent hub port, wouldimpat on the sheduling parameters. Moreover, the inlusion of this infor-mation would strongly inrease the sheduling omplexity. Therefore, forthe FTT-Ethernet implementation it was deided to use a single worst-asevalue, ETH_DELAY_UB, whih depends only on the worst-ase propa-gation delay that an our between any two points of the network. Thisvalue is then added to the transmission time of all messages. Although thisapproah is less e�ient, onerning network utilization, than the exat om-putation of the values for eah message, it does not imply any inrease in thesheduling overhead. Moreover in many appliations the �eldbus networksspan over limited geographial regions and thus the propagation delays areonsiderably shorter that the 464 bit times values allowed by the Ethernetprotool ([BMK88℄). The ETH_DELAY_UB value an be easily om-
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Figure 7.8: Inluding the propagation delays in the sheduleputed by knowing the maximum able length of the Ethernet segment and,when present, by adding the delays due to hubs, whih is a parameter thatis usually available from theirs respetive data-sheets. Figure 7.8 illustratesthe same set-up depited in Figure 7.7, but with the message transmissiontimes in�ated as desribed above.7.2.3 Asynhronous tra�The asynhronous tra� shedulability analysis presented in Setion 4.4 wasbased on the following assumptions:1. When two or more asynhronous messages ontend for bus aess, theyare transmitted stritly aording to their relative priorities;2. The transmission time of all message instanes of the same messagestream are the same;3. The arbitration proess does not onsume bandwidth.With the mini-slotting arbitration mehanism used by the FTT-Ethernetprotool (Setion 7.1.1) assumption 1 is met. Moreover, in Ethernet thepaket size does not depend on the partiular data value, thus assumption 2is also met. However, the mini-slotting sheme uses waiting times to assessthe bus state and thus assumption 3 is violated.Aording to the mini-slotting sheme desribed in Setion 7.1.1, thereis a disjoint time interval assigned to eah asynhronous message. Whena node has a message to transmit it must wait for the right slot and then
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tFigure 7.9: Asynhronous arbitration overheadstart the transmission. The transmission must start within a spei� timeinterval sine the other network nodes will assess the bus state after that sametime interval to infer if the message was ready or not. Although the nodesshould start the transmission right after the beginning of the respetive slot,due to the proessing overhead required to trigger a message transmissionand also due to the propagation delay in the physial medium, the startof the message an be reeived at any time during the pre-de�ned timeslot duration. Due to this unertainty a onservative approah should beused, that is, eah arbitration step is onsidered as requiring the maximumpossible time (SLOT_IDLE). If this onservative approah is used thearbitration proess an be easily modeled, sine the total arbitration time feltby a partiular message beomes independent of the higher priority messagesbeing ready or not. This is illustrated by Figure 7.9, where asynhronousmessage AM3 observes 3 time slots used by the arbitration proess, despitehigher priority messages AM1 and AM2 being ready for transmission (ontop) or not (on bottom).Therefore Equation 4.24 requires only a small modi�ation to aount forthe overhead due to the mini-slotting arbitration sheme. Noting that thearbitration proess is started in the beginning of eah asynhronous window,in eah new EC the mini-slot ID ounter is preset to 1 and the arbitrationproess is restarted. Thus, an asynhronous message i su�ers two types ofinterferenes from higher priority messages:
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• An arbitration interferene, ourring one by eah higher priority mes-sage (ready or not), in every EC;
• The transmission time of the ready instanes;The arbitration overhead is independent of the properties of the higher pri-ority messages. It is only important to know how many higher priority levelsexist (Nhpi

) and the length of the arbitration slot. Equation 7.5 models boththese fators.
Hi(t) =

∑

j∈hpi

⌈

t + σub

mitj

⌉

∗ Cj +

⌈

t

E

⌉

∗ SLOT_IDLE ∗ Nhpi
(7.5)7.3 FTT-Ethernet implementationThe implementation of the FTT-Ethernet protool requires an adequatemanagement of its omponents and of the interations among these andthe appliation software, in order to obtain a orret behavior of the om-muniation system. The most sensitive protool omponents, suh as theDispather and the Sheduler in the master and the FTT-Ethernet InterfaeLayer in the slaves, present tight temporal onstraints that must be met. Toful�ll these temporal onstraints and support a higher abstration level in theappliations development, the FTT-Ethernet implementation was performedover a real-time kernel. The real-time kernel should support multitasking,real-time sheduling, expression of diverse task onstraints (e.g. temporal,preedene and resoure), inter-task ommuniation and synhronization,and devie drivers to isolate hardware dependent ode. The real-time kernelused was S.Ha.R.K. (Soft and Hard Real-time Kernel) [GGAB01℄, devel-oped in the ReTiS Lab of Suola Superiore di Studi e Perfezionamento S.Anna, in Pisa, Italy.7.3.1 S.Ha.R.K. brief overviewS.Ha.R.K. is a dynami on�gurable kernel designed for supporting hard,soft, and non real-time appliations with interhangeable sheduling algo-rithms. The kernel is fully modular in terms of sheduling poliies, aperi-odi servers, and onurreny ontrol protools. Modularity is ahieved by



7.3. FTT-ETHERNET IMPLEMENTATION 173partitioning the system ativities between a generi kernel and a set of mod-ules, whih an be registered at initialization time to on�gure the kernelaording to spei� appliation requirements. The kernel supports deviesheduling, thus allowing to extend sheduling algorithms used for the CPUto other hardware resoures. Tasks are owned by Sheduling Modules; eahsheduling module behaves like a multi-level sheduler, in the sense thattasks registered on high priority modules are sheduled in foreground withrespet to tasks registered on lower priority modules. The system is om-pliant with almost all the POSIX 1003.13 PSE52 spei�ations to simplifyporting of appliation ode developed for other POSIX ompliant kernels.In addition to the standard features of the previously referred spei�ations,S.Ha.R.K. provides various other servies, suh as:
• Temporal isolation and task exeution time ontrol;
• Cyli Asynhronous Bu�ers and other mehanisms for non-blokingommuniations;
• Interrupt and hardware port handling.7.3.2 Implementing FTT-Ethernet on top of SharkAs referred above, the FTT-Ethernet protool inludes omponents that aretime-ritial as well as other omponents with more relaxed time-onstraints.Moreover, it is important to redue to a minimum the potential interfereneof the appliation software in the timeliness of the protool omponents.These di�erent timeliness requirements are easily managed by S.Ha.R.K.,through its expliit support to tasks with distint QoS requirements. Inpartiular, the implementation of the Master node and of the Slave nodesinserts the set of important tasks in a higher priority sheduling module thanthe other non-ritial tasks.Master nodeThe time ritial tasks performed inside the master node are the Shedulerand Dispather tasks. The Master node also may arry other non-ritialativities suh as the keyboard and display handling. The order of exeutionof the time-ritial tasks related to ommuniation ativities is shown inFigure 7.10.
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Figure 7.10: Master node: time-ritial ativitiesThe Dispather task is responsible for transmitting the EC trigger mes-sage, whih arries the EC-Shedule for an elementary yle. Sine the or-ret behavior of the ommuniation system is linked to the regularity of theEC duration, this task reeives the highest priority and it is autonomouslyand periodially ativated using the appropriate kernel servies for hardtasks. The transmission of the EC trigger message is ahieved by a allto the S.Ha.R.K. network API that diretly sends a paket to the Ethernetlayer.The Sheduler also has strit time onstraints beause it must deliver anew EC shedule before the start of the next EC. For that reason its exeu-tion is enabled as soon as the Dispather reads the urrent EC shedule fromthe EC Shedule Register. It is thus preedene onstrained with respet tothe Dispather, and therefore it is registered as a hard aperiodi task. Un-like the Sheduler, whih has only a deadline onstraint, the Dispather ishighly sensitive to jitter. Therefore, it is assigned to a sheduling module ona higher priority level than the Sheduler task.Slave nodesThe internal ritial tasks exeuted inside the slave nodes are related tothe orret transmission and reeption of the Ethernet messages. Othernon-time-ritial ativities are arried out by the system, suh as the loalrequirements database (NRDB) management, the update of the loal bu�ers,the interfae to higher protool layers, and �nally user tasks with keyboardand operator onsole handling. The message transmission and reeptiongroup inludes two tasks, exeuted in the order depited in Figure 7.11.Notie that slave nodes must wait for an TM before initiating any ommu-niation ativity. Then, every time an Ethernet paket arrives, an interruptis raised. To limit the interferene of that interrupt on the urrently runningtask, the network interrupt handler queues the paket and ativates a task
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Figure 7.11: Slave node: time-ritial ativities(Network_RX in Figure 7.11). This task is sheduled with all the othertasks, and it is responsible for parsing the paket header and separating theEC trigger messages from real-time and non-real-time ones. Sine the ati-vations of the Network_RX task follow an unknown pattern, the respetivetask model is soft. The nodes beome aware of the reeption of messagesonly after the exeution of the Network_RX task. Therefore, this task mustbe inserted into the highest priority sheduling module.The reeption of an EC trigger message ativates a task, Msg_Prod. Thistask identi�es whih loal synhronous messages must be transmitted in theurrent EC and sets a number of timed-events, managed by the kernel, whihwill ause the transmission of the messages to our at appropriate instantsin time. Unbounded delays in the exeution of this task lead to delays inthe predetermined transmission instants and, onsequently, to ollisions onthe bus. Therefore, this is the most time-ritial and jitter-sensitive task onthe slave node and for that reason it is also inserted into the highest prioritysheduling module.7.4 Experimental resultsThe FTT-Ethernet protool inherits the properties of the FTT paradigm,namely on-line hanges to the message set, distint lasses of messages (syn-hronous and asynhronous) with di�erent timeliness requirements (hard,soft and non-real-time) and arbitrary sheduling poliies. Some experi-ments onerning the implementation of RM and EDF sheduling poliieshave been performed [PAG02℄, yielding results similar to the ones obtainedfor its FTT-CAN ounterparts (Setion 6.2.2). However, due to its highbandwidth apaity, FTT-Ethernet is partiularly well suited to support de-manding real-time appliations omprising ativities suh as multimedia and



176 CHAPTER 7. THE FTT-ETHERNET PROTOCOLomputer-vision. Many of these appliations have highly variable resourerequirements, and thus high e�ieny gains an result from the implemen-tation of adequate QoS poliies, whih has motivated a speial emphasis onthe study and implementation of QoS management in the FTT-Ethernetprotool.The issue of QoS management as been introdued in Setion 5 onerningthe FTT paradigm. This setion presents the implementation of the ElastiTask Model [BLA98℄ over FTT-Ethernet.7.4.1 Experiment haraterizationThe Elasti Task Model has been implemented on the top of the S.Ha.R.K.kernel [GGAB01℄ with the FTT-Ethernet as the real-time ommuniationprotool. A set of experiments on a multimedia appliation were performed.The same set of experiments was arried out also with Hub and Swith basedEthernet to assess the bene�ts of the presene of a deterministi ommuni-ation layer.The developed appliation onsisted in the simulation of a video surveil-lane seurity system, ontaining a set of physially distant video amerasand a entral onsole. Eah amera an be served by distint QoS, aord-ing to the urrent bandwidth availability and the relevane of the data beingsent. Change requests submitted to the Synhronous Messaging System are�rstly submitted to the elasti guarantee mehanism. If the requests resultin an unfeasible message sets, they are rejeted. Conversely, if the resultingmessage set is shedulable, the QoS manager alulates the new periods andupdates the Synhronous Requirements Table aordingly. Sine the SRT isused both by the QoS manager and the Sheduler, it was used a mutex toenfore atomi updates.The experimental set-up onsists on 6 PC's, one ating as FTT Master,four as slaves, eah produing a message stream assoiated to one amera,and �nally one PC dediated to olleting network tra� data. The om-muniation infrastruture was Ethernet at 10Mbps.The simulated ameras have a resolution of 384*288 pixels and a olordepth of 8 bits, yielding a frame size of 884.7 Kbit. The amera data framesare sent without any kind of ompression. Sine the image frame size is largerthat the maximum Ethernet paket size, eah image frame is split in 1000Byte pakets. A header ontaining the amera ID, frame and paket number,
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Cam. Ci(FTT/ET ) Ti0 Timin

Timax Ei1 0.89/0.84 10 5 30 12 0.89/0.84 10 5 30 23 0.89/0.84 10 5 30 44 0.89/0.84 10 5 30 6Table 7.6: Task set parameters used in the experiments. (Periods and trans-mission times in milliseonds)
Camera t ≤ 2s 2s < t ≤ 5s t > 5s1 10 5 102 10 10 103 10 15 104 10 20 10Table 7.7: Periods of eah message (ms) during the experiments.and paket data size is added to eah paket, yielding a total Ethernet paketdata size of 1010 Bytes.The task set parameters used in the experiment are shown in Table 7.6,where Ci represents the message transmission time (at 10Mbps) both for theFTT and Ethernet ase, Ti0 , Timin

and Timaxare the nominal, minimum andmaximum periods respetively and Ei is the message's elasti oe�ient.At the beginning of the experiment all ameras send data at the nominalrate. At time t = 2s amera 1 requests an inrease in its QoS. This request isfound to be feasible by the elasti guarantee mehanism as long as ameras3 and 4 derease their QoS. The elasti task model �nds a feasible set with
{T1 = 5ms ; T2 = 10ms ; T3 = 15ms ; T4 = 20ms}. At time t = 5s, the QoSrequirement of amera 1 is reset to its nominal value, ausing all the amerasto return to their nominal QoS.The resulting message periods during the experiments are summarizedin Table 7.7.Pratial experiments with this tra� pattern were made using bothFTT-Ethernet as well as Hub and Swith based Ethernet.
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Figure 7.12: Pakets sent using FTT-Ethernet.7.4.2 Results with FTT-EthernetIn the FTT-Ethernet setup the EC duration was set to 5ms (E=5ms) and thesynhronous window was upper bounded to 37% of the EC (LSW=1.85ms),representing a maximum bandwidth of 3.7Mbps available for the synhronoustra� (SMS). This type of tra� was sheduled aording to the EDF poliy.As referred in Setion 4.3, it is important to haraterize and bound theommuniation overheads per message transmission/reeption and inludethem in eah message transmission time, for admission ontrol and shedul-ing purposes. These overheads depend on both network properties, suh aslength and number of hubs, as well as on variable latenies imposed by thenode's hardware and operating system in the transmission and reeption ofmessages. The ombined e�et of these aspets was experimentally mea-sured and upper bounded to 50µs. Furthermore, eah synhronous messagealso inludes a spei� FTT-Ethernet header (Setion 7.1.3) with additionalontrol bytes. The resulting paket size, for 1000 data bytes, is 8896 bitsresulting in a transmission time of approximately 0.890ms at 10 Mbps.Figure 7.12 presents the number of pakets transmitted by eah of thenodes as a funtion of time, during the experiment. Initially, all amerassend pakets at the same rate. However, at time t = 2s, the aumulatednumber of pakets sent by eah amera starts to diverge as a onsequeneof a request from amera 1 to inrease its QoS. The elasti mehanism �nds
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Camera ID 1 2 3 4Rel. release jitter (avg) (%) 0.53 0.45 1.85 2.83Absolute release jitter(%) 8.66 7.80 9.79 21.39Table 7.8: Message jitter with FTT-Ethernet.a feasible set, whih results in an inrease of the bandwidth assigned tothis amera and a derease in the bandwidth assigned to ameras 3 and 4.At t = 5s, amera 1 requests a QoS redution to its nominal value. Thisimpliitly auses the QoS of the remaining ameras to be inreased to theirnominal value, too. Consequently, from that moment on, all ameras startsending pakets at the same rate again.Table 7.8 summarizes the �gures onerning the jitter su�ered by themessages sent by eah of the ameras. The values are presented in perentageand normalized to the respetive message period. Despite the ourrene ofhanges in the message set, these values are relatively small due to the ontrolof transmission instants, preventing the ourrene of message ollisions.7.4.3 Results with hub-based EthernetA seond experiment was arried out using the same ommuniation infras-truture as in the previous setion, but without the use of the FTT-Ethernetlayer. In eah node a task was on�gured to reprodue the same data ratedesribed above, at approximately the same instants, but without synhro-nization.In this senario, the Ethernet paket is omposed of the data bytes plus aheader, 10 bytes long, onveying information required to allow the onsumersto identify and reassemble the data. The total paket size amounted to 8384bits, orresponding to a transmission time of approximately 0.84 ms.The number of pakets sent by eah node during the experiment followsa pattern very similar to the one obtained with FTT-Ethernet (�g. 7.12).However, as an it be observed in Table 7.9, there are, now, lost pakets andan absolute release jitter that is onsiderably greater than the one experi-ened in the previous ase.It is interesting to observe that, despite using a relatively light load(around 35%), the event-triggered nature used in this approah leads tosituations where, at some instants, several messages beome ready simul-
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Camera ID 1 2 3 4Rel. release jitter (avg) (%) 0.66 1.71 1.13 0.69Absolute release jitter(%) 66.44 91.65 90.33 90.81Lost pakets (%) 1.65%Table 7.9: Message jitter (shared Ethernet).
Camera ID 1 2 3 4Rel. release jitter (avg) (%) 6.13 0.32 11.00 17.01Absolute release jitter (%) 66.61 74.61 83.30 126.41Table 7.10: Message jitter (swithed Ethernet).taneously, originating ollisions. In turn, these ollisions result in a stronginrease in the jitter �gures and sometimes in lost pakets.7.4.4 Results with swithed EthernetIn this ase, the experimental setup is similar to the one desribed in theprevious setion, exept that a swith was used to interonnet the nodes,instead of a hub. Again, the number of pakets sent by eah node duringthe experiment follows roughly the same pattern as in both previous ases.However, when omparing with the results obtained in the hub-based exper-iment, there are no lost pakets, now. This result was expeted, sine theuse of a swith avoids message ollisions and the total bandwidth requestedwas well below the network maximum throughput.Conerning the jitter �gures, shown in Table 7.10, it an be observedthat the values for amera 4 are the greatest among all the experiments,with some messages delayed by more than one period. This phenomenon isexplained by the bu�ering made at the swith ports.7.4.5 Experimental results analysisThis Setion presented the appliation of the Elasti Task Model to messagesheduling on a ommuniation network using the FTT-Ethernet real-timeommuniation protool. The Elasti Task Model was integrated in theFTT-Ethernet protool, ating both as QoS and admission ontrol manager,providing a framework in whih periodi messages an be served by distint



7.5. CONCLUSION 181QoS during system's normal operation. This model is partiularly useful fordistributed systems supporting dynami environments, in whih appliationshave to adapt to the varying operational onditions, leading to variationsboth in internal omputational ativities and messages exhanged by theunderlying ommuniation system. The poliy for seleting a solution duringrun-time is impliitly enoded in elasti oe�ients provided by the user atsystem on�guration time.The results obtained have shown that the arhiteture herein presentedis able to handle dynami sets of periodi messages, without jeopardizingthe systems timeliness. The same set of experiments was arried out alsoon hub and swith-based Ethernet, with the same tra� pattern oded ineah node. In both of these methods the real-time performane was worsethan the one provided by FTT-Ethernet, beause either large jitter as wellas frame losses.7.5 ConlusionThis hapter presents the implementation of the FTT paradigm over theEthernet network protool.The synhronous tra� analysis and sheduling only requires a smalladaptation, whih onsists in the addition of a �xed time lapse to message'stransmission times to aount for the propagation delay that messages maysu�er in Ethernet networks. With this adaptation, the FTT-Ethernet im-plementation follows stritly both the model and analysis developed for theFTT paradigm.This hapter also presents the asynhronous message system arbitrationsheme, whih is implementation dependent. The adopted sheme is basedin mini-slotting. This sheme enfores the transmission of messages stritlyaording to their priority, as required by the FTT paradigm. Moreover,this hapter also inludes the adaption of the generi response time analysis.Thus, FTT-Ethernet is able to support real-time asynhronous messages.Some experiments have been arried to assess the performane of theFTT-Ethernet implementation. These experiments were based on the sim-ulation of a video-surveillane system, with video streams having dynamiQoS requirements. Besides FTT-Ethernet, the same set of experiments wasarried also over shared and swithed Ethernet. The results obtained allow



182 CHAPTER 7. THE FTT-ETHERNET PROTOCOLto onlude that in suh onditions FTT-Ethernet performs better, providingollision-free message transmission, with low jitter and no lost pakets.



Chapter 8Conlusions and future work
8.1 ContributionsThe researh presented in this dissertation fouses on the quest for real-time ommuniation paradigms and protools able to e�iently support therequirements of �exible real-time distributed systems used in ontrol appli-ations. The following requirements have been identi�ed:

• Support for on-line message sheduling of time-triggered messages basedon dynami requirements;
• Support for on-line message sheduling of time-triggered messages withdi�erent sheduling poliies;
• Timeliness guarantees onerning the real-time tra�, based on on-lineadmission ontrol;
• Support for time and event-triggered tra� with temporal isolation;
• Low protool overhead;
• SalabilityNone of the existing protools e�iently ful�lls all these requirements, andthus a new paradigm is proposed, the Flexible Time-Triggered ommunia-tion paradigm, whih attempts to overome suh limitations. Chapter 4,whih is the heart of this dissertation, is ompletely devoted to the studyof the FTT paradigm. The system arhiteture is spei�ed, inluding the183



184 CHAPTER 8. CONCLUSIONS AND FUTURE WORKsoftware arhiteture both in master and slave nodes, the required data stru-tures and the sheduling and arbitration mehanisms. Moreover, shedula-bility tests for the real-time tra�, both synhronous and asynhronous, arealso presented .The proposed FTT ommuniation paradigm arhiteture is based onon-line entralized sheduling of the synhronous tra�, ombined with amaster/multi-slave transmission ontrol tehnique. The arbitration meha-nism used for the asynhronous tra� is network dependent, and thus it isnot spei�ed by the FTT paradigm. However, it is required to be determin-isti, i.e., messages should be transmitted in a bounded time and stritlyaording to their priority.Having the ommuniation requirements and sheduling entralized in asingle node failitates hanges on the message requirements, sine there is noneed to perform omplex and resoure demanding operations to update dis-tributed databases and synhronize events. A simple binary mutual exlusionprimitive is used to provide atomi updates on the message set propertiesdatabase. On other hand, the transmission ontrol tehnique is independentof the partiular sheduling algorithm employed, therefore hanges to themessage set properties or even to the message sheduling poliy are only feltwithin the master node. Sine slave nodes stritly follow the EC-Sheduleonveyed in the TM, they need not to be expliitly aware of the urrentommuniation requirements or about the sheduling poliy being used.Moreover, having the ommuniation requirements entralized in a singlenode also failitates the integration of on-line admission ontrol, sine theommuniation requirements are loally available, thus reduing the di�-ulty of the integration of shedulability tests.Other important feature of the FTT paradigm is the support for syn-hronous and asynhronous tra�, with temporal isolation. This frameworkallows to reonile the bene�ts of the time-triggered and event-triggeredmodels. This is partiularly relevant sine in many real-time distributedsystems there are ommonly ativities that our at pre-de�ned instants intime at a rate determined by the dynamis of the environment under on-trol, whih are more e�iently handled by the time-triggered ommuniationmodel, and asynhronous ativities that are more e�iently handled by theevent-triggered ommuniation model.



8.1. CONTRIBUTIONS 185The FTT paradigm is not tied to any partiular medium-aess proto-ol. Any ommuniation infrastruture that supports message broadastsand bounded message transmission times an be used. Furthermore, if de-sired, the native MAC arbitration mehanism may be bypassed by the FTTarbitration mehanism. For instane, the FTT-CAN implementation relieson the native CAN MAC to perform arbitration within the EC, reduing theprotool overhead, while in the FTT-Ethernet implementation the nativeEthernet MAC is ompletely avoided. The possibility of using di�erent om-muniation mediums ontributes to the ommuniation system �exibility,sine it allows to hoose the ommuniation medium that better serves thepartiular appliation requirements. For instane, CAN, whih supports upto 8 data bytes per frame, an be used in appliations that need to exhangeshort data pakets. On the other hand, Ethernet, whih supports up to 1500data bytes per frame, an be used in appliations requiring the exhange oflarge bloks of data. The same is true onerning the bandwidth required.For instane, CAN may be used in appliations that require a bandwidth upto 1 Mbps, while appliations requiring higher bandwidths an be supportedby Ethernet.Finally, the FTT paradigm allows to ahieve high bandwidth e�ienydue to the ombination of the following fators:
• A master/multi-slave transmission ontrol tehnique, that allows to re-due onsiderably the protool overhead assoiated with the traditionalmaster-slave tehnique, sine a single ontrol message may trigger sev-eral synhronous messages;
• The existene of on-line admission ontrol and dynami tra� shedul-ing mehanisms, allowing to hange on-line the ommuniation require-ments, an thus to adapt the ommuniation requirements to suit thee�etive needs of the system;
• The possibility of using more e�ient sheduling poliies, suh as EDF.This set of properties exhibited by the FTT paradigm support the thesis,stated in setion 1.3, that it is possible to ombine in the same ommuni-ation system di�erent tra� with hard, soft and non-real-time timelinessrequirements and hange its properties and/or the respetive sheduling pol-



186 CHAPTER 8. CONCLUSIONS AND FUTURE WORKiy during system run-time, without relinquishing preditability guaranteesand ahieving e�ient use of network bandwidth.Many real-time protools broadly used at the �eld level provide limitedbandwidth, frequently up to 1Mbps. The reent expansion on the appliationdomains of �eldbus tehnologies (e.g. automotive, mahine tools, proess andmanufaturing industry) in whih there is an inreasing number of interon-neted devies with inreasing level of integration, results in a larger amountof data to be shared and therefore the available bandwidth beomes sare.On other hand, ertain appliations ontain di�erent message streams thatshould be handled with similar QoS, a feature that is not supported by thesheduling shemes of several of suh protools. Sheduling poliies have apartiular relevane in this issue, sine they impat both on the maximumbandwidth utilization that an be ahieved with timeliness guarantees andalso on the QoS that an be delivered to the distint message streams, interms of either network delay and jitter. The FTT paradigm is not tiedto any partiular sheduling poliy. To assess the impat of the shedul-ing poliy in the network utilization both �xed priority (RM) and dynamipriority (EDF) shedulers were implemented. For the FTT-CAN ase, theresults obtained, both experimental and simulation, show that it is possibleto ahieve signi�ant gains in bandwidth utilization by using EDF insteadof the RM sheduling poliy. For example, with a synhronous bandwidthlimited to 80%, simulation results with randomly generated sets of messagesshow an utilization gain of 6% when EDF is used instead of of RM for thesheduling of the synhronous messages. Considering the su�ient shedula-bility onditions presented in Chapter 4, the gain in the respetive thresholdis 20% higher for EDF than for RM.In real-time systems researh, shedulability analysis deserves a partiu-lar attention, sine the timeliness requirements of real-time ativities mustbe ful�lled in all antiipated irumstanes. Systems that support dynamihanges to the ativity requirements, suh as FTT systems, present demand-ing hallenges in what onerns this issue. In fat, suh analysis must beperformed on-line, frequently in nodes with onstrained resoures, neverthe-less with low lateny, in order to not ompromise the system response timeto hange requests. Conerning the synhronous tra�, a previously pro-



8.1. CONTRIBUTIONS 187posed generi task model was adapted to the FTT framework, allowing theuse of well known utilization based analysis whih, despite being pessimisti,have very low omputational omplexity and thus are well suited for on-lineuse. With respet to the asynhronous tra�, a response-time based anal-ysis was derived for the generi paradigm and then adapted for both CANand Ethernet implementations. Moreover, the asynhronous tra� analy-sis also provides upper bounds to the memory requirements for messageswith no deadlines or deadlines longer than the respetive minimum inter-arrival time, allowing the ommuniation system to reserve in advane theneessary number of bu�ers. This feature onsiderably eases the appliationdevelopment, sine the ourrene of message bu�ering beomes ompletelytransparent to the appliation.In many appliation domains there has been a trend towards higher �ex-ibility in order to support dynami on�guration hanges arising from evolv-ing requirements and on-line Quality-of-Servie (QoS) management. TheFTT framework provides an adequate support for suh requirements sinerelevant parameters of messages, suh as periods, an be dynamially ad-justed. This subjet has been explored in this thesis, both in oneptual andimplementation terms. It has been shown that arbitrary QoS managementpoliies an be easily integrated in the FTT arhiteture, provided that QoSparameters an be mapped onto standard properties suh as periods anddeadlines. A prototype implementation shows, for the partiular ase of avideo-based system, the e�etiveness of this approah in dynamially assign-ing spei� QoS parameters to spei� video streams while automatiallyalloating the best QoS possible to the remaining video streams.The �exibility exhibited by the FTT paradigm also onerns the supportfor distint platforms, with wide ranges of performane apabilities. TheFTT paradigm has been implemented over Controller Area Network and Eth-ernet, leading respetively to the FTT-CAN and FTT-Ethernet protools.The FTT-CAN protool targets mainly real-time appliations based on lowproessing-power miro-ontrollers, typially found in distributed embeddedsystems. Due to the onstraints presented by this environment, in partiularonerning the limited resoures available (network bandwidth, CPU pro-essing power, memory), the implementation of the FTT-CAN protool was



188 CHAPTER 8. CONCLUSIONS AND FUTURE WORKbiased towards simpliity and resoure eonomy. A prototype implementa-tion made on 11MHz 8051-based boards was suessfully performed, showingthat the prie to pay for the �exibility of the FTT paradigm is in the rangeof urrent low-end embedded systems. On the other hand, Ethernet is nowa-days onsidered as a strong andidate to support demanding appliations,ranging from embedded ommand and ontrol systems to omputer vision,robotis, proess supervision, et. This observation fostered the implemen-tation of the FTT-Ethernet protool. These appliations are partiularlydemanding onerning the �exibility of the ommuniation subsystem, thusin the sope of the FTT-Ethernet protool most of the work addressed QoSmanagement. A prototype implementation shows the possibility of usingelaborated QoS management mehanisms, suh as the Elasti Task Model,originally developed for task sheduling in single miroproessors, leading toa system highly dynami but still apable of providing real-time guarantees.8.2 Future researhSome promising extensions to the work developed in the sope of this thesisare:Implementation of the FTT-Ethernet over swithed EthernetAlthough the use of a swith by itself is not enough to support real-timeguarantees on Ethernet, the FTT-Ethernet protool ould take advantage ofit. In �rst plae, in a swith-based network it is not neessary to enfore thestart of message transmissions in disjoint time instants. Thus, in this aseneither it is neessary to inlude the message lengths in the trigger messagenor it is neessary to set-up timers assoiated to eah message transmission insender nodes. Thus, the implementation would onsume less network band-width and less overhead in slave nodes. In seond plae, the asynhronousmessage arbitration is based on mini-slotting, whih is a mehanism thatonsumes bandwidth. Swithes may provide prioritized message transmis-sion (IEEE 802.1p), but the number of suh priorities (eight at most) is notsu�ient to implement an e�ient priority-based sheduling mehanisms.Nevertheless, suh possibility ould help in enhaning the performane ofthe asynhronous message arbitration used in the FTT-Ethernet protool.For instane, assigning distint priority levels to eah tra� lass (hard, soft



8.2. FUTURE RESEARCH 189and non-real-time) an potentially redue the arbitration overhead.Wireless implementation of the FTT paradigmWireless transmission has been used for years to link mobile devies suhas mobile robots and automated guided vehiles to their respetive ontrolomputers. Besides the mobility issue, for whih wireless is unquestionablythe most adequate approah, urrently this type of tehnology is also re-garded as the next logial step in the evolution of the �eldbus in industrialautomation. In fat, one of the main reasons of the suess of �eldbusesin this domain is the drasti redution of wiring omplexity, and thus wire-less tehnologies just onstitute another advane in the same diretion. TheIEEE 802.11 standard for loal area networks de�nes an extension of Eth-ernet to the wireless medium, and thus it is an interesting hallenge to in-vestigate the possibility to implement the FTT paradigm on this protooland to study how the FTT paradigm an takle with some spei� problemsof the wireless tehnology, deriving from the natural openness onerningthe partiipating nodes. For instane, wireless networks usually exhibit on-siderably higher bit-error rates and more frequent and longer inaessibilityperiods than wired networks.Joint sheduling of synhronous and asynhronous message streamsIn real world DCCS appliations ommuniation ativities that are period-ially ativated (synhronous) and others that result from unforeseen events(asynhronous), e.g. alarms, are often found. However the nature of theommuniation ativities does not neessarily onstrain their timeliness re-quirements; ritial ativities an be either of synhronous or asynhronousnature. In the FTT paradigm the synhronous and asynhronous tra�are sheduled independently. Although there is support for hard real-timeasynhronous tra�, it requires the stati reservation of a share of the ECto exlusive use by the asynhronous tra�, performed during system set-up, whih is not an optimum solution sine it redues the shedulability ofsynhronous tra�. Therefore an important system shedulability enhane-ment an potentially be ahieved by employing methodologies allowing toperform the joint sheduling of both of synhronous and asynhronous mes-sage streams. In partiular, the evaluation of the potential of sporadi serversin this ontext seems an interesting line of researh.



190 CHAPTER 8. CONCLUSIONS AND FUTURE WORKRouting protoolsReal-time distributed appliations are beoming inreasingly omplex, dueto both an inrease in the number of interonneted devies and inreasedamount of data to be shared between them. A well-known tehnique usedto manage suh framework onsists in deomposing the system in di�erentfuntional units, omprising e.g. sets of sensors, atuators and ontrollersthat ooperate losely to ahieve a partiular goal. The omponents of thesefuntional units are interonneted by independent sub-networks. The wholesystem an be modeled by a set of suh funtional units, hierarhially orga-nized. The ommuniation between di�erent funtional units is performedby gateway nodes that �lter the tra� going inward and outward.Timeliness requirements an be found either in the ommuniation be-tween funtional units and within the funtional units themselves. There-fore this approah leads to a hierarhial real-time sheduling problem, withreal-time messages found at the di�erent system levels. There is ongoingresearh in this �eld, partiularly onerning task sheduling in miropro-essors, and it seems an interesting line of researh to study the ompati-bility of suh results with the FTT arhiteture. On the other hand, thereare also some reent researh work in the sope of general networks (e.g.IP based) onerning the implementation of the Publisher/Subsriber modelusing ontent-based addressing/routing. It seems also an interesting line ofresearh to evaluate the suitability of the FTT arhiteture to support suhframework.
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Appendix CFTT-Ethernet sampleappliationThe sample ode presented below shows the ode required to generate themaster node program of an appliation using both synhronous and asyn-hronous messages. The ode is related to the FTT-Ethernet implementa-tion./********************************************************************//* FTT-Ethernet; Paulo Pedreiras; Jul/2002 *//* *//* Test appliation 1 (Master): *//* *//* This test appliation onfigures a set of messages *//* both peridi and aperiodi. *//* SET1: Some "slow" messages allow visualisation of its *//* ontents for heking if everything ok. *//********************************************************************//************************************//* FTT related defines and inludes *//************************************/#define EC_LEN (long)20000 /* EC length (us) */#define EDF_SCHED /* Selet Earliest Deadline First Sheduler */#inlude "fttetm1."/*****************************//* Appliation related stuff *//*****************************/#define APP_DEBUG /* Debug information ON *//**********/ 213



214 APPENDIX C. FTT-ETHERNET SAMPLE APPLICATION/* main() *//**********/int main(int arg, har **argv){ /* Auxiliary variable used to append messages to the SRT */SRDB_SRT_mesgtype SRT_aux_var; SRDB_ART_mesgtype ART_aux_var;/***********************//* Init the ftt system *//***********************/ftt_minit();/**************************//* Set-up the message set *//**************************//* This set has a high load, with "quik" messages and one *//* slow message to allow displaying on the sreen */printf("\n Building message set (SMS1)...");SET_SMESG_PROP(&SRT_aux_var,1,512,1,1,0); /* id,size,period,deadline,init */SRDB_SRT_addmesg(&SRT_aux_var);SET_SMESG_PROP(&SRT_aux_var,2,1024,1,1,0);SRDB_SRT_addmesg(&SRT_aux_var);SET_SMESG_PROP(&SRT_aux_var,3,512,2,2,0);SRDB_SRT_addmesg(&SRT_aux_var);SET_SMESG_PROP(&SRT_aux_var,8,512,5,5,0);SRDB_SRT_addmesg(&SRT_aux_var);SET_SMESG_PROP(&SRT_aux_var,14,512,7,7,0);SRDB_SRT_addmesg(&SRT_aux_var);SET_SMESG_PROP(&SRT_aux_var,10,512,10,10,0);SRDB_SRT_addmesg(&SRT_aux_var);SET_SMESG_PROP(&SRT_aux_var,4,512,9,9,0);SRDB_SRT_addmesg(&SRT_aux_var);SET_SMESG_PROP(&SRT_aux_var,11,512,11,11,0);SRDB_SRT_addmesg(&SRT_aux_var);SET_SMESG_PROP(&SRT_aux_var,12,512,12,12,0);SRDB_SRT_addmesg(&SRT_aux_var);SET_SMESG_PROP(&SRT_aux_var,16,512,16,16,0);SRDB_SRT_addmesg(&SRT_aux_var);SET_SMESG_PROP(&SRT_aux_var,18,512,18,18,0);SRDB_SRT_addmesg(&SRT_aux_var);/* Slow message (5s period for EC=20ms) */SET_SMESG_PROP(&SRT_aux_var,19,100,250,250,0);SRDB_SRT_addmesg(&SRT_aux_var);printf(" Finished building message set (SMS1)!");/* Asynhronous messages : Set 1 */printf("\n Building message set (AMS1)..."); /* Add asynh. messages */SET_AMESG_PROP(&ART_aux_var,2,12,2,2,0); /*id, size, mit, ddln, init */SRDB_ART_addmesg(&ART_aux_var,ADATA_MESG_ID_DATA_SHORT,TMLN_HARD);



215SET_AMESG_PROP(&ART_aux_var,5,15,5,5,0);SRDB_ART_addmesg(&ART_aux_var,ADATA_MESG_ID_DATA_SHORT,TMLN_HARD);SET_AMESG_PROP(&ART_aux_var,7,10,250,250,0);SRDB_ART_addmesg(&ART_aux_var,ADATA_MESG_ID_DATA_SHORT,TMLN_HARD);SET_AMESG_PROP(&ART_aux_var,4,14,4,4,0);SRDB_ART_addmesg(&ART_aux_var,ADATA_MESG_ID_DATA_SHORT,TMLN_SOFT);SET_AMESG_PROP(&ART_aux_var,6,14,6,4,0);SRDB_ART_addmesg(&ART_aux_var,ADATA_MESG_ID_DATA_SHORT,TMLN_SOFT);SET_AMESG_PROP(&ART_aux_var,10,14,10,4,0);SRDB_ART_addmesg(&ART_aux_var,ADATA_MESG_ID_DATA_SHORT,TMLN_SOFT);SET_AMESG_PROP(&ART_aux_var,11,14,11,4,0);SRDB_ART_addmesg(&ART_aux_var,ADATA_MESG_ID_DATA_SHORT,TMLN_SOFT);SET_AMESG_PROP(&ART_aux_var,12,14,12,4,0);SRDB_ART_addmesg(&ART_aux_var,ADATA_MESG_ID_DATA_SHORT,TMLN_SOFT);SET_AMESG_PROP(&ART_aux_var,13,14,13,4,0);SRDB_ART_addmesg(&ART_aux_var,ADATA_MESG_ID_DATA_SHORT,TMLN_SOFT);SET_AMESG_PROP(&ART_aux_var,14,14,14,4,0);SRDB_ART_addmesg(&ART_aux_var,ADATA_MESG_ID_DATA_SHORT,TMLN_SOFT);SET_AMESG_PROP(&ART_aux_var,15,14,15,4,0);SRDB_ART_addmesg(&ART_aux_var,ADATA_MESG_ID_DATA_SHORT,TMLN_SOFT);printf(" Finish building message set (AMS1)!");printf("Any key to ontinue");keyb_gethar();#ifdef APP_DEBUG/* Print the initial message set *//* Synhronous messages */printf("\n Message set:");SRDB_SRT_printmesg();printf("\n Any key to ontinue");keyb_gethar();/* Asynhronous messages */SRDB_ART_printmesg();printf("\n Any key to ontinue");keyb_gethar();#endif/*****************************************//* Messages onfigured. Start the system *//*****************************************/ftt_mstart();/* Main task ends but system does not shutdown sine there are ative tasks */return 0;}
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