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Utility Scale Solar Power with
Minimal Energy Storage

Qi Luo and Kartik B. Ariyur
Purdue University
USA

1. Introduction

Smart grid functionality creating an internet of energy has been a topic of increasing interest.
It is opening up several real time functions: pricing, network and consumption tracking, and
integration of solar and wind power. The report from Department of Energy (DOE, 2008;
2009) supplies accessible details. At the present time, utilities run coal thermal power plants
and nuclear plants as base load (Srivastava & Flueck, 2009) and use land based gas turbine
plants to absorb unexpected demand surges (Nuqui, 2009). Solar energy, though envisioned
as one of the panaceas to power from fossil fuels, suffers from two deficiencies: the density
of energy available, and the unreliability of power production. Density limits mean solar
power will never quite replace coal and nuclear plants for base load. However, the factor that
limits penetration of solar power is the unreliability of supply that stems from uncertainty in
incident solar radiation. A 100MW plant can produce much less power output in a matter
of minutes if a cloud passes over it. It can also jump the other way. This can potentially
result in large and undesirable transients being introduced into the grid. Large currents can
damage grid equipment, such as power lines or transformers, in a very short period of time.
This means that solar power needs backup power in the grid in the form of polluting coal
or expensive gas. This is the main reason that grid operators and utilities are reluctant to
integrate solar energy into their systems. This also means that solar or wind power at present
may actually be contributing to greater use of fossil fuels in some regions. In this paper,
we focus on solutions to three approaches to avoid the usage of grid storage: Distributing
solar production to minimize its variance, correlation of solar power production to power
consumption in air conditioning to determine the upper limits of solar penetration possible
without storage, and grid failure probability with different levels of solar penetration.

The paper is organized as follows: Section 2 introduces the method of reducing supply
uncertainty via geographic distribution of solar plants; Section 3 introduces the idea of
matching solar output with air conditioning consumption and matching wind/solar power
output with the consumption of electrical appliances; Section 4 demonstrates the probability
of grid failure with different levels of solar penetration; Section 5 supplies concluding remarks.

2. Reducing supply uncertainty via geographic distribution

2.1 Solar power production

We consider a solar thermal system to produce electricity, in which the solar radiation is first
absorbed by the receiver—a tube filled with working fluid (eg. molten salt, 150 — 350°C ) and
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380 Solar Radiation

then the absorbed thermal energy is used as a heat source for a power generation system. Our
analysis can be easily extended to PV systems — only the constants of proportionality will be
different, yielding qualitatively similar results.

We assume flat plate solar collectors for analysis, which can be easily extended to cylindrical
parabolic collectors (Singh & Shama, 2009).

P:A'I'ﬂl'ﬂZ'r/ (1)

where A is the total area of collectors, I is the solar radiation intensity, and #; is energy
transfer efficiency from solar radiation to thermal energy, 7, is the Carnot Cycle energy
transfer efficiency from thermal to mechanical energy, and r is the ratio of efficiency of real heat
engine compared to the Carnot Cycle efficiency. We assume that conversion from mechanical
to electrical energy is 100%.

The solar-thermal transfer efficiency 7, can be calculated as:

TH - Ta
I 4
where T is the transmissivity, « is the absorptivity listed in Tables 1 and 2. Ty is the

average temperature of heat transfer fluid (usually melted salt or oil), and T, is the ambient
temperature.

nm =ta— U

)

Number of covers| ta [U (kW /m? K)
0 0.95 34
1 0.9 5.7
2 0.85 34

Table 1. Typical flat-plate solar collector (Black) properties

Number of covers| ta |U (kW /m? K)
0 0.90 28.5
1 0.85 2.8
2 0.80 1.7

Table 2. Typical flat-plate solar collector(Selective) properties

The Carnot efficiency 7, in equation (1) is calculated :

®)

where T7 is the lowest cycle temperature (which is slightly greater than ambient temperature
Tz), TH is the highest cycle temperature.

2.2 The idea of distributed solar power plant

Solar power plants can produce significant swings of power supply. A cloud passing over a
100MW plant can reduce its output to 20MW, and when it passes over, the output will again
swing to 100MW. We develop here the idea of a distributed solar power plant which can
ameliorate these swings. Similar work on distribution of wind plants has shown significant
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Utility Scale Solar Power with Minimal Energy Storage 381

benefits (Archer & Jacobin, 2007). The difficulty here is that correlation of solar intensity in
locations less than 100 miles from each other will make our quantitative results very different.
In the analysis below we assume negligible correlation between solar intensity at multiple
locations.

The construction of 10 plants of 10MW each will cause additional capital and maintenance
costs. However these may be offset by the benefit of a steadier power supply and less damage
to grid equipment. We show how this distribution may be systematically performed.

The power production of the distributed plant Pr is the sum of power produced in individual
location P;,:

P=) P, 4)

The variance of power production in the distributed plant is
2 - 2 2

where f; = P%' (TZ.Z is the variance of P;, and

n
Lfi=1 (©)
i=1
0'% is minimized by the following solution:
1 1
R %

2.3 Hypothetical New York example

We use the historical data of solar intensity of twenty four candidate places within New
York state from National Solar Radiation Data Base (NSRDB, 2005), and the corresponding
temperature data from the United States Historical Climatology Network (USHCN, 2005).
Then we choose four places of maximum annual solar intensity: Islip Long Island Macarthur
Airport, John F Kennedy Intl Airport, New York Laguardia Airport and Republic Airport,
and label them as area A, B, C and D. Fig. 1 shows the hourly average solar radiation of a
typical day within each month. To construct synthetic time series of solar data, we proceeded
as follows: Use random samples x; from the data of solar intensity distribution between
2001-2005 every T = 36 seconds and use a low pass filter with a time constant T = 180
seconds. A valid question that may be asked here is — what is the benefit if solar intensity
is strongly correlated between different locations? Our calculation of the covariance matrix
of solar intensity for June, 2005 using hourly observations each day yields 30 difference
covariance matrices for 30 days in June, 2005. The ratio of standard deviation to mean solar
intensity of the corresponding eigenvalues of these 30 matrices range from 0.4681 to 0.8283
indicates a varying solar intensity distribution for different days. The ratio of the difference
between eigenvalues and diagonal elements over diagonal elements range from -2.6496 to
0.9858 indicates a strong correlation of these four cites. However, in this discussion, we just
neglect the correlation among these four cites. This opens up problems for future work which
we discuss in the conclusions.
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Fig. 1. Radiation intensity

The low pass filter smooths out jumps in intensity so they mimic what the motion of a cloud
produces. The X axis in Fig. 1 is formed by one day from each month (24hr - 12month).

The data of hourly average temperature of a typical day within each month is acquired
from United States Historical Climatology Network (USHCN, 2005). Fig. 2, 3 and 4 show
respectively the electric power outputs of the central plants in one location (16000m? x 1),
evenly in two locations (8000m? x 2), and evenly in four locations (40001 x 4). Fig. 5 shows
the power output of the optimally distributed plants. Fig. 6 gives the relationship between the
coefficient of deviation and the installment cost. Y7 axis represents the natural log of coefficient
of deviation, Y axis represents the natural log of setup cost. We can see from the figure that as
the number of locations increases, the coefficient of deviation decreases, while the setup cost
increases.

3. Supply-demand matching mechanisms
3.1 Matching solar production to air conditioner consumption

The electricity load in the hot season vs temperature for a large commercial facility in New
York (Luo et al, 2009) in June, 2007 is shown in Fig. 7. The X axis is the temperature in °F, and
Y axis is the electricity consumption in kWh. It is reasonable for the temperature and the load
to have positive relation because in summer, the great portion of electricity consumption is
due to air conditioning. Therefore the energy consumption of the building from the plot can
be expressed as:

qgp=a1 X T+ap (8)
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Fig. 2. Electricity output by CSP of area 16000m? x 1
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Fig. 3. Electricity output by CSP of area 8000m? x 2
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Fig. 5. Optimal electricity output by CSP of area located in four places
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Fig. 7. Electricity consumption versus temperature in summer
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Cp =) (a1 x T+ap — Ds)P. + CSPs+ ) DsCSP,, )

a1 = 1756.9, 2, = —92880 (10)

Where g, is the predicted energy consumption, C, is the predicted bill, D; is the solar energy
output, P, is the electricity price, CSPy is the fixed CSP maintenance cost, and CSP, is the CSP
cost that may vary according to the solar energy output. The reason the correlation of power
consumption to temperature is not very strong in Fig. 7 is that, for the commercial facility , air
conditioning consumption is a large but not the dominant part of consumption.

This idea comes from the simple fact that as the solar intensity increases, both the CSP output
and the air conditioner consumption increase, so we can match them to achieve an energy
balance. The advantage of this matching may include: reduce the need for base load plants,
and integrating solar power stably into the grid base.

Fig. 8 gives the electricity consumption of air conditioner of 10000 families (with room
area uniformly distributed within 80m? — 160m? and power of air conditioner uniformly
distributed within 0.8kW — 1.6kW). It is calculated using active energy management described
in previous work (Luo et al, 2009). We can see by comparing Fig. 5 and Fig. 8 that in summer,
they have similar envelopes. The AC consumption flattens out because of the on-off nature of
the control through thermostats.
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Fig. 8. AC consumption of 10000 families
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Applicance Power (kW )|Hours|Energy(kJ)
Water heater (40 gallon) 5 7 35
Clothes Dryer 4.5 2 9
Dishwasher 0.2 3.5 7
Hair dryer 1.6 5 8
Clothes iron 1.6 2 3.2
Vacuum cleaner 1.3 2 2.6
Toaster 1.3 3 3.9
Coffee maker 1.1 2 2.2
Refrigerator 0.7 50 35
Personal computer 0.27 32 8.6
Televisions 0.15 20 3

Table 3. Weekly energy consumption of home appliances

3.2 Household appliance consumption periodicity

Similar ideas can work for matching electronics appliances consumption and wind or
solar energy output. Energy consumption of most appliances like dish washer/dryer
have relatively constant frequencies and phases—although these may vary from family to
family—since most people have the habit of washing their dishes and clothes at regular time of
every week. This gives us the idea to describe the energy consumption of different electronics
appliances with pulses of different frequencies and phases uniformly distributed over their
respective ranges.

For a typical American family of four people, we have the room properties as in Table 3.
In Fig. 9 we have shown the energy consumption distribution. We represent the energy
consumption of the electronics applicants of each family with rectangle pulse train, and Fig. 10
gives the combination results of energy consumption of 100, 000 families.

So long as the total production from wind or solar as the renewable source equals
consumption from the appliances within the period of consideration—-such as a few hours
or a day—- it is theoretically possible, via pricing, to match supply and demand.

4. Grid dynamics and control with solar power penetration

4.1 Grid dynamics and control model

Traditional grid dynamics models have been discussed in various books (Murty, 2008),
(Machowski et al, 2008). The flow chart 11 below gives the Gauss-Seidel iterative method
for load flow solutions for a n bus system with 1 slack bus. In this flow chart, P is the real
power in kW while Q is reactive power in kVar. In real system, in order to secure the grid
system, we need constrains in this dynamics model such as:

¢ Current in any of n buses must not exceeds the limit Ij;,,;; in order to prevent blackout in
the system.

¢ Calculated reactive power must not exceed the limits that local reactive power station can
provide. If so, reactive power is fixed at the limit that is violated and it is no longer possible
to hold desired bus voltage.
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Action/Operation Time Frame
Wave effects(fast dynamics, lighting-caused overvoltages) |Microseconds to milliseconds
Switching overvoltages Milliseconds
Fault protection 100 ms
Electromagnetic effects in machine windings Milliseconds to seconds
Stability 1 seconds
Stability augmentation Seconds
Electromechanical effects of oscillations in motors & generators| Milliseconds to minutes
Tie line load frequency control 1-10 seconds, ongoing
Economic load dispatch 10 seconds-1 hour, ongoing
Thermodynamic changes from boiler control action Seconds to hours
System structure monitoring 1 hr- 1 day
System state estimation 1-10 seconds
Security monitoring 1 minute to 1 hour
Load management, forecasting 1 hour to 1 day, ongoing
Maintenance scheduling Months to 1 year, ongoing
Expansion planning Years, ongoing
Power plant building 2-10 years, ongoing

Table 4. Control Time Scales (Abdallah, 2009)

¢ The state of change of the voltage must not exceed the slow state of the generator+tie line
voltage control. Otherwise we have control saturation and the generator can no longer
track the changes.

Table 4 gives the time scale of different disturbances and control signals in the grid. Once the
disturbance introduced to the grid system exceeds the control limit, the cascading failure will
happen (Ding et al, 2011). The test case (Dusko et al, 2006) in Fig. 12 and Fig. 13 represent a
large European power system and has 1000 buses, 1800 transmission lines and transformers,
and 150 generating units. The base case load has an active power demand of 33 GW and a
reactive power demand of 2.5 GVar. It is seen from 12 that there is a sharp increase in blackout
size at the critical loading of 1.94 times the base case loading, and (Dusko et al, 2006) also
discussed that the expected energy not served (EENS) share similar distribution for critical
loading and under critical loading cases, and for over critical loading cases, we have different
patterns, with the exponent of the power law distributions ranging from -1.2 to -1.5 as shown
in Table. 5.

4.2 Grid fluctuation introduced by different levels of solar penetration

A report published in 2009 by the North American Electric Reliability Corporation showed
that the output power of a large PV systems, with ratings in the order of tens of megawatts,
can change by £70% in a five- to ten-min time frame (NAERC, 2009). And it should also be
mentioned that if a number of small systems that are distributed over a large land area, the
resulting combined fluctuations are much less due to the smoothing effect according to our
previous analysis.
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Model Exponent| Test Case Reference
OPA -1.2,-1.6 - (Carreras et al, 2004)
Branching -1.5 - (Dobson et al, 2004)
CASCADE -1.4 1000 buses| (Dobson et al, 2005)
Hidden Failure| -1.6 - (Chen et al, 2005)
Manchester |-1.2,-1.5 - (Dusko et al, 2006)

Table 5. Approximate power law exponents at criticality for several cascading failure models
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Fig. 12. Expected energy not served (EENS) as a function of the loading factor with respect to

the base case. (Dusko et al, 2006)

Fig. 14 shows an example of the PV output fluctuations in New York area, it is a normal
distribution with a mean plot and a confidence interval of 68%(£1c). Here we assume the
PV output fluctuation have similar distribution with the solar radiation, which is reasonable
according to the solar power output model (Dusabe et al, 2009). The X axis of the figure is
time in hours and Y axis is the system output in MWh. We can conclude from this figure that
the most severe fluctuation occurs around noon. In general, the change of solar power output

is usually due to:

¢ Time of the day.
¢ Time of the year.

* PV system locations.
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Fig. 13. Probability distribution of expected energy not served (EENS) at the critical loading
of 1.94 times the base case loading (Dusko et al, 2006)

¢ Types of Clouds.

* PV system topology.

The negative effects introduced, especially to the stability of grid system as solar penetration
level increases, is a major concern for the future grid. We can calculate the blackout probability
of power system with different level of solar penetration as following:

For a grid system with 2% of power from solar system, which follows a normal distribution:
Wootar ~ N(a%, U(za/i)),l' =0,1..23 (11)

where a% is the normalized expected power output from PV system at i’ hour of the day
with a% of penetration for the overall grid system, and ¢(, ;) is the standard deviation of
power output at the same time and same penetration level.

We can equate the solar system fluctuation to the inverse change of loading, for instance, a
decrease of 1MW of solar production is equivalent to an increase of the power load at the
same time frame, therefore the equivalent load should also follow normal distribution.

L~N(,c, ;) (12)
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Fig. 14. Fluctuations in the output power of a large PV system (10 confidence interval)
(NSRDB, 2005)

then following the same procedure as in Fig. 12 and Fig. 13, probability of failure due to
different level of solar penetration is

Pifay = /_oo P(La)F(EENS>0|(La))dL (13)

where the probability Fgpns-o|(Lq) is the cumulative probability distribution of system
failure

P(EENS>O(L,a)):/O (P(EENS,L,0))JAEENS (14)

and p(gens,1,q) 18 the probability density function in Fig. 13, in this example, L = 1.94 and
a=0.

For instance, if we choose i = 12, when solar radiation follows N(547,174), and assume
solar system output follows the same distribution. The normalized solar penetration of
a = 1,10,50, 100, and corresponding standard deviation of solar system output oy, ;) = 0.0027,
0.0269, 0.1344, 0.2687. And the grid failure model with these levels of solar penetration
is shown in Fig. 15, in which we show that as the level of solar penetration increases, the
probability of system failure increases. This analysis does not take into account, additional
solar backup. Thus as the proportion of solar power increases, the proportion of a controllable
base load power source to meet demand fluctuations reduces, and hence, the system becomes
more prone to failure. The availability of storage can ameliorate the problem. Fig. . 15 does
not take into account real time matching of AC demand with solar supply, which and reduce
failure probability.

www.intechopen.com



394 Solar Radiation

—0% solar peneration
-~ 1% solar peneration
—10% solar peneration
50% solar peneration
—100% solar peneration

Probability of failure occurs

02 ! ! ! ! ! ! ! ! ! J
0 3

Load
Fig. 15. Probability of system failure with different levels of solar penetration

5. Concluding remarks

We have supplied a partial proof of concept for two methods of reducing supply-demand
imbalance. First, we have shown that the effect on power production of distributing solar
plants - the coefficient of deviation is reduced by 50% in our example. If we were to
consider covariance of energy production on different locations, our optimization problem
for distribution could be extremely complicated, given that the covariance varies from day
to day and from season to season. We will address this in future work, as the issue will
obscure presentation of the basic idea here. Our calculations show that solar production and
AC power consumption are strongly correlated. Hence, solar production could penetrate the
grid to the extent of replacing the peaker gas turbine plants that the utilities use for peak
usage in summer. Finally, we have shown by use modeling of aggregate demand of household
appliances that it is possible to use solar or wind power as it gets produced. Whenever there
is availability of solar power on the grid, smart appliances can switch on and use it.

Our ultimate objective is to reduce the unpredictability of supply-demand in the grid as solar
power penetration increases, with minimal use of expensive, limited life grid storage. While
the solution approaches we have proposed show how this can be done in theory, they ignore
the transients that depend upon the speed of sensing supply and matching it with demand.
The main requirement for stability in the grid is the matching of phase from various sources
over a reactive time scale and load scheduling over the tactical time scale (minutes to hours).
High speed measurements are available for both grid voltage and current. The movement of
clouds is also reasonably predictable in short interval of less than hours. This will ensure that
a utility can fire up a base load coal or steam turbine 3 hours before it is necessary or a gas
turbine 15 minutes before it is necessary.
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The utility industry is extremely conservative and will not make changes that can destabilize
the grid. Even in Germany, solar penetration has not exceeded 2% inspect of significant
taxpayer subsidies. What we have shown is that specific guarantees of safety can be
constructed for various levels of solar penetration-whether distributed or centralized. Once
we construct these guarantees, grid penetration of solar power could perhaps reach 10% even
without advances in battery or thermal storage technology.
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