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Traffic Engineering 

Mahesh Kumar Porwal 
Shrinathji Institute of Technology & Engineering, Nathdwara (Rajasthan),  

India 

1. Introduction  

Multi Protocol Label Switching (MPLS) is today mostly used for traffic engineering therefore we 
start by describing what traffic engineering is and why traffic engineering is needed.  

Traffic engineering and fast reroute are the two major applications of constraint based 
routing Traffic engineering is the process of controlling how traffic flows through a service 
provider’s network so as to optimize resource utilization and network performance[1]. 
Traffic engineering is needed in the Internet mainly because the shortest path is used in 
current intra- domain routing protocols (e.g., OSPF, IS-IS) to forward traffic. The shortest 
path routing may give rise to two problems.  

First, the shortest paths from different sources overlap at some links, resulting in congestion 
at those links.  

Second, at some time, the traffic volume from a source to a destination could exceed the 

capacity of the shortest path, while a longer path between these two nodes remains under-

utilized. The reason why conventional IP routing cannot provide traffic engineering is that it 

does not take into account the available bandwidth on individual links. For the purpose of 

traffic engineering, constraint based routing is used to route traffic trunk[2], which is 

defined as a collection of individual transmission control protocol (TCP), or user datagram 

protocol (UDP) flows, called “microflows” that share two common properties.  

The first property is that all microflows are forwarded along the same common path.  

The second property is that they all share the same class of service. By routing at the 

granularity of traffic trunks, traffic trunks have better scaling properties than routing at the 

granularity of individual microflows with respect to the amount of forwarding state and the 

volume of control traffic. 

In a sense, IP networks manage themselves. A host using the Transmission Control Protocol 
(TCP) adjusts its sending rate according to the available bandwidth on the path to the receiver. 
If the network topology should change, routers react to changes and calculate new paths to the 
destination. This has made the TCP/IP [3] Internet a robust communication network. But 
robustness does not implicate that the network runs efficiently. The interior gateway protocols 
used today like OSPF and ISIS compute the shortest way to the destination and routers 
forward traffic according to the routing tables build from those calculations. This means that 
traffic from different sources passing through a router with the same destination will be 

www.intechopen.com



 
Optical Communications Systems 248 

aggregated and sent through the same path. Therefore a link may be congested despite the 
presence of under-utilized link in the network. And delay sensitive traffic like voice-over-IP 
calls may travel over a path with high propagation delay because this is the shortest path 
while a low latency path is available.  

 

Fig. 1. Traffic Engineering 

As illustrated in the above figure 1 the shortest path from router 1 to 5 is the path (1-3-5). All 
traffic passing through router 1 with destination router 5 (or another router with router 5 in 
the shortest path) will travel through this shortest path if the shortest path algorithm is used 
for forwarding in this network. Although there is an alternative path (1-2-4-5) available that 
could be used to distribute traffic more evenly in the network.  

Traffic engineering is the process of controlling how traffic flows through a network to 
optimize resource utilization and network performance [4]. Traffic engineering is basically 
concerned with two problems that occur from routing protocols that only use the shortest 
path as constraint when they construct a routing table.  

The shortest paths from different sources overlap at some links, causing congestion on those 
links. The traffic from a source to a destination exceeds the capacity of the shortest path, 
while a longer path between these two routers is under-utilized.  

MPLS can be used as a traffic engineering tool to direct traffic in a network in a more efficient 
way then original IP shortest path routing. MPLS can be used to control which paths traffic 
travels through the network and therefore a more efficient use of the network resources can be 
achieved. Paths in the network can be reserved for traffic that is sensitive, and links and router 
that is more secure and not known to fail can be used for this kind of traffic.  

2. Traffic engineering's role in next-generation networks  

Traditional service provider networks provided Layer 2 point-to-point virtual circuits with 
contractually predefined bandwidth. Regardless of the technology used to implement the 
service (X.25, Frame Relay or ATM), the traffic engineering (optimal distribution of load 
across all available network links) was inherent in the process.  
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In most cases, the calculation of the optimum routing of virtual circuits was done off-line by 

a network management platform; advanced networks (offering Frame Relay or ATM 

switched virtual circuits) also offered real-time on-demand establishment of virtual circuits. 

However, the process was always the same:  

 The free network capacity was examined.  

 The end-to-end hop-by-hop path throughout the network that satisfied the contractual 

requirements (and, if needed, met other criteria) was computed.  

 A virtual circuit was established along the computed path. 

Internet and most IP-based services, including IP-based virtual private networks (VPNs) 

implemented with MPLS VPN, IPsec or Layer 2 transport protocol (L2TP), follow a 

completely different service model:  

 The traffic contract specifies ingress and egress bandwidth for each site, not site-to-site 

traffic requirements.  

 Every IP packet is routed through the network independently, and every router in the 

path makes independent next-hop decisions.  

 Once merged, all packets toward the same destination take the same path (whereas 

multiple virtual circuits toward the same site could traverse different links). 

Simplified to the extreme, the two paradigms could be expressed as follows:  

 Layer 2 switched networks assume that the bandwidth is expensive and try to optimize 
its usage, resulting in complex circuit setup mechanisms and expensive switching 
methods.  

 IP networks assume that the bandwidth is "free" and focus on low-cost, high-speed 
switching of a high volume of traffic. 

The significant difference between the cost-per-switched-megabit of Layer 2 network (for 

example, ATM) and routed (IP) network has forced nearly all service providers to build 

next-generation networks exclusively on IP. Even in modern fiber-optics networks, 

however, bandwidth is not totally free, and there are always scenarios where you could use 

free resources of an underutilized link to ease the pressure on an overloaded path. 

Effectively, you would need traffic engineering capabilities in routed IP networks, but they 

are simply not available in the traditional hop-by-hop, destination-only routing model that 

most IP networks use.  

Various approaches (including creative designs, as well as new technologies) have been 

tried to bring the traffic engineering capabilities to IP-based networks. We can group them 

roughly into these categories:  

 The network core uses Layer 2 switched technology (ATM or Frame Relay) that has 
inherent traffic engineering capabilities. Virtual circuits are then established between 
edge routers as needed.  

 IP routing tricks are used to modify the operation of IP routing protocols, resulting in 
adjustments to the path the packets are taking through the network.  

 Deployment of IP-based virtual circuit technologies, including IP-over-IP tunnels and 
MPLS traffic engineering. 
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The Layer 2 network core design was used extensively when the service providers were 

introducing IP as an additional service into their WAN networks. Many large service 

providers have already dropped this approach because it does not result in the cost 

reduction or increase in switching speed that pure IP-based networks bring 

3. Traffic engineering objectives 

Traffic Engineering (TE) is concerned with performance optimization of operational 

networks. More formally speaking, the key traffic engineering objectives are: 

1. Minimizing congestion: Congestion occurs either when network resources are 
insufficient or inadequate to accommodate offered load or if traffic streams are 
inefficiently mapped onto available resources; causing subsets of network resources to 
become over-utilized while others remain underutilized [5].  

2. Reliable network operations: Adequate capacity for service restoration must be 
available keeping in mind multiple failure scenarios, and at the same time, there must 
be mechanisms to efficiently and speedily reroute traffic through the redundant 
capacity. On recovering from the faults, re-optimization may be necessary to include 
the restored capacity. 

3. Quality of Service requirements: In a multi-class service environment, where traffic 
streams with different service requirements contend with each other, the role of traffic 
engineering becomes more decisive. In such scenarios, traffic engineering has to 
provision resources selectively for various classes of streams, judiciously sharing the 
network resources, giving preferential treatment to some service classes. 

4. Traffic oriented: Traffic oriented performance objectives include the aspects that 
enhance the QoS of traffic streams. In a single class, best effort Internet service model, 
the key traffic oriented performance objectives include: minimization of packet loss, 
minimization of delay, maximization of throughput, and enforcement of service level 
agreements. Under a single class best effort Internet service model, minimization of 
packet loss is one of the most important traffic oriented performance objectives. 
Statistically bounded traffic oriented performance objectives (such as peak to peak 
packet delay variation, loss ratio, and maximum packet transfer delay) might become 
useful in the forthcoming differentiated services Internet. 

5. Resource oriented: Resource oriented performance objectives include the aspects 
pertaining to the optimization of resource utilization. Efficient management of network 
resources is the vehicle for the attainment of resource oriented performance objectives. 
In particular, it is generally desirable to ensure that subsets of network resources do not 
become over utilized and congested while other subsets along alternate feasible paths 
remain underutilized. Bandwidth is a crucial resource in contemporary networks. 
Therefore, a central function of Traffic Engineering is to efficiently manage bandwidth 
resources. 

4. Components of traffic engineering 

One of the strategies for TE using MPLS involves four functional components [6]: 

1. Information distribution 
2. Path selection 
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3. Signaling and path set-up 
4. Packet forwarding 

Now, discussing each of the components in detail: 

1. Information Distribution: Traffic engineering requires detailed knowledge about the 
network topology as well as dynamic information about network loading. This can be 
implemented by using simple extensions to IGP so that link attributes (such as 
maximum link bandwidth, current bandwidth usage, current bandwidth reservation) 
are included as part of routers link-state advertisements. The standard flooding 
algorithm used by link-state IGP ensures that link attributes are distributed to all 
routers in ISPs routing domain. Each LSR maintains network link attributes and 
topology information in a specialized TE database (TED), which is used exclusively for 
calculating explicit paths for placement of LSPs on physical topology.  

2. Path Selection: On the basis of the network topology and link attributes in the TED and 
some administrative attributes obtained from user configuration, each ingress LSR 
calculates the explicit paths for its LSPs, which may be strict or loose. A strict explicit 
route is one in which the ingress LSR specifies all the LSRs in the LSP, while only some 
LSRs are specified in a loose explicit path. LSP calculations may also be done offline for 
optimal utilization of network resources. 

3. Signaling and Path-Setup: The path calculated by the path selection component is not 
known to be workable, until LSP is actually established by the signaling component, 
because it is calculated on the basis of information present in TED, which may not be 
up-to-date. The signaling component is responsible for establishing LSP state and label 
binding and distribution in the path set-up process. 

4. Packet-Forwarding: Once the path is set-up, packet forwarding process begins at the 
Label Switch Router (LSR) and is based on the concept of label switching. 

5. MPLS and traffic engineering 

MPLS is strategically significant for Traffic Engineering because it can potentially provide 

most of the functionality available from the overlay model, in an integrated manner, and at 

a lower cost than the currently competing alternatives. Equally importantly, MPLS offers the 

possibility to automate aspects of the Traffic Engineering function. 

The concept of MPLS traffic trunks is used, according to Li and Rekhter [7], a traffic trunk is 

an aggregation of traffic flows of the same class which are placed inside a Label Switched 

Path. Essentially, a traffic trunk is an abstract representation of traffic to which specific 

characteristics can be associated. It is useful to view traffic trunks as objects that can be 

routed; that is, the path through which a traffic trunk traverses can be changed. In this 

respect, traffic trunks are similar to virtual circuits in ATM and Frame Relay networks. It is 

important, however, to emphasize that there is a fundamental distinction between a traffic 

trunk and the path, and indeed the LSP, through which it traverses. An LSP is a 

specification of the label switched path through which the traffic traverses. In practice, the 

terms LSP and traffic trunk are often used synonymously.  

The attractiveness of MPLS for Traffic Engineering can be attributed to the following 

factors:  
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1. Explicit label switched paths which are not constrained by the destination based 
forwarding paradigm can be easily created through manual administrative action or 
through automated action by the underlying protocols. 

2. LSPs can potentially be efficiently maintained. 
3. Traffic trunks can be instantiated and mapped onto LSPs. 
4. A set of attributes can be associated with traffic trunks which modulate their behavioral 

characteristics. 
5. A set of attributes can be associated with resources which constrain the placement of 

LSPs and traffic trunks across them. 
6. MPLS allows for both traffic aggregation and disaggregating whereas classical 

destination only based IP forwarding permits only aggregation. 
7. It is relatively easy to integrate a "constraint-based routing" framework with MPLS. 
8. A good implementation of MPLS can offer significantly lower overhead than competing 

alternatives for Traffic Engineering. 

6. The MPLS domain  

In [3] the MPLS domain is described as "a contiguous set of nodes which operate using 
MPLS routing and forwarding". This domain is typically managed and controlled by one 
administration. The MPLS domain concept is therefore similar to the notion of an AS 
(autonomous system), as the term is used in conventional IP routing i.e. a set of related 
routers that are usually under one administrative and management control.  

The MPLS domain can be divided into MPLS core and MPLS edge. The core consists of 
nodes neighboring only to MPLS capable nodes, while the edge consists of nodes 
neighboring both MPLS capable and incapable nodes. The nodes in the MPLS domain are 
often called LSRs (Label Switch Routers). The nodes in the core are called transit LSRs and 
the nodes in the MPLS edge are called LERs (Label Edge Routers). If a LER is the first node 
in the path for a packet traveling through the MPLS domain this node is called the ingress 
LER, if it is the last node in a path it's called the egress LER. Note that these terms are 
applied according to the direction of a flow in the network, one node can therefore be both 
ingress and egress LER depending on which flow is considered. The terms upstream and 
downstream routers are also often used to indicate in which order the routers are traversed. 
If a LSR is upstream from another LSR, traffic is passed through that LSR before the other 
(downstream). A schematic view of the MPLS domain is illustrated in figure 2.  

7. MPLS traffic engineering essentials  

Multi-Protocol Label Switching (MPLS) is the end result of the efforts to integrate Layer 3 
switching, better known as routing, with Layer 2 WAN backbones, primarily ATM. Even 
though the IP+ATM paradigm is mostly gone today because of the drastic shift to IP-only 
networks in the last few years, MPLS retains a number of useful features from Layer 2 
technologies. One of the most notable is the ability to send packets across the network 
through a virtual circuit called Label Switched Path, or LSP, in MPLS terminology.  

While the Layer 2 virtual circuits are almost always bidirectional (although the traffic 
contracts in each direction can be different), the LSPs are always unidirectional. If you need 
bidirectional connectivity between a pair of routers, you have to establish two LSPs.  
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Fig. 2. The MPLS domain 

The LSPs in MPLS networks are usually established based on the contents of IP routing 
tables in core routers. However, there is nothing that would prevent LSPs being established 
and used through other means, provided that:  

1. All the routers along the path agree on a common signaling protocol.  
2. The router where the LSP starts (head-end router) and the router where the LSP ends 

(tail-end router) agree on what's traveling across the LSP. 

The other routers along the LSP do not inspect the packets traversing the LSP and are thus 
oblivious to their content; they just need to understand the signaling protocol that is used to 
establish the LSP.  

With the necessary infrastructure in place, it was only a matter of time before someone 
would get the idea to use LSPs to implement MPLS-based traffic engineering. The MPLS 
traffic engineering technology has evolved and matured significantly since then, but the 
concepts have not changed much since its introduction:  

1. The network operator configures an MPLS traffic engineering path on the head-end 
router. (The configuration mechanism involves a tunnel interface that represents the 
unidirectional MPLS TE LSP.)  

2. The head-end router computes the best hop-by-hop path across the network, based on 
resource availability advertised by other routers. Extensions to link-state routing 
protocols (OSPF or IS-IS) are used to advertise resource availability. 

NOTE: The first MPLS TE implementations supported only static hop-by-hop definitions. 
These can still be used in situations where you need a very tight hop-by-hop control over 
the path the MPLS TE LSP will take or in networks using a routing protocol that does not 
have MPLS TE extensions.  
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1. The head-end router requests LSP establishment using a dedicated signaling protocol. 

As is often the case, two protocols were designed to provide the same functionality as 

RSVP-TE (RSVP extensions for traffic engineering) and CR-LDP (constraint-based 

routing using label distribution protocol).  

2. The routers along the path accept (or reject) the MPLS TE LSP establishment request 

and set up the necessary internal MPLS switching infrastructure.  

3. When all the routers in the path accept the LSP signaling request, the MPLS TE LSP is 

operational.  

4. The head-end router can use MPLS TE LSP to handle special data (initial 

implementations only supported static routing into MPLS traffic engineering tunnels) 

or seamlessly integrate the new path into the link-state routing protocol. 

The tight integration of MPLS traffic engineering with the IP routing protocols provides an 

important advantage over the traditional Layer 2 WAN networks. In the Layer 2 backbones, 

the operator had to establish all the virtual circuits across the backbone (using a network 

management platform or by configuring switched virtual circuits on edge devices), whereas 

the MPLS TE can automatically augment and enhance the mesh of LSPs already established 

based on network topology discovered by IP routing protocols. You can thus use MPLS 

traffic engineering as a short-term measure to relieve the temporary network congestion or 

as a network core optimization tool without involving the edge routers.  

In recent years, MPLS traffic engineering technology (and its implementation) has grown 

well beyond features offered by traditional WAN networks. For example:  

1. Fast reroute provides temporary bypass of network failure (be it link or node failure) 
comparable to SONET/SDH reroute capabilities.  

2. Re-optimization allows the head-end routers to utilize resources that became available 
after the LSP was established.  

3. Make-before-break signaling enables the head-end router to provision the optimized 
LSP before tearing down the already established LSP. 

4. Automatic bandwidth adjustments measure the actual traffic sent across an MPLS TE 
LSP and adjust its reservations to match the actual usage.  

8. Requirements for traffic engineering model 

A TE process model must follow a set of actions to optimize the network performance. This 

model has the following components: 

Measurement: Measurement is an important component of the TE function. The network 

performance can only be determined through measurement. Traffic measurement is an 

essential tool to guide the network administrator of large IP networks in detecting and 

diagnosing performance problems, and evaluating potential control actions. The data 

measurement is analyzed and a decision based on the analysis is taken for network 

performance optimization. Measurement is needed to determine the quality of services and 

to evaluate TE policies. 

Modelling, Analysis, and Simulation: Modelling and analysis are important aspects for TE. 
A network model is an abstract representation of the network that captures the network 
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features, attributes and characteristics (e.g. link and nodal attributes). A network model can 
facilitate analysis or simulation, and thus can be useful to predict the network performance. 

Network modelling can be classified as structural or behavioural module. Structural 
modules focus on the organization of the network and its components. Behavioral modules 
focus on the dynamics of the networks and its traffic workload. Because of the complexity of 
realistic quantitative analysis of network behavior, certain aspects of network performance 
studies can only be conducted effectively using simulation. 

Optimization: Network performance optimization can be called corrective when a solution 
to a problem is made, or perfective, where an improvement to the network performance is 
made, even when there is no problem. Many actions could be taken such as adding 
additional links, increasing link capacity or adding additional hardware. Planning for future 
improvement in the network (e.g. network design, network capacity or network 
architecture) is considered as a part of network optimization. 

9. Criteria for selecting the best traffic route 

Traditionally, there have been three parameters that describe the quality of a connection: 

bandwidth, delay, and packet loss. A connection with high bandwidth, low delay, and low 

packet loss is considered to be better than one with low bandwidth, high delay, and high 

packet loss. The following parameters can be considered when selecting the best traffic route: 

Congestion: Congestion decreases the available bandwidth and increases delay and packet 

loss. It is important to avoid routes over congested paths.  

Distance: Two routes may have different paths. Some networks interconnect only at 

relatively few locations, so they may have to transport traffic over long distances to get it to 

its destination. Others have better interconnection, so the traffic does not have to take a 

detour. There may be reasons not to prefer the more direct route, such as lower bandwidth 

or congestion, but generally a shorter geographic path is better. 

Hops: The number of hops (e.g. routers) that shows up on the path to the destination 

increases the delay. Each hop potentially adds additional delay, because packets have to 

wait in a queue before they are transmitted, and the extra equipment in a path means that a 

failure somewhere along the way is more likely. So, paths with fewer hops are better. 

10. Congestion control 

Congestion in a packet switching network is a state in which the performance of the 

network degrades because of the saturation of network resources. Congestion could result 

in degradation of service quality to users. To avoid congestion, certain mechanisms have to 

be provided; such mechanisms are usually called congestion control. 

10.1 Categories of congestion control 

Congestion control policies can be categorized differently based on the objective of the 
policy, the time period of applying the policy, and the action taken to avoid congestion. In 
the following we will explain some of these policies. 
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10.1.1 Response time scale 

Response time scale can be categorized as one of the following: long, medium and short. In 

the long time scale, expansion of the network capacity is considered. This expansion is 
based on estimates of future traffic demands, and traffic distribution. Because the network 
elements are expensive, upgrades take place in a long time scale between week to month or 
years. In the medium time scale, network control policies are considered (e.g. adjusting the 
routing protocol parameters to reroute traffic from a congested network node). These 
policies are mostly based on a measurement, and the actions are applied during a period of 
minutes to days. In the short time scale, packet level processing and buffer management 
functions in routers are considered (e.g. active queue control schemes in TCP traffic using 
Random Early Detection (RED)). 

10.1.2 Reactive versus preventive 

In reactive congestion control, congestion recovery takes place to restore the operation of a 
network to its normal state after congestion has occurred. Control policies react to existing 
congestion problems to remove or reduce them. In preventive congestion control, keeping 
the operation of a network at or near the point of maximum power is the main objective, so 
congestion will never occur. Control policies applied to prevent congestion are based on 
estimates and predictions of possible congestion appearance. 

10.1.3 Supply side versus demand side 

Increasing the capacity in the network is called a supply side congestion control. Supply 
side control is achieved by increasing the network capacity or balancing the traffic, (e.g. 
capacity planning to estimate traffic workload). For demand side control, policies are 
applied to regulate the offered traffic to avoid congestion (e. g. traffic shaping mechanism is 
used to regulate the offered load). 

10.2 Control policies 

Different congestion control policies have been proposed to deal with congestion in 
networks. Generally speaking, these policies differ in the use of control messages. The 
following will describe some of them. 

Source Quench: Source Quench is the current method of congestion control in the Internet. 
When a network node responds to congestion by dropping packets, it could send an 
Internet Control Message Protocol Source Quench message (ICMP) to the source, informing 
it of packet drop. The drawback of this policy is that it is a family of varied policies. The 
major gateway manufacturers have implemented various source quench methods. This 
variation makes the end-system user, on receiving a Source Quench, uncertain of the cause 
in which the message was issued (e.g. heavy congestion, approaching congestion, burst 
causing massive overload). 

Random Drop: Random Drop is a congestion control policy intended to give feedback to 
users whose traffic congests the gateway by dropping packets. In this policy, randomly 
selected packets for a particular user, from incoming traffic, will be dropped. A user 
generating much traffic will have much more packets drop than the user who generate little 
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traffic. The selection of packets drop in this policy is completely uniform. Random Drop can 
be categorized as Congestion recovery or congestion avoidance. 

Congestion recovery tries to restore an operating state, when demand has exceeded 

capacity. Congestion avoidance is preventive in nature. It tries to keep the demand on the 

network at or near the point of maximum power, so that the congestion never occurs. 

Congestion Indication: The so-called Congestion Indication policy uses a similar technique 

as the Source Quench policy to inform the source gateway of congestion. The information is 

communicated in a single bit. The Congestion Experienced Bit (CEB) is set in the network 

header of the packets already being forwarded by a gateway. Based on the value of this bit, 

the end-system user should make an adjustment to the sending window. The Congestion 

Indication policy works based upon the total demand on the gateway. For fairness the total 

number of users causing the congestion is not considered. Only users who are sending more 

than their fair share (allowed bandwidth) should be asked to reduce their load, while others 

could attempt to increase their load where possible. 

Fair Queuing: Fair queuing is a congestion control policy where separate gateway output 

queues are maintained for individual end-systems on a source-destination-pair basis. When 

congestion occurs, packets are dropped from the longest queue. At the gateway, the 

processing and link resources are distributed to the end-systems on a round-robin basis. 

Round-robin is an arrangement of choosing all elements in a group equally in a circular. 

Equal allocations of resources are provided to each source-destination pair. 

A Bit-Round Fair Queuing algorithm was an improvement over the fair queuing. It 

computes the order of service to packets using their lengths, by using a technique that 

emulates a bit-by-bit round-robin discipline. In this case, long packets do not get an 

advantage over short packets. Otherwise the round-robin would be unfair. 

Stochastic Fairness Queuing (SFQ) is a similar mechanism to Fair Queuing. SFQ looks up the 

source-destination address pair in the incoming packets and locates the appropriate queue 

that packet will have to be placed in. It uses a simple hash function to map from the source-

destination address pair to a fixed set of queues. The price paid to implement SFQ is that it 

requires a potentially large number of queues. 

11. MPLS, and GMPLS traffic engineering 

Network control (NC) can be classified as centralized or distributed. In centralized network 
control, the route control and route computation commands are implemented and issued from 
one place. Each node in the network communicates with a central controller and it is the 
controller’s responsibility to perform routing and signaling on behalf of all other nodes. In a 
distributed network control, each node maintains partial or full information about the network 
state and existing connections. Each node is responsible to perform routing and signaling. 
Therefore, coordination between nodes is required to alleviate the problem of contention. 

Since its birth, the Internet (IP network) has employed a distributed NC paradigm. The 
Internet NC consists of many protocols. The functionality of resource discovery and 
management, topology discovery, and path computation and selection are the responsibility 
of routing protocols. Multiprotocol label switching (MPLS) has been proposed by IETF, to 
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enhance classic IP with virtual circuit-switching technology in the form of label switched 
path (LSP). MPLS is well known for its TE capability and its flexible control plane. 

Then, IETF proposed an extension to the MPLS-TE control plane to support the optical layer 
in optical networks; this extension is called the Multiprotocol Lambda Switching (MPλS) 
control plane. Another extension to MPLS was proposed to support various types of 
switching technologies. This extension is called Generalized Multi- Protocol Label Switching 
(GMPLS). GMPLS has been proposed in the Control and Measurement Plane working 
group in the IETF as a way to extend MPLS to incorporate circuit switching in the time, 
frequency and space domains.  

11.1 MPLS traffic engineering architecture 

Multiprotocol label switching (MPLS) is a hybrid technology that provides very fast 

forwarding at the cores and conventional routing at the edges. MPLS working mechanism is 

based on assigning labels to packets based on forwarding equivalent classes 

(FEC) as they enter the network. A FEC identifies of a group of packets that share the same 

requirements for their transport. All packets in such a group are provided the same 

treatment en route to the destination. 

Packets that belong to the same FEC at a given node follow the same path and the same 

forwarding decision is applied to all packets. Then packets are switched through the MPLS 

domain using simple label lookup. Each FEC may be given a different type of service. At 

each hop, the routers and switches use the packet labels to index the forwarding table to 

determine the next-hop router and a new value for the label. This new label replaces the old 

one and the packet is forwarded to the next hop. As each packet exits the MPLS domain, the 

label is stripped off at the egress router, and then the packet is routed using conventional IP 

routing mechanisms. 

The router that uses MPLS is called a label switching router (LSR). A LSR is a high speed 

router that participates in establishment of LSPs using an appropriate label signaling 

protocol and high-speed switching of the data traffic based on the established paths. 

MPLS-TE has the following components and functionalities, as shown in Figure 2: 

1. The routing protocol (e.g. OSPF-TE, IS-IS TE), collects information about the network 
connectivity (this information is used by each network node to know the whole 
topology of the network) and carries resource and policy information of the network. 
The collected information is used to maintain: The so-called Link-state database 
which provides a topological view of the whole network and the TE database which 
stores resource and link utilization information. The databases are used by the path 
control component. A constrained Shortest Path First (CSPF) is used to compute the 
best path. 

2. A signaling protocol (e.g. RSVP-TE or CR-LDP) is used to set up LSP along the selected 
path through the network. During LSP setup, each node has to check whether the 
requested bandwidth is available. This is the responsibility of the link admission control 
that acts as an interface between the routing and signaling protocol. If bandwidth is 
available, it is allocated. If not, an active LSP might be preempted or the LSP setup fails. 
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Fig. 3. MPLS-TE functional components. 

11.2 MPλS/GMPLS control plane 

IETF proposed an extension to the MPLS-TE control plane to support optical layers in 
optical networks; this extension is called the multiprotocol lambda switching (MPλS) control 
plane. In an MPLS network, the label-switching router (LSR) uses the label swapping 
paradigm to transfer a labeled packet from an input port to an output port. In the optical 
network, the OXC uses switch matrix to switch the data stream (associated with the light 
path) from an input port to an output port. In both LSR and OXC, a control plane is needed 
to discover, distribute, and maintain state information and to instantiate and maintain the 
connections under various TE roles and policies. 

The functional building blocks of the MPλS control plane are similar to the standard MPLS-
TE control plane. The routing protocol (e.g. OSPF or IS-IS) with optical extensions, is 
responsible for distributing information about optical network topology, resource 
availability, and network status. This information is then stored in the TE database. A 
constrained-based routing function acting as a path selector is used to compute routes for 
LSPs through mesh network. Signaling protocols (e.g. RSVP-TE or CR-LDP) are then used to 
set up and maintain the LSPs by consulting the path selector. 

Another extension to the MPLS control plane is proposed to support various types of optical 
and other switching technologies. This extension is called Generalized Multi-Protocol Label 
Switching (GMPLS). In the GMPLS architecture, labels in the forwarding plane of Label 
Switched Routers (LSRs) can route the packet headers, cell boundaries, time slots, 
wavelengths or physical ports. The following switching technologies are being considered, 
as shown in Figure 3. 

Packet switching: The forwarding mechanism is based on packet. The networking gear is an 
IP router. 

Layer 2 switching: The forwarding mechanism is based on cell or frame (Ethernet, ATM, 
and Frame Relay). 
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Time-division multiplexing (time slot switching): The forwarding mechanism is based on 
the time frames with several slots and data is encapsulated into the time slots (e.g. 
SONET/SDH). 

Lambda switching: λ switching is performed by OXCs. 

Fiber switching: Here the switching granularity is a fiber. The networkings gears are fiber 
switch capable OXCs. 

 

Fig. 4. GMPLS Label – Stacking Hierarchy. 

The difference between MPλS and GMPLS is that the MPλS control plane focuses on 
Lambda switching, while GMPLS includes almost the full range of networking technologies. 

12. MPLS traffic engineering features 

1. Explicit routes: MPLS supports setting up of explicit routes, which can be an important 
tool for load balancing and satisfying other objectives so as to steer traffic away from 
particular paths. It is a very powerful technique which potentially can be useful for a 
variety of purposes. With pure datagram routing the overhead of carrying a complete 
explicit route with each packet is prohibitive. However, MPLS allows the explicit route 
to be carried only at the time that the label switched path is set up, and not with each 
packet. This implies that MPLS makes explicit routing practical. This in turn implies 
that MPLS can make possible a number of advanced routing features which depend 
upon explicit routing. 
An explicitly routed LSP is an LSP where, at a given LSR, the LSP next hop is not 
chosen by each local node, but rather is chosen by a single node (usually the ingress or 
egress node of the LSP). The sequence of LSRs followed by an explicit routing LSP may 
be chosen by configuration, or by an algorithm performed by a single node (for 
example, the egress node may make use of the topological information learned from a 
link state database in order to compute the entire path for the tree ending at that egress 
node). 
With MPLS the explicit route needs to be specified at the time that Labels are assigned, 
but the explicit route does not have to be specified with each L3 packet. This implies 
that explicit routing with MPLS is relatively efficient (when compared with the 
efficiency of explicit routing for pure datagram).  

www.intechopen.com



 
Traffic Engineering 

 

261 

Explicit routing may be useful for a number of purposes such as allowing policy 
routing and/or facilitating traffic engineering. 

2. Path preemption: Some tunnels are more important than others. Say for example, a 
VoIP tunnel and data tunnel may compete for same resources, in which case VoIP 
tunnel is given a higher priority and data tunnel is made to recalculate a path or just 
drop, if no path is available. Tunnels have 2 priorities: setup priority and hold priority. 
Each can have a value from 0 to 7 and the higher the priority numbers the lower the 
tunnels importance. The setup priority is used when setting up a tunnel and is 
compared with the hold priority of already established ones. If the setup priority is 
higher than the hold priority of established tunnel, then established tunnel is 
preempted.  

3. Fast Re-route: In case of a link failure, interior gateway protocols may take of the 
order of 10 seconds to converge. Fast reroute involves pre-signaling of backup path 
along with the primary path. The protection may be path protection (end-to-end) or 
local protection which may be further differentiated into link protection and node 
protection.  
Fast reroute is a Multiprotocol Label Switching (MPLS) resiliency technology to provide 
fast traffic recovery upon link or router failures for mission critical services. Upon any 
single link or node failures, it could be able to recover impacted traffic flows in the level 
of 50 ms. 

Backup path can be configured for:  

1. Link protection: a link protection model each link (or subset links) used by an LSP is 
provided protection by pre-established backup paths. 

2. Node protection: In a node protection model each node (or subset of nodes) used by an 
LSP is provided protection by pre-established backup paths. 

 

Fig. 5. Link Protection V/s Node Protection 
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